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1. IntroductIon
Data hiding, particularly for an information security, to 

protect the secret message from an unauthorized person. Due 
to the enormous growth of internet, the issue of security over 
internet is also increasing. The usage of internet increased,  
which ends in the security problems such as modification, 
etc. In such a way, while transforming the information from 
transmitter to receiver, more security is needed. To protect the 
information, many data-hiding techniques such as cryptography, 
watermarking, and steganography have been used. Among 
these three techniques, steganography plays a major role in 
data security. Steganography is the art of hiding information in 
cover images. This technique provides forward and backward 
compatibilities by hiding the information in cover images1. 
Steganography performs a data hiding in spatial domain and 
frequency domain. 

Spatial domain steganographic technique is a simple 
technique in which one can modify the secret information 
and the cover image in the spatial domain, which involves 
embedding at the level of least significant bit (LSB). Chan 
and Cheng2 have proposed a simple LSB substitution method 
using optimal pixel adjustment process. To resist the statistical 
steganalysis, Lou and Hu3 have proposed reversible histogram 
transformation function-based LSB steganography technique. 
Security is the major issue in the spatial domain, thus to 
increase the security some of the channel selection criteria  
have been proposed by Zhong4. In the frequency domain, 
the information is hidden in the transform coefficients. It 
transforms the spatial domain cover images into frequency 

domain cover images using discrete cosine transform (DCT) 
and Ridgelet transform, etc, in which the information hidden in 
the transform coefficients. Sajedi and Jamzad5 have proposed 
the information hidden in non-zero DCT coefficients based on 
embedding capacity. Information can also hide in the colour 
images using DCT for data security6.

An orthonormal part of the ridgelet transform is the 
finite ridgelet transform to represent the digital image with 
line singularities7. Liang8, et al. computed the just difference 
distortion in ridgelet coefficient to consider the contrast 
sensitivity in ridgelet transform. In another work, Liang9, et 
al. proposed the noise visible function in order to increase 
the embedding capacity by controlling the noise in ridgelet 
coefficient. Zhang10, et al. embedded the secret data in the 
middle ridgelet sub-bands of the most significant directions. 
Kalantari11, et al. proposed a host distribution-independent 
decoder to extract the secret data efficiently. 

As a novel method used in this work, the authors have 
proposed a hybrid edge detector to obtain the edge image and 
secret data,  hidden in the most significant gradient vector by 
scrambling the ridgelet coefficient to avoid the bit-ordering 
error problem. The ridgelet transform utilises the directional 
sensitivity to represent the digital image with straight edges. 
The edges of the image can hide more secret data without 
dissuading the quality of an image, as the distortion at edges 
also cannot be detected easily by human eye. This work 
employs the advantage of ridgelet transform as a key point, 
which increases the embedding capacity and quality of stego 
image when compared to other related works. As a pre-
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processing step, the authors force to extract the edge image by 
sending the cover image to the hybrid edge detector domain. 
After that, the edge image is partitioned into several blocks in 
which the ridgelet transform is applied to each block. Then, the 
most significant gradient vectors are selected to hide the secret 
data. finally, inverse ridgelet transform is applied to obtain the 
stego image. 

                       
2. rIdgElEt trAnSform
2.1 continuous ridgelet transform

The continuous ridgelet transform was proposed by 
Candes and Donoho12. given a 1-D wavelet transform which 
indicate the element (.)ψ ( ( , , ) ( , )a b u vθψ ) is given by,

1
2

( , , )
cos sin( , ) ( )a b

u v bu v a
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−
θ

θ + θ −
= ψψ          (1)

where ( ,bθ ) are line parameter and a>0 is a scale parameter. 
The line parameter cos sinu v bθ + θ =  , known as ridgelets. 
The continuous ridgelet transform (CRT) for given function C 
(input image) in 2R  is defined as,
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Its inverse formula is given by Starck13, et al.
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from eqns (2) and (3), CRT is calculated by applying 
wavelet transform in the radon transform. The radon domain 
equation is given by

2
( , ) ( , ) ( cos sin )C

R
R t C u v u v t dudvθ = δ θ + θ −∫              (4)

where δ is the dirac function. To obtain the RT, 1-D wavelet 
transform is applied to the radon transform which is given by

1
2( , , ) ( , ) ( )C C

R
t bCRT a b R t dta a−−θ = θ∫ ψ                   

 (5)

where θ  is constant and t is variant. Thus, to obtain the fast 
RT, the fourier domain is introduced. The 2-D-ffT is applied 
to the input image, then the 1-D inverse ffT is applied to the 
radon transform. finally, the 1-D wavelet transform is applied 
to radon transform to obtain the ridgelet coefficients.  

2.2 finite ridgelet transform
The finite ridgelet transform was developed from the finite 

radon transform as shown in fig 1. The finite radon transform 
of a real function (C) defined as a 2-D grid 2

pZ is given by

( , ) ,
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l FRAT d l
p

C x yr
∈

= = ∑           (6)

here, ( , )C x y is the pixel value at x and y positions, p is the 
fermat prime number. ,Ld l is the set of points is given in 
eqn. (7), that create a line on the 2-D grid 2

pZ . Therefore, 
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(7)
Thus, the finite RT is obtained by performing the 1-D 

wavelet transform on each direction (d) of fRAT. 

3. EdgE dEtEctor
As a pre-processing step, to extract the edge image hybrid 

edge detector is proposed. The edges of image can hide more 
secret data without dissuading the quality of an image, as the 
distortion at edges also cannot be detected easily by human 
eye14. The edge detector used in this work is hybrid edge 
detector. The hybrid edge detector is the combination of prewitt 
edge detector and fuzzy edge detector to extract more set of 
edges, in which one can hide more amount of secret data. The 
brief explanation of Prewitt, fuzzy, and hybrid edge detectors 
is given in the next sub-section.

3.1 Prewitt Edge detector
Prewitt edge detector is a discrete differentiation 

operator which derives the gradient vector of the digital 
image in horizontal and vertical directions. The computational 
complexity is low for this operator. The Prewitt operator 
consists of two 3x3 kernels to derive the approximations of the 
derivatives for horizontal and vertical changes. Let us consider 
the cover image C(x,y) and Gx and Gy are the horizontal and 
vertical derivative approximations is given by,

1 0 1
1 0 1 * ( , )
1 0 1

G C x yx

− + 
 = − + 
 − + 

    and     

1 1 1
0 0 0 * ( , )
1 1 1

G C x yy

+ + + 
 =  
 − − − 

                         (8)
 

where * denotes the 2-D convolution operation. The x and y co-
ordinates are described as increasing in the right direction and 
increasing in the down direction. The gradient magnitude and 
gradient direction at each pixel in the image are given by,

2 2
x yG G G= +     

        (9)

tan 2( , )y xa G Gθ =           (10)

3.2 fuzzy Edge detector
A typical implementation of the fuzzy edge detector is 

briefly explained14 as follows; let us consider the cover image 
C of dimension B*L. The first step of fuzzy edge detector is to 
obtain the membership grade value ij at position (i,j). The cover 
image C is passed into F array of fuzzy singletons, [0,1]ijµ ∈  

figure 1. finite ridgelet transform.
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with [ ]1,i B∈  and [ ]1,j L∈ . The array F and ijµ  is given by

1 1

B L
ij

i j
F

= =
= µ
 

           (11)

ij
ij

c

C
µ =

                                                                      
(12)

where ijµ  is the membership grade and c is the biggest 
grayscale value in C. Next step, is to determine the proper 
membership function jiµ for each pixel ijc at position (i,j) 
with spatial window15 (b*b). The cover image is partitioned 
into overlapping b*b blocks. Let B(i,j) be a b*b window, thus 
proper membership function is given by,

1
min(1, min( ,1 ) )ij uv uv

u v

p p
b
τ

µ = −∑ ∑ µ µ                    (13)

Now, the membership grade ijµ  is calculated for each b*b 
spatial window.

{ }max( ) min( ) / , [1, ]uv uv
ij

C C u v b
C

− ∈
µ =                    (14)

Here and bτ values are taken as 9 and 3. The final step is 
to extract the edge image. Let us consider image 'F which 
contains all edges of 'F  image. The 'F  image is given below, 
where it is also an fuzzy array singleton

jiµ ,

1 1

' I J
ij

i j
F

= =
= µ
            (15)

 
3.3 Hybrid Edge detector

The hybrid edge detector is constructed by a combination 
of prewitt and fuzzy edge detector. Let us denote grey scale 
cover image as ( , )C x y , edge extracted by Prewitt edge 
detector as ( , )pC x y and edge extracted by fuzzy edge detector 
as ( , )fC x y . The edge extracted by hybrid edge detector as 

1( , )C x y . Therefore, 1( , )C x y is generated by performing OR 
operation between ( , )pC x y  and ( , )fC x y . The hybrid edge 
detection increases the number of edge pixels and identifies the 
object boundaries in the cover image clearly. figure 2 shows 
the comparison performance of prewitt, fuzzy and hybrid edge 
detector and clears out that number of edge pixels generated 
by hybrid edge detector is more when compared to individual 

prewitt and fuzzy edge detectors. 
The hybrid edge detector generates 
the gradient vector, which is used in 
our work.

4. ProPoSEd 
StEgAnogrAPHy SyStEm

As the first step, the cover 
image ( , )C x y  is pre-processed 
by hybrid edge detector to extract 
the edge image, as shown in fig 3. 
The edge extracted by hybrid edge 
detector as 1( , )C x y . Therefore, 

1( , )C x y is generated by performing 
OR operation between ( , )pC x y  and 

( , )fC x y is given in eqn. (16).
1( , ) ( , ) | ( , )p fC x y C x y C x y=   (16)

where | denotes the oR operation. 
As shown in fig. 4, one can get 

the edge image as 1( , )C x y , then 
edge image is partitioned into small 
blocks whose curve image appears 
in straight edges and RT is applied 
to each block in which ridgelet 
coefficient is obtained. Here, the 
ridgelet coeffient has significant 
gradient vector generated by hybrid 
edge detector. Then, to avoid the bit-
ordering error problem scrambling 
the position of gradient vector (or 
ridgelet coefficient) at each scale 
is performed. After scrambling, the 
most significant gradient vector 
is selected to hide the secret data. 
finally, the inverse RT is performed 
to obtain the stego image.

figure 2.  the edge images generated by the prewitt, fuzzy and hybrid edge detector.
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figure 4. Block diagram of proposed steganography system.

figure 3.  Block diagram of proposed hybrid edge detector.

4.1 Embedding Phase
The embedding phase is explained in the following 

steps;
Step 1: Pre-process the cover image ( , )C x y  using hybrid 

edge detector to extract the edge image 1( , )C x y .
Step 2: The edge image 1( , )C x y  is partitioned into 

several blocks (m*m) [The number of blocks is dependent on 
the number of curved edges] to operate in the straight edges is 
given by

1 1

1
( , ) ( , )

M
m

m
C x y C x y

=
=


,    1 ,x y M≤ ≤         (17)

Step 3: The RT is applied to each block (m*m). The 
matrix I has the fRIT coefficient of each block is given in eqn. 
(18). The ridgelet coefficient has significant gradient vector 
generated by hybrid edge detector. 

1 ( , )mC x y
I FRITcoeff=  ,   1 m M≤ ≤          (18)
Step 4:  The secret data used in this work is QR code. 

To hide the secret data, the most significant gradient vector is 
selected. The simple method of selecting the gradient vector 
is by sorting the gradient vector in descending order in which 
significant gradient vectors are obtained. But in the sorting 
method, the bit-ordering problem is obtained which leads to 
un-embedding capacity. To avoid this problem, scrambling 
the position of gradient vector at each block is obtained. So 
that, the gradient vectors are distributed uniformly over the 
frequency domain. In this work, affine modular transformation16 
scrambling method is used, which is given by

( )
'

' mod
e f x ix N
g h y jy

       
= +       

      
         (19)

Step 5: After scrambling the gradient vector, the direction 
which has higher energy (or) maximum variance at each block 
(m*m) are selected as a most significant angle of gradient 
vector (or significant edges) to hide the secret data. p is the 
fermat prime number.

1 ( , )
1 ( , ) max(var( (1: 1, )))

mC x y
x ym v

C FRITcoeff p v= +        (20)

Step 6: The selected directions are placed in the new 
matrix mR  for thm block.

1 1

1

1 1
( , ) ( , )

1
( , )

[1, ( , )], [2, ( , ],

..... [ 1, ( , ]
m m

m

m mC x y C x y
m

mC x y

T
FRITcoeff C x y FRITcoeff C x y

R
FRITcoeff p C x y

 
 =
 + 

1 m M≤ ≤                                                     (21)
Step 7: The selected columns are placed in R matrix.

{ }1 2 3[ , , ........ ]m xyR R R R R R= =  with
1,2,3...x N=  and 1,2,3...y M=         (22)

Step 8: The secret data { }1 2, ..... mS S S S=  is also 
scrambled to match with the ridgelet coefficient using the same 
scrambling method.

Step 9: The secret data { }1 2, ..... mS S S S=  is embedded 
according to the following law,

( , )S
m mR x y R SR= + β                                      (23)

where, β is the scaling factor and its value used in this work 
is β =0.30. 

Step 10: Descramble the gradient vector. 
finally, apply the inverse RT to obtain the restored edge 

image.
An additional post-processing step is included to obtain the 

stego image from the restored edge image. The post-processing 
includes two steps. In the first step, the original edge image is 
subtracted from the cover image and the resultant subtracted 
image is obtained. In the second step, after applying the inverse 
RT, the obtained restored edge image is initially scaled with the 
value of 0.1. It is further added with the subtracted image to get 
the stego image. 
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4.2 Extraction Phase
given a corrupted image, the edge is extracted by using 

the hybrid edge detector. Then, the edge image is partitioned 
into several blocks; the ridgelet transform is applied to each 
block. The best direction from the ridgelet coefficient is 
selected. The selected coefficients are placed in a matrix *

mR
. Then descrambling is performed to replace the coefficient 
in its own-place. A correlation detector w, which gives the 
average correlation between each row off *R and secret data, 
is obtained by

*

1 1

1 1N m
xy

x y
W R SyN m= =

 = ∑ ∑ 
 

                       (24)

Thus, the secret data are extracted using eqn. (25). The 
cover image is restored by applying the inverse RT.

*
y yS WS=            (25)

5. ExPErImEntAl rESultS
Many simulations were performed to evaluate the 

performance of the proposed scheme. The program coded 
in MATLAB R.2010 is run on a personal computer whose 
operating system is Microsoft windows 7. Two commonly 
used grey-level images are ‘Barbara’ and ‘Lena’ and one 
medical grey–level image is  ‘Brain’, thus totally three grey 
level images are used in this experiment. After hidden the 
secret data, the resultant stego image is shown in fig 5. The 
performance measures used in this work before extraction are 
peak signal-to-noise ratio (PSNR) and embedding capacity 
and after extraction are tamper assessment factor (TAf) and 
normalised absolute error (NAe) are used. Let ( , )C x y  be 
the cover image, ( , )SR x y be the stego image, ( , )S x y  be the 
secret data, '( , )S x y  be the retrieved secret data, and '( , )C x y  
be the restored cover image where, x and y denotes, the row 
and column. PSNR is performed between cover image and 
stego image. TAf is used to determine the credibility of image 
authentication which is performed between secret data and 
retrieved secret data. NAE is performed between cover image 
and restored cover image. TAf and NAe are defined in eqns 
(26) and (27). The PSNR, embedding capacity, TAf and NAe 
values of experimental results and its comparison with other 
works are shown in Tables 1 and 2. Table 1 reflects that the 
proposed steganography system gives significant improvement 
wrt the imperceptibility of stego image.

   
1 '[ ( , ) ( , )]
* 1 1

m n
TAF S x y S x y

m n i j
= ⊕∑ ∑

− =
                      (26)

'| ( , ) ( , ) |
1 1

| ( , ) |
1 1

m n
C x y C x y

i jNAE m n
C x y

i j

−∑ ∑
= =

=
∑ ∑
= =

        (27)

The original QR coded secret data and recovered QR 
coded secret data is shown in fig. 6.

5.1 roBuStnESS AnAlySIS 
The proposed method can withstand for Chi-square attack 

because the secret data is embedded in the most significant 
gradient vector. The statement is proven using test program 
of Chi-square steganography by guillermito17 to perform 
steganography analyses. The test result of stegoimage is shown 
in fig. 7.

According to the guillermito, the program output is 
represented with two curves. The first one is ‘red’ curve which 
is the result of chi-square test. If the ‘red’ curve is near to one, 
the probability of a random hidden secret data is high. The 
second one is ‘green’ curve that reflects the average value of 
LSB. from fig. 7, the ‘green’ curve reflects the average of LSB 
varies considerably and result of chi-square test ‘red’ curve is 
flat-to-zero all along the image. It is clear that nothing is hidden 
in the stegoimage of proposed algorithm. So the unauthorised 
person cannot get the clue to embedded secret data.

table 1. PSnr, Embedding capacity, tAf and nAE values in 
proposed method

Before extraction After 
extraction

PSNR (dB) embedding capacity (bits) TAf NAE

Barbara 50.39 157761 0.62 0.004
Lena 50.57 157761 0.62 0.004
Brain 49.90 157764 0.62 0.008

table 2. comparison of PSnr values in proposed method and 
other related works

Barbara lena Brain
Kalantari11, et al. 45 45 n/a
Liang8, et al. n/a 39.34 n/a
Zhang10, et al. 40.14 40.46 n/a
Liang9, et al. n/a 39.34 n/a
Proposed method 50.39 50.57 49.90

figure 5. Stego image of (a) lena, (b) Barbara, (c) Brain 
images.

figure 6. (a) original Qr code (b) recovered Qr code.
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6. concluSIon
The authors have proposed a frequency domain 

steganography method operating in the ridgelet transform 
(RT). To increase the embedding capacity and quality of stego 
image, the hybrid edge detector is proposed to extract more 
number of edge pixels. To operate RT with straight edges, 
edge image is partitioned in to several blocks depends up 
on the number of curved edges and the ridgelet transform is 
applied to each block. To solve the bit-ordering error problem, 
scrambling the position of significant edges are performed 
which also avoid the uneven-embedding capacity. To embed 
the secret data in most significant gradient vector, the directions 
with higher energy or maximum variance at each block is 
selected. An experimental result demonstrates that there is 
no visible difference between cover and stego images. Since, 
our proposed steganography system takes advantage of hybrid 
edge detector, RT characteristics and scrambling method in 
which the embedding capacity and quality of stego image is 
increased. To further show the advantages of proposed method, 
authors compared our work with other related works. In the 
scope of the future enhancement, the intelligent optimization 
techniques are used to enhance the embedding strategy. 
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