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SUMMARY 

Schools use a variety of interactive software to support education, especially in 

STEM (science, technology, engineering, and mathematics) classes. Educational 

technologies provide a way to support 3D interaction and exploration for complex STEM 

topics, but many of them have not explored high-fidelity multimodal interactions. Previous 

studies have explored the best methods to measure emotional, cognitive, and physical 

engagement, but these methods have not been applied to fully understand the impact of 

multimodal interactive simulations on student learning. Technologies like Virtual Reality 

can provide a novel means for supporting interactive simulations for student learning. 

However, the full impact of these new systems and modalities on learning and engagement 

is unclear.  

This study investigated different versions of interactive simulations for astronomy 

education. The dissertation included the design and evaluation of the sonification model 

for the solar system, which was then embedded within two different simulation versions. 

It evaluated a variety of tools for measuring and comparing user experience, engagement, 

affect, and learning, and compared qualitative differences between learner interaction in 

the four conditions. Other factors investigated included science anxiety, motivation, and 

technology experience, and their effect on a student’s ease of use and comfort in using 

newer technologies for education. The study found significant differences between the 

virtual reality (VR) and PC conditions and between the audio and no-audio conditions, 

with the VR and audio supporting better learning opportunities than the PC or no-audio 

conditions.  
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CHAPTER 1. INTRODUCTION AND MOTIVATION 

1.1 Motivation 

Lack of knowledge and interest in STEM has led the US to be ranked historically 

low compared to other countries: 38th in math literacy and 24th in science literacy (Desilver, 

2017; Kuenzi, 2008). Even more recent measurements show a smaller disparity in science 

but still present a larger disparity in math (Andreas Schleicher, 2019; OECD, 2019). One 

attempt to mitigate this gap was the development of the Next Generation Science Standards 

(NGSS), a set of STEM standards that identified important concepts which are critical to 

any student’s success in K-12 education (National Research Council, 2013). Included in 

these standards are core concepts within physical, life, and earth and space science, as well 

as application of these ideas in an engineering context.  

One core idea at the middle school level is a broader understanding of space 

systems, including conceptual knowledge of our solar system, gravity, and interpreting size 

and physical properties of planets from data sources. Successful understanding of these 

topics stems from having an ability to interpret 3D models (Parker & Heywood, 1998). 

Through the Virtual Solar System Project, Barab et al. (2000) and Keating et al. (2002) 

have explored the usefulness of 3D computer modeling in a virtual solar system 

environment to support student understanding of moon phases and seasons. They found 

that the 3D models afforded visualization of abstract 3D concepts, but some of the students 

had an incomplete conceptual understanding of the phenomena.  
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This dissertation extended this initial work in 3D environments to study how a high-

fidelity interactive, multimodal model of the solar system can impact learning and 

engagement outcomes for students at the middle school level. Virtual Reality provided a 

contextually situated environment where students can explore, control the scale, and build 

knowledge through their interaction. I expanded the feature set of an existing high-fidelity 

modeling system, Universe Sandbox (Giant Army, 2015), and investigated methods for 

effectively measuring the learning and engagement of students in this context. 

1.2 Thesis Statement 

As part of this work, my thesis contributed new knowledge on the best ways to 

measure multiple components of engagement for interactive educational technology and 

explored if they can be used as reliable measures compared to more typical measures of 

engagement. Through this work I identified which factors have a large impact on a 

student’s ability to interact comfortably with different types of interactive simulations. My 

research will help the broader community better understand the impact of multimodal 

interactive systems, and whether or not VR environments have a greater impact (in the 

short or long term) on student learning and engagement. 

1.3 Research Questions 

The primary question addressed by my research is: How well can multimodal Virtual 

Reality systems support learning and engagement compared to typical interactive 

simulations for science education? To answer this research question, I studied the student 

experience with the multimodal tools: 
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RQ1. Does a VR simulation or PC simulation support higher levels of emotional, 

intellectual, and physical engagement?  

RQ2. Does an audio-enhanced simulation or a visual-only simulation support higher 

levels of emotional, intellectual, and physical engagement? 

RQ3. What factors, such as technology experience, math and science anxiety, self-

efficacy, and affect, influence a student’s ability to interact comfortably with multimodal 

science tools? 

1.4 Summary of Studies 

The first phase of research consisted of semi-structured interviews with five science 

teachers to identify a list of topics they typically teach, as well as the common 

misconceptions students across all levels struggle to understand. Some of these 

misconceptions included scale and size of the universe, seasons, and general knowledge 

about planetary characteristics.  

Using information from the science teachers, guidelines from the NGSS, and a 

student misconception identifier study, I selected a set of information to convey through a 

sonification model of the solar system. Then, working together with sound designers, I 

developed a sonification model for conveying nine different data variables for planets in 

the solar system including length of year, length of day, mass, temperature range, 

gravitational strength, and type of planet (Tomlinson et al., 2017).  

I conducted a preliminary user experience evaluation through a sonified planetarium 

show. This evaluation gathered feedback from the audience about the understandability 
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and usefulness of the sonification model for interpreting the data about the planets 

(Tomlinson et al., 2017).  

The next study evaluated the auditory display’s ability to support learning. Here, I 

evaluated accuracy scores on a 10-item pre- versus post-test. Participants completed a 

listening activity in which they responded to different questions relating to the sonification 

model, including data interpretation questions requiring reflection on the model. A primary 

goal of this study was to create a reliable, valid user experience measure for auditory 

interfaces, correlating the overall outcome with a standard metric, UMUX (Finstad, 2010). 

I completed a factor and principal components analysis to design a set of standardized 

audio user experience questions (Tomlinson, Noah, et al., 2018). I evaluated the reliability 

of the scale as well, using Cronbach’s alpha.  

For the last study, I embedded the finalized sonification model inside of the Universe 

Sandbox (Giant Army, 2015) and completed a between-subjects lab study evaluating 

usability, learning, and user experience. During the study, screen and over-the-shoulder 

recordings were used to monitor students’ interaction, and their differences were analyzed 

through qualitative coding.  Other measurements of engagement (e.g., Science Activity 

Questionnaire (Meece et al., 1988) and the Slater-Usoh-Steed Presence scale (1994)) and 

affect (Watson et al., 1988) were collected to evaluate whether using the simulation 

changes learner perceptions about science and their overall knowledge about astronomy.  
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CHAPTER 2. BACKGROUND 

2.1 Learning Theory 

2.1.1 Learning 

Learning has been defined as numerous phenomena, including the general process 

of expanding knowledge and understanding more details about a topic from a particular 

point of view (Greeno et al., 1996). Piaget’s constructivist view of learning focuses on how 

children’s knowledge grows over the course of their development; expanding on Piaget’s 

work, Papert’s theory of learning, constructionism, examines these knowledge structures 

through the types of activities a learner engages in, specifically viewing the learning 

through context (Ackermann, 2001). Constructionism is frequently simplified to a short 

definition of ‘learning-by-making’ (Papert & Harel, 1991), but Ackermann (2001) explains 

how constructionism helps us understand ‘how ideas get formed and transformed when 

expressed through different media, when actualized in particular contexts’ (p. 4).  

 Situated learning, or the grounding of knowledge in a set of socio-cultural 

experiences, provides one theory which expands Papert’s view of constructionism, and 

allows for a more rich understanding of learning activities and the environments in which 

learning takes place (Collins et al., 1989; Dewey, 2007; Greeno et al., 1996; Lave & 

Wenger, 1991; Papert & Harel, 1991). Situated learning provides a way to help students 

build knowledge from meaningful activities and use authentic experiences to support better 

understanding (Brown, Collins, & Duguid, 2007). Brown, Collins, and Duguid (2007) 

describe how a student’s perception of the learning activity is influenced by the tools and 
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their use, and Kaptelinin and Nardi (2012) have discussed how Engeström’s framework 

for Activity Theory can be used to appropriately analyze educational contexts due to its 

ability to deconstruct learning environments into their component parts, in order to better 

understand a student’s interaction with those learning tools. 

 Problem-based learning is one approach which supports students engaging in 

authentic learning experiences (Blumenfeld et al., 1991) and can help students explore 

content in meaningful situations (Greeno et al., 1996). Similarly, inquiry-based learning 

provides another way to engage students in authentic and easily approachable methods, 

while paralleling learning outcomes similar to problem-based learning (Edelson et al., 

1999). Both problem-based and inquiry-based learning leverage the unique characteristics 

of situated learning experiences to engage students. One difficulty with each of these is 

motivating students to continue engaging throughout the process (Blumenfeld et al., 1991), 

as the learning tasks can be more complex.  

Instructional scaffolds provide three different strategies for engaging learners in 

these complex problems: providing visual representations to support initial understanding; 

allowing direct control and observation of the phenomena; and enabling learners to explore 

through multiple views (Quintana et al., 2004). Contrasting cases are another scaffold 

which can help learners analyze and interpret information; this technique has learners 

purposefully compare and contrast two (or more) examples and identify information which 

they may not otherwise notice and interpret (Barron et al., 1998). Both of these techniques, 

in addition to more traditional teacher-led scaffolding (Bransford et al., 2000; Vygotsky, 

1978), provide means to support learner engagement in situated, user-controlled learning 

experiences.  
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2.1.2 Understanding and Learning in Context 

Multiple factors affect a student’s learning experience, ranging from their 

sociocultural background (Kaptelinin & Nardi, 2012) to their familiarity and experience 

with the educational technologies being used (Davies, 2011). Educational technologies can 

support a variety of situated learning experiences, but other characteristics may influence 

a student’s comfort and ease of use when interacting with the technology, including how 

well it supports metacognition, their overall technology familiarity, their engagement with 

the materials, and their self-efficacy for learning. 

2.1.2.1 Metacognition 

One key goal of helping students learn while participating in these interactive, 

authentic activities is to support their explicit reflection on the learning. Metacognition 

refers to the process by which learners reflect on and try to modify and self-regulate their 

own learning experiences  (Brown, Brewster, Ramloll, Yu, & Riedel, 2002; Flavell, 1979; 

Sperling, DuBois, Howard, & Staley, 2004). Contrasting cases have been found to support 

better metacognitive reflection compared to other methods when used in combination with 

educational technologies that scaffold the learning activities (Bransford & Schwartz, 1999; 

Vye et al., 1998).  

2.1.2.2 Engagement 

Fredricks, Blumenfeld, and Paris (2004) define engagement as being a complex 

construct which supports academic achievement and active participation in the learning 

experience. They identify the three components of engagement as behavioral, emotional, 
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and cognitive engagement. Behavioral engagement is the student’s willingness to be 

involved in academic activities (e.g., discussions, participation, etc.) in a socially 

responsible manner. Emotional engagement is defined by the learner’s overall affective 

responses to the entire learning environment, including the materials, topics, and activities. 

Cognitive engagement encompasses the student’s effort and willingness to participate in 

the learning experience.  

 Engagement is indeed a complex, inconsistently-defined measure, since it might 

include anything from different levels of subject-specific engagement to overall school 

engagement, and other behaviors such as effort, interest, motivation, or even time on task 

(Appleton et al., 2008; Jimerson et al., 2003). Appleton et al. (2008) explored the different 

conceptual definitions of engagement, and found that most generally, academic 

engagement is defined by the time on task and cognitive engagement includes the learner’s 

perspective on autonomy in the learning environment and their personal value of learning. 

Shernoff and Csikszentmihalyi (2009) have defined engagement as high levels of 

enjoyment, interest, and concentration for learners, utilizing flow theory and its 

relationship to zones of proximal development (Shernoff et al., 2003; Vygotsky, 1978). 

 Some researchers have presented engagement as a measure expanding from the 

more typical definition of academic engagement to a more holistic curricular or 

institutional engagement, which instead measures the persistence in the interacting with 

the learning task through four factors: beliefs about knowing, cognitive tasks, self-efficacy, 

and stress  (Bédard et al., 2012; Willis, 1992). In some cases, classroom participation was 

the biggest factor predicting achievement (and engagement), while others have found that 
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perceived control over the learning activity might have a larger impact (Finn, 1993; 

Weiner, 1992).  

 Most work understanding the sub-component of behavioral engagement has 

focused on school-level studies (Alexander et al., 2016; Fredricks et al., 2004; Yazzie-

Mintz, 2007) where they have found student autonomy has a positive effect on behavioral, 

cognitive, and emotional engagement. Skinner, Wellborn, and Connell (1990) found a 

correlation between perceived control and engagement, but argued that perceived 

autonomy (not being pressured to perform) and feeling socially connected to the teachers 

and students was more important.  

2.1.2.3 Self-efficacy, Motivation, Anxiety, and Engagement 

Pintrich and De Groot (1990) found links between a learner’s value for achievement 

and their self-efficacy for the learning tasks had a positive effect on their cognitive 

engagement and their emotional engagement with the task outcome. Fortney (2016) found 

that student engagement increased as the learner had more control and increased self-

efficacy, which promoted long-term learning persistence. Authentic tasks and activities 

have been found to support higher levels of cognitive engagement, and have led to better 

achievement outcomes for learners (Alexander et al., 2016; Nystrand & Gamoran, 1991). 

Motivation may be a big factor in continued persistent interaction with a learning activity, 

and can lead to higher levels of engagement (Eccles & Wigfield, 2002; Fortney, 2016; 

Ryan & Deci, 2000). Contextualization of learning materials have been found to support 

self-efficacy, to help maintain intrinsic motivation, and to provide extra determination for 
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extrinsic motivations, which may lead to longer-term engagement with learning (Ryan & 

Deci, 2000).  

Student motivation has been found to impact overall levels of cognitive engagement 

(Garcia & Pintrich, 1996; Pintrich & De Groot, 1990). To better understand the relationship 

between motivation and engagement, the Motivated Strategies for Learning Questionnaire 

(MSLQ), a set of self-reported Likert questions, has been developed (Garcia & Pintrich, 

1991, 1996; Pintrich et al., 1991, 1993). The MSLQ is designed to be modular, with 50 

questions probing learning strategies and 31 items measuring motivation, and 15 total 

modular sub-scales (Pintrich et al., 1993). While the initial validity and reliability of the 

scale were evaluated with college students, follow-up studies have found the subscales to 

be useful predictors of student motivation (self-efficacy, intrinsic values, and test anxiety) 

(Duncan & McKeachie, 2005; Pintrich et al., 1991, 1993; Pintrich & De Groot, 1990). 

 Understanding the overlap between academic anxiety and motivation, and their 

potential combined influence on engagement has been the focus of numerous scale 

validations (Gottfried, 1985; Harter, 1981). Gottfried (1982, 1985) found that academic 

intrinsic motivation can be positively related to competence on the materials, and that while 

some anxiety is useful as a motivator, too much can lead to students withdrawing from the 

learning process. More recently, Cahill, Gorski, and Le (2003) found that some amount of 

stress and urgency can help increase task focus for students. To better understand this 

relationship, Harter designed and validated a scale to measure a student’s intrinsic and 

extrinsic orientation toward learning, and found that three of the items loaded onto an 

underlying motivational factor while the other two items fit as a cognitive-informational 

factor (Harter, 1981). Through correlation of the Children’s Academic Anxiety Inventory 



 11 

(CAAI) with the Children’s Academic Intrinsic Motivation Inventory (CAIMI), Gottfried 

(1982, 1985) found that students who reported higher academic intrinsic motivation had 

higher school achievement, higher self-efficacy, lower anxiety, and lower extrinsic 

motivation for the learning activities.  

2.1.2.4 Affect and Engagement 

Appleton, Christenson, and Furlong  (2008) and Jimerson, Campos, and Grief 

(2003) have both thoroughly explored the relationship between cognitive and affective 

engagement across two large reviews of engagement literature. In most instances, this 

measurement of affect related to the learners feelings toward their teachers, peers, and the 

school, but did not include their affect toward the learning materials or technologies 

(Appleton et al., 2008; Jimerson et al., 2003). Affect is a self-reported way to understand 

someone’s mood and extract the impact of a set of materials or situation on it, for both 

positive and negative components (Watson et al., 1988). Watson, Clark, and Tellegen 

(1988) define positive affect as a subjective measure of alertness and enthusiasm, while 

negative affect is a subjective measure of distress and aversive moods such as fear and 

nervousness; they developed the Positive and Negative Affect Schedule (PANAS) to 

measure these two primary dimensions of mood. Forecasting affect may provide insight to 

someone’s level of preconceived comfort before interacting with materials or technology, 

and could be compared to their actual experience, to understand the impact of those 

materials (Calderwood et al., 2016; Noah et al., 2016). Measurements of affect, and its 

impact on the learner’s perception of the educational tools may be a predictor for their 

engagement. 
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 More general measures of engagement have been explored (Appleton et al., 2006; 

Fortney, 2016; Fredricks & Mccolskey, 2012). Appleton and colleagues (2006), after 

completing one review of engagement literature, settled on a taxonomy for defining 

engagement which broke it into four total constructs: behavioral, academic, cognitive, and 

psychological. Finding a lack of work exploring cognitive and psychological engagement, 

they developed a scale to allows learners to self-report on those two engagement factors: 

the Student Engagement Instrument (SEI) (Appleton et al., 2006; Betts et al., 2010).  

In addition to more general measures of engagement, motivation, and anxiety, 

specific measures of engagement have been developed to better understand student 

attitudes toward numerous subjects, including science and math (Gottfried, 1985). Multiple 

surveys exploring math and science interest, attitudes, and beliefs have been developed 

(Archer et al., 2016; Fortney, 2016; Meece et al., 1988; Miller, 1990; Post-Kammer & 

Smith, 1985; Weinburgh & Steele, 2000). Engagement measures can provide another lens 

to examine a student’s potential learning outcomes (short and long-term), but Forney 

(2016) found that one of the best predictors for a student’s success in science is based off 

of their previous experiences in science classes. The Colorado Learning Attitudes about 

Science Survey (CLASS) was developed to understand student perceptions and beliefs 

about physics, and has been adapted to fit other disciplines as well (Adams et al., 2005, 

2006).  

Understanding potential interactions between socio-cultural variables, familiarity 

with technologies used in the classroom (especially those used in science education), and 

engagement is a broader goal which has not been well-explored (Jimerson et al., 2003). 

Some have begun addressing these other factors by studying how socio-economic factors, 
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masculinity and femininity, and ethnicity impact a student’s engagement with science in 

formal and informal contexts (Archer et al., 2016; Post-Kammer & Smith, 1985; 

Weinburgh & Steele, 2000).  

Weinburgh and Steele (2000) designed the modified Attitudes Toward Science 

Inventory (mATSI) as a measurement of anxiety, self-efficacy, and personal beliefs about 

science, and evaluated its reliability within different sub-groups of gender, grade level, and 

ethnicity. Meece, Blumenfeld, and Hoyle’s (1988) Science Activity Questionnaire (SAQ) 

was developed to measure cognitive engagement and goal orientation for learning 

activities. They found that students who had a goal orientation of task mastery (instead of 

social recognition or work-avoidance) reported higher levels of cognitive engagement 

(Meece et al., 1988), and Miller (1990) found that students participating in hands-on 

learning activities have higher SAQ cognitive engagement scores. 

 Engagement is a complex construct which includes cognitive, behavioral, and 

emotional components, each of which can be influenced by affect, motivation, anxiety, 

self-efficacy, previous experiences in specific domains, and the situated learning 

experiences. More comprehensive understanding about the socio-cultural influences, the 

student’s metacognitive skills, and their familiarity and comfort using the educational 

materials could help provide a more complete view of a student’s engagement with 

learning.  

2.1.3 Multimedia Learning 

Other factors which may affect learning include the presentation medium of the 

learning materials. Baddeley’s model of working memory proposes sensory modality 
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differences, or changes in comprehension and reasoning based on the channel processing 

the content (meaning visual or audio channels are processed separately) (1992). Another 

commonly accepted model, Paivio’s Dual Coding Theory, instead focuses on the 

differences between verbal and non-verbal processing (Clark & Paivio, 1991). Mayer, 

more similar to the complex system presented by Wickens in Multiple Resource Theory 

(2008), instead proposed the principle of multimedia learning: presenting material using 

different modalities (e.g., words and pictures) in order to take advantage of differences in 

cognitive processing for sensory modalities and presentation modes (2001a). This theory 

about the cognitive processing of multimedia learning proposes different configurations of 

resources are used to process images and speech, while representations like text use a 

combination of visual and speech resources.  

The multimedia principle argues that students learn better from a combination of 

images and text rather than text-only, and includes nine different principles for successful 

multimedia design (Mayer, 2002a). When utilized properly, previous research has shown 

the multimedia principle can successfully reduce cognitive load for learners (Mayer & 

Moreno, 2003). Schweppe and Rummer have found that written text and animations led to 

better transfer performance when tested after a delay, compared to narration and animation 

(2016). Multimedia tools have persistent, longer-term learning outcomes (Schweppe et al., 

2015), and have been found to be effective when employed in classroom contexts, 

particularly for shorter intervention sessions (Harskamp et al., 2007). There is still 

discussion about the overall effectiveness of multimedia at supporting better learning 

outcomes than typical interventions. For example, Austin reported how text position and 

unnecessary animation can negatively impact learning, and emphasized the need for future 
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research to study optimal display design characteristics for educational technology 

resources (2009). 

The multimedia effect has been studied across multiple educational context, and 

typically relies on an intervention which compares text, pictures, narration, and other types 

of visual or speech representations with varying levels of detail (Dubois & Vial, 2001; 

Harskamp et al., 2007; S. H. Liu et al., 2009; Witteman & Segers, 2010). Leutner highlights 

three areas where recent work had additionally studied the impact of multimedia learning 

design decisions on interest, motivation, and emotional engagement, instead of focusing 

on the purely cognitive impacts (2014). However, even with its successes in supporting 

learning of difficult topics (Mayer, 2001b), there is a significant dearth of studies 

evaluating additional modalities, including tangible, tactile, and particularly relevant to this 

dissertation, non-speech audio. 

2.2 Educational Technology 

Educational technology has been explored as a way to support situated learning 

experiences and promote scaffolding (Blumenfeld et al., 1991; Edelson et al., 1999; 

Guzdial, 1993). In addition to supporting topic-specific learning, scaffolding could more 

broadly help learners strengthen their metacognitive practices, which can help them 

participate in inquiry-based learning activities which may lead to deeper cognitive 

engagement (Greeno et al., 1996; Quintana et al., 2004). These technologies can also 

support modeling through interactive simulations, which can help learners understand and 

engage in conceptual change, especially in the sciences (Nersessian, 1992, 1999).  
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2.2.1 Interactive Simulations 

Interactive simulations are typically defined as technology-based environments 

which have underlying models and logic, oftentimes built to represent a natural real-world 

phenomena (D’Angelo et al., 2014). Simulations can also be categorized as virtual 

laboratories (mimicking typical lab experiments) or simulations of scientific phenomena 

(models which support observation of otherwise-difficult phenomena) (Scalise et al., 

2011). Through dynamic modelling, these tools can help students recognize patterns and 

interact with complex scientific phenomena (Dede, 2000) 

A large amount of work has explored how well simulations can support scientific 

inquiry and their overall impact on learning experiences for students. D’Angelo and 

colleagues’ recent meta-analysis included 59 studies where interactive simulations were 

compared against similar instructional content; they found a strong effect size between the 

simulation and control group, with the simulation group having a larger percentage increase 

compared to the control (2014). Additionally, they found that a smaller subset of research 

has explored the impact of simulations on scientific reasoning, inquiry, and non-cognitive 

outcomes (though fewer studies explored these). Others have specifically reviewed 

simulation reach at the middle and high school levels (Scalise et al., 2011) and for college 

(Ma & Nickerson, 2006a). Across these reviews, it has been found that assessments of 

these interactive simulations do not regularly complete evaluation in the context of the 

virtual environments, but instead rely on surveys and open-ended questionnaires for 

assessment (D’Angelo et al., 2014; Ma & Nickerson, 2006b; Scalise et al., 2011).  
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 Games and immersive simulations can help situate knowledge and support inquiry-

based learning for students (Barab & Dede, 2007). Using authentic materials, realistic 

situations, and models of those events (simulations) can provide enhanced transfer of 

information and skills from one task to another (Halpern, 1998). Having students reflect 

on these learning opportunities can also support better metacognitive reflection and attempt 

to correct faulty logic (Halpern, 1998). Numerous projects have explored the ability for 

simulations to support these authentic learning experiences. The Design Principles 

Framework has noted basic, intermediate, and advanced themes across 79 different studies 

examining patterns for simulations across interface design (including scaffolding), 

visualization (e.g., perspective shifts, control of speed, and zooming), and scientific inquiry 

(i.e., how they support data gathering) (Scalise et al., 2011).  

2.2.2 Virtual Reality (VR) 

Virtual reality is a virtual environment which, instead of overlaying and enhancing 

the normal world, instead replaces it. Steuer defines VR as an experience, mediated by 

technology, where one feels surrounded by an environment which is not the immediate 

physical world (1992). Heeter identified three dimensions which affect presence, including 

subjective personal presence (feeling embedded in the virtual world), social presence 

(extent to which you feel connected to others), and environmental presence (how much the 

environment reacts to your actions) (1992). While the fidelity of these virtual environments 

has changed over time, presence still significantly effect experiences with VR (McGlynn 

& Rogers, 2017). These experiences are typically supported through HMDs like the Oculus 

Rift or the HTC Vive, in an attempt to completely embed the user into a virtual world. VR 
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systems are usually defined by the technological capabilities and not the overall experience 

from the user’s perspective (Slater & Sanchez-Vives, 2016; Steuer, 1992).  

2.2.2.1 Human-Computer Interaction of Virtual Reality 

VR allows for an immersive visualization which can be highly contextualized, and 

they typically support control and manipulation of the virtual environment. One important 

characteristic of measuring the level of immersion in VR is presence. Spatial presence has 

been broadly explored by researchers in the field of VR, but Lessiter, Freeman, Keogh, and 

Davidoff argue that though spatial presence applies for both real and virtual experiences, 

many people do not consider how ‘spatially present’ they are in a real-world environment 

(Lessiter et al., 1998). This concept provides the possibility of people comparing their 

perceived presence in virtual experiences to their real-world experiences (Lessiter et al., 

1998). 

Immersion is the technical ability of a system to allow a user to perceive within that 

virtual environment through their own natural sensorimotor abilities, while the subjective 

measure which correlates to that amount of immersion is defined by presence (Slater & 

Sanchez-Vives, 2016). Immersion has also been identified as having four properties, being 

inclusive (blocking reality), extensive (supporting a range of sensorimotor activities), 

surrounding (panoramic vs. narrow field of view), and vivid (fidelity and richness of the 

environment) (Slater & Wilbur, 1997). The combination of immersion and presence may 

be driven specifically by the place illusion (feeling that you are in a specific location while 

you know that you are not) and the plausibility illusion (feeling that events can and are 

really happening) (Slater, 2009).  
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Understanding the relationship between presence and physical engagement for VR 

systems plays a significant role in evaluating them. Users of the VR system who have a 

higher presence rating than others may perceive the environment as being more engaging 

and may perform better on a task within that environment (Slater & Wilbur, 1997).  

Discussion about the standard ways to measure presence in virtual environments is 

ongoing (Hofer et al., 2020; Lessiter et al., 1998; Slater, 1999; Usoh et al., 2000; Witmer 

& Singer, 1998). Lessiter et al. (1998) designed and evaluated the ITC – Sense of Presence 

Inventory (ITC – SOPI), where 44 items grouped to measuring four factors: sense of 

physical space (how ‘located’ someone feels within that environment), engagement (how 

involved and interested they are), ecological validity (how believable is the VR 

environment), and negative effects (how much simulation sickness, headaches, or other 

effects may be reducing someone’s experience. Witmer and Singer developed two separate 

questionnaires, the 32-item presence questionnaire (PQ) and the 29-item immersive 

tendencies questionnaire (ITQ) (Witmer & Singer, 1998). The PQ measures someone’s 

level of presence for a particular VR system, while the ITQ provides a more general 

measurement of how likely someone is to become immersed within a system (Witmer & 

Singer, 1998).  

In response to those longer surveys, Usoh, Catena, Arman, and Slater designed a 

set of six Likert questions (and one free response), called the SUS (Slater, Usoh, and Steed; 

or, here the ‘presence SUS’), meant to evaluate whether or not someone feels present in a 

real or virtual environment (Slater, 1999; Usoh et al., 2000). Instead, the presence SUS 

may be more helpful for measuring a sense of presence across similar media (both virtual 

environments) and not between virtual and reality (Slater et al., 1994; Usoh et al., 2000). 
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More recently, Hofer et al. (2020) also used a shorter eight-item Spatial Presence 

Experience Scale (Hartmann et al., 2016) and a three item questionnaire to evaluate 

participants’ perceived spatial presence and plausibility while in a virtual environment. 

Measuring the immersion and presence of a user in a VR environment is important to 

understanding possible differences in engagement and learning; one possibility for 

exploring this at a higher level is McGlynn’s Magnet Model of Spatial Presence (MMSP), 

which explores the differences between physical and virtual stimuli and their effects on 

presence (McGlynn & Rogers, 2017). 

2.2.2.2 Audio in Virtual Reality 

Audio embedded within a VR environment has been explored a bit, but mostly as 

a way to increase someone’s presence within that system (Bormann, 2005). Bormann found 

that spatialized audio in a virtual environment can affect both task performance and can 

lead to higher levels of presence for a system (Bormann, 2005). Increased fidelity of audio 

in VR can be used for educational applications (Dalgarno & Lee, 2010) and has been used 

to support better presence in video games (Lachlan & Krcmar, 2011). 

Even in more popular mixed reality systems, the use of auditory interfaces remain 

largely unexplored (Billinghurst & Kato, 2002). One notable exception is Chatzidimitris, 

Gavalas, and Michael’s SoundPacman, where they studied the ability for 3D audio in mixed 

reality environments to support game immersiveness (Chatzidimitris et al., 2016). Others have 

integrated audio into mobile games, usually as a way to support immersion and emotional 

engagement (Paterson et al., 2010). Embedded, spatialized audio to promote location 
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awareness (typically through the use of Head Related Transfer Functions, or HRTFs) has been 

used more across mobile AR platforms (Ekman et al., 2005; Pellerin & Bouillot, 2009). 

Understanding how people complete localization for 3D sources within the virtual 

environment helps to drive design guidelines for using spatial audio into future applications. 

There are a few examples of audio-enhanced musical experiences where a user can directly 

place instruments or sound sources are placed in the 3D space around themselves  (Haller et 

al., 2002). Sodnik and colleagues found that HRTFs can provide satisfactory localization cues 

in AR when visual cues are present for the virtual objects (2004). Further work by Vazquez-

Alvarez et al. (2015) explored the differences between spatialized audio in exocentric (a fixed 

view) and egocentric (from the user’s perspective) displays for a multi-level auditory display 

supporting an interactive art installation. They found that both types of displays using 

spatialized audio cues supported longer exploration, but using the same type of display for the 

primary and secondary spatialized audio led to higher cognitive load for interpretation 

(Vazquez-Alvarez et al., 2015). In general, people can localize spatialized audio in virtual 

environments, with relatively low cognitive load (particularly when representing different 

content), and it can provide meaningful exploration in an interactive system. 

2.2.3 Auditory Displays 

Auditory displays are displays which use purposefully designed sound to convey 

information. Sonifications are non-speech auditory displays which use data-driven 

mappings to support interpretation or comprehension of the meaning (Kramer, 1994; 

Walker & Nees, 2011). A variety of auditory display types exist, including auditory icons, 

earcons, audification (more direct mappings between the data and representation, e.g., 
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speeding up playback rate of seismic waves to make them audible), and sonification 

(Brewster et al., 1993; Gaver, 1986; Walker & Nees, 2011). Auditory icons are realistic 

sounds, such as a door opening or shutting, which may have a direct or associated meaning 

(Gaver, 1986). Earcons are usually musical or synthetic sounds with learned 

representations and associations (Brewster et al., 1993). Auditory icons are usually faster 

for someone to learn, but are restricted by the number of real-world associations which 

could be integrated into a display; earcons may take more practice for a user to gain 

familiarity (Dingler et al., 2008; Kramer et al., 1999). For example, an auditory icon for 

rain would have a faster recognition and interpretation because of its real-world 

association, but an earcon representing cloudy may not have the same initial association.  

While some auditory displays focus on one variable, or stream of information, 

Bregman’s comprehensive work in auditory stream analysis examines the process by which 

people perceive multiple streams of auditory information and interpret them individually 

or holistically (1990). More complex sonification work has explored the design and 

evaluation of multiple streams, especially in applied data interpretation contexts (Brown et 

al., 2002; Schuett, 2015; Schuett & Walker, 2013).  

2.2.3.1 Auditory Displays in Education 

Sonifications can leverage metaphors, previously associated meanings (especially 

from auditory icons), and easily interpreted mappings to support initial understanding. 

Some common metaphors include the temperature to pitch (perceptual interpretation of the 

sound frequency) or size to tempo mappings (where smaller objects are ‘faster’ than larger 

objects) (Flowers, 2005; Walker & Kramer, 2005). 
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In addition to completing analysis or exploration of a dataset using sonification, 

other research has found its usefulness in supporting pattern-finding, exploration, point 

estimation, and in interpreting uncertainty and error (Batterman & Walker, 2012; D. R. 

Smith & Walker, 2005, 2002). Flowers (2005) found that sonifications can improve 

recognition and recall for students, especially when using careful sonic information design. 

Upson (2001, 2002) found that sonifications can lead to greater engagement for students 

when learning about Cartesian graphing concepts.  

Auditory graphs and sonifications can also provide means for students with vision 

impairment to explore graphs through audio (Brown et al., 2002; Mansur, Blattner, & Joy, 

1985; Stevens, Brewster, Wright, & Edwards, 1994; Tomlinson, Batterman, Chew, Henry, 

& Walker, 2016; Upson, 2001). Auditory graphs can be more flexible than many of the 

tactile education tools, as they are easier to adapt and require less physical equipment to 

build compared to many of the physical graphing tools.  

2.3 Educational Technology Evaluations 

2.3.1 Learning Studies in Interactive Simulations 

Evaluations of interactive simulations have ranged from small-scale surveys and 

interviews after embedding those materials into coursework (Perkins et al., 2006) to 

longitudinal assessments over the course of a semester or year (Barab et al., 2000; Keller 

et al., 2006; Rehn et al., 2013). One meta-analysis of simulation evaluation found there are 

three general types of evaluations for interactive simulations: impact on achievement 

outcomes, ability to support scientific inquiry and reasoning, and non-cognitive outcomes 

(D’Angelo et al., 2014). For example, for the PhET simulations (PhET sims, or simply 
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sims), evaluations have spanned screen and audio recordings of students using the 

simulations, as well as field notes, and individual interviews with students (Finkelstein et 

al., 2005; Rehn et al., 2013; Tomlinson, Batterman, et al., 2018; Tomlinson, Kaini, et al., 

2019) and other learners (Tomlinson, Walker, et al., 2020).  

In the two case studies outlined by Rehn et al. (2013), recordings were analyzed to 

better understand how well the simulations met the heuristics for simulation use (i.e., how 

well the simulations and their instructional materials supported desired behaviors and 

learning outcomes). One evaluation of PhET sims included hundreds of individual 

interviews with students to observe how they encourage students to complete ‘engaged 

exploration’ while using them (Adams et al., 2008). Other evaluations have used guided 

activity observations and post-activity performance measures to evaluate how well the 

simulations support student exploration and learning for activities typically restricted to 

physical interactives (Finkelstein et al., 2005). In this case, it was found that students who 

used the interactive simulations had better performance on conceptual questions and better 

skills in building circuits compared to learners in the other conditions. 

Other evaluations of interactive simulations have begun to explore additional 

measures (e.g., eye tracking) for tracking which pieces of the simulation students are using. 

She and Chen (2009) studied how multimedia tools can help middle schoolers learn about 

mitosis and meiosis in cells by evaluating post-test and retention-test scores, as well as 

comparing mean fixation time during the learning activity. They found that students in the 

simulation group with additional on-screen text information performed better on post and 

retention tests than the simulation group with narration and the animation group with on-

screen text. 
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Barab, Hay, Barnett, and Keating (2000) evaluated the impact of interactive 

simulations in a slightly different context; instead of having students only explore a model, 

they completed a two-year evaluation where the tool was used by students in a project-

based context to build their own models of the Earth/Moon/Sun system to learn about 

physics and astronomy concepts in a contextualized way. During this classroom 

deployment, they taped student groups working on the project, conducted interviews with 

students and teachers, and completed retrospective analysis of the videos and artifacts 

(Barab et al., 2000).  

In this work, they found that the 3D simulations helped students learn in three ways: 

1) they provided an authentic context to explore the information (e.g., situating the problem 

into a realistic problem space); 2) they supported metacognitive practices (e.g., being able 

to use the model to reflect on what they do and do not know when thinking through the 

problem set); and, 3) they supported discourse between and within groups of students (e.g., 

the students began to adopt astronomy terminology as they progressed over the course of 

the project) (Barab et al., 2000). The Virtual Solar System project explored the potential of 

interactive simulations being used in a situated, project-based context, and found that 

students successfully learned astronomy concepts while engaging in this learning activity.  

2.3.2 Learning Studies in Virtual Reality 

VR has been repeatedly used as a way to support subject-specific applications for 

learning (Keating et al., 2002; Winn et al., 2002). VR allows learners to interact with 

different environments and situations, no matter the size, scale, or level of complexity 

represented by that model, supporting a large variety of contexts and applications 
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(Christou, 2010). VR can support multimodal experiences within a comprehensive 

environment, leveraging the ability for systems to provide visual and audio representations, 

while using embodied interaction and movement to situate the learner (Christou, 2010).  

Slater and Sanchez-Vives studied how VR environments can support tangible 

exploration of abstract concepts (through control, rather than static observation) and found it 

to be helpful for supporting scientific visualization and comparison of macro and micro scale 

scientific phenomena, especially in cases where students can break outside of the realistic 

constraints for that problem (i.e., allowing them to visualize things which cannot be done in 

real life) (Slater & Sanchez-Vives, 2016). 

 The ability for virtual environments to help students investigate spatial relationships 

has been extensively studied (Keating et al., 2002; Shelton & Hedley, 2002, 2004). Shelton 

and Hedley completed a deployment of an augmented reality system for helping students learn 

about astronomy relationships between the Earth and the Sun (e.g., seasons, revolution, and 

equinox/solstice) (Shelton & Hedley, 2002). During this deployment, 34 students used 

different experiences meant to highlight these concepts. They completed a pre-post evaluation 

of the students’ knowledge and transcribed the interviews from each session. Through this 

work they found that augmented reality provided a flexible way for students to explore a scaled 

representation, provided the ability to explore time changes, positions, and angles, allowing 

them to build procedural, declarative, and configurational knowledge in the spatial 

visualization. Students in the augmented conditions had better performance in interpreting 3D 

geographic visualizations and had more accurate understanding of spatial tasks than students 

in a desktop condition (Shelton & Hedley, 2002, 2004). More recently, Edwards et al. 

evaluated a VR system to support learners in understanding visual spatial content related to 
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organic chemistry, and reported high participant perception of usefulness for instruction and 

motivation (2019).  

 Overall, VR has been found to provide an interactive and meaningful environment to 

visualize complex and abstract concepts (Saidin et al., 2015; Wang et al., 2017). Wang and 

colleagues (2017) provide an overview of their recent work on evaluating AR in education 

contexts, and have generally found that these systems increase enjoyment, promote self-driven 

learning, and facilitate development of communication skills (when used collaboratively). In a 

metareview of 167 studied Reisoğlu and colleagues (2017) found that many evaluations of 

3D educational environments study presence, self-efficacy (emotional and behavioral 

factors), and some study cognitive achievement, though there were not many studies which 

explored a combination of these factors in one evaluation, and many studies took place in 

the platforms of Second Life or Active Worlds. Examining the impact of VR environments 

across multiple factors, including cognitive, behavioral, and emotional ones, is important 

to understand whether or not they are effective learning tools schools should use.  

2.3.2.1 Embodiment 

Embodied interactions through touch screens and other educational technologies 

lets the learners explore, interact, and use other sensiomotor and attentional resources 

which they might not use during a passive learning experiences, leading to more 

engagement (Abrahamson & Sánchez-García, 2016). Physical interaction has also been 

found to increase on-task performance for students (Mahar et al., 2006) and younger 

students who have some form of physical activity throughout the day have higher reported 

classroom behavioral scores (Barros et al., 2009). 
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 Embodiment can help students move from using technology to support actions to 

using technology to support thinking, where physical interaction with tools can support 

reflection and metacognition (Abrahamson & Sánchez-García, 2016). Goldin-Meadow and 

Beilock (2010) suggest that gestures can affect thinking through the internalization of an 

action, and that thinking through the gesture can help someone solidify their mental 

representation of a concept. Hall and Nemirovsky (2012) agree with this sentiment, and 

argue that embodied cognition supports problems solving but discuss how gestures help 

represent this embodiment through sensorimotor interaction. 

 Lindgren and Johnson-Glenberg (2013) propose six guidelines for using VR for 

education; one guideline refers to building action-concept relationships, and outlines how 

these elicit and affect physical activity in that environment, especially through immersion 

and congruency between the gesture (action) and the content area. Dawley and Dede (2014) 

found that because of embodiment, VR and other mixed reality learning environments can 

exploration and experiential learning (instead of a recall-only experience). One example of 

this found that students who were more physically active in the virtual learning 

environment had a greater change in understanding for spatial relationships (Shelton & 

Hedley, 2004). VR provides a good context for helping students take advantage of 

embodied learning, which might lead to better learning outcomes and more motivation 

while engaging in the educational materials. 

2.3.2.2 Quantitative Studies 

Generally, many studies of VR educational technologies have not used quantitative 

evaluation methods. Wu, Lee, Chang, and Liang (2013) discuss the potential for virtual 
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environments to support more authentic, task-based exploration approaches which could 

lead to new ways to measure engagement and learning for students, though it has not been 

studied in a rigorous and generalizable manner. Billinghurst and Dünser (2012) provide an 

overview of some of their studies which have been done comparing an virtual environment 

to more traditional classroom materials, and only one used a quantitative measure (a post 

test and a follow-up retention test), while the others relied mostly on qualitative 

information. Even the quantitative evaluation from Edwards et al. included only self-

reported, individual questions about motivation, ability to support multisensory learning, 

haptics, usefulness as an instructional tool, and overall experience (2019). While 

qualitative feedback can help situate the information gathered about experience differences 

between the two systems, it does not provide the whole picture and understanding which 

quantitative methods could be used to compare virtually immersive learning experience 

with a more traditional one is important for completing comprehensive evaluations.  

2.3.2.3 Qualitative Studies 

The majority of VR studies rely on qualitative coding from videos to understand 

the effect of the technology of student levels of learning and engagement. In one classroom 

deployment, Kerawalla, Luckin, Seljeflot, and Woolard (2006) completed qualitative 

coding for three types of data: classroom recordings of the teacher and students during the 

virtual environment-supported lesson, the recordings from the traditional lessons, and 

transcripts from follow-up interviews. The follow-up interviews provided some reflection 

about successes and failures about integrating the technology into a lesson, and student 

engagement during the activities, but did not complete this in any structured manner. 

Qualitative analysis is typical for interviews and classroom deployments; however, it is 
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possible that interviews with teachers (regarding a student’s engagement with the material) 

may provide a biased view based on that teacher’s previous ideas about how a student 

participates in classroom activities. Combining both qualitative and quantitative methods 

can help provide a clearer understanding about a student’s overall experience using an 

educational technology.  

2.3.3 Human-Computer Interaction (HCI) Evaluations 

Evaluation methods from HCI may provide another lens to analyze a student’s 

experience interacting with educational technology, especially when the comparison may 

be taking place between a typical technology (a computer simulation) and a newer 

modality, like VR. 

2.3.3.1 Usability and User Experience 

Jakob Nielsen defines usability as an ‘quality attribute that assesses how easy user 

interfaces are to use, including characteristics such as learnability, efficiency, and 

satisfaction’ (Nielsen, 2012). Best practices for measuring the usability of a system are an 

ongoing discussion in the Human-Computer Interaction and User Experience communities. 

Many scales have been developed and validated to measure the usability, including the 

Usability Metric for User Experience (UMUX), the System Usability Scale (SUS), and the 

UMUX-Lite (Brooke, 1996; Finstad, 2010; Lewis et al., 2013).  

The SUS is a 10-question scale designed to measure the efficiency, effectiveness, 

and satisfaction of a system, paralleling the ISO standard 9241-11 (Brooke, 1996, 2011, 

2013). The scale is made up of 5-point Likert questions, where respondents state how much 



 31 

they agree or disagree with the statements. The UMUX is a 4-question scale which has 

been presented as a shorter alternative to the SUS; it has been found to highly correlate 

with SUS scores (r = 0.96) and to be highly reliable, with a Crombach’s alpha of 0.94 

(Finstad, 2010, 2013). While these scales provide quantitative measurements for usability, 

it can be difficult to have a clear interpretation of how well that score represents the overall 

User Experience. Bangor, Kortum, and Miller (2009) found that adding an 11th question to 

the end of the SUS asking for a verbal description about the user-friendliness of the system 

can help interpret the quantitative scale information in a meaningful way. 

 While these scales can provide a baseline evaluation for UX, it is difficult to use 

them for evaluating auditory displays. Most people have low experience using auditory 

displays, except for navigation-based text-to-speech ones (e.g., Google Maps), and so 

interpreting usability scales for evaluating these displays can be confusing. There is a need 

for other measurements which could help evaluate the ease of use and aesthetic appeal for 

these auditory displays.  

2.3.3.2 Technology Familiarity 

A student’s overall comfort level and familiarity with technology could also have 

an impact on how well a student interacts with a new AR or VR system. If they do not have 

previous experience with that technology, or something like it, they may feel more 

uncomfortable and less likely to explore freely in that system. Exposure to different types 

of technology at school, at home, and in other locations (museums, friend’s houses, etc.) 

may have an effect on a student’s emotional and cognitive engagement with the technology 

or educational topics.  
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Beer created a Technology Experience Profile to understand the frequency with 

which someone (older adults in this case) may use a set of technologies, including ones for 

communication, recreation, computer and mobile, and transportation (2013). This 

Technology Experience Profile has been adapted by Karina Liles to help understand with 

which newer technologies students are familiar (2017). While student familiarity with 

technology may impact their overall comfort and affect exploring a new environment, an 

in-depth understanding of its impact on students has not been completed at any large level. 

2.4 Educational Topic Focus 

2.4.1 Next Generation Science Standards (NGSS) 

The Next Generation Science Standards are a set of science, technology, 

engineering, and mathematics (STEM) standards designed to specify important concepts 

which are critical to student success at the K-12 level (Achieve, 2013; National Research 

Council, 2013). These standards include concepts such as physical, life, earth, and space 

sciences, and outline the application of these ideas to engineering context.  

One area outlined in the NGSS for the middle school level in the Earth and Space 

Sciences category is ESS1: Earth’s Place in the Universe (Achieve, 2013; National 

Research Council, 2013). There are three main goals for ESS1, to have students be able to 

show understanding by being able to: 

ESS1-1. Develop and use a model of the Earth-sun-moon system to describe the 

cyclic patterns of lunar phases, eclipses of the sun and moon, and seasons.   
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ESS1-2. Develop and use a model to describe the role of gravity in the motions 

within galaxies and the solar system. 

MS-ESS1-3. Analyze and interpret data to determine scale properties of objects in 

the solar system. 

Portions of these three learning outcomes for MS-ESS1 will be the focus of the interactive 

simulation deployment in this work. 

2.4.2 Common Core 

For an additional comparison, many of the NGSS have connections to Common 

Core standards in literacy and mathematics. The middle school literacy standard (RST.6-

8.1) looks for evidence that a student can explore science and technical information to 

support analysis and argumentation (National Governors Association, 2010). A second 

literacy standard (RST.6-8.7) wants to see that a student is capable of interpreting 

quantitative or subject-specific information from diagrams, models, or graphs (National 

Governors Association, 2010).  

The Common Core mathematics standards 6.RP.A.1, 6.RP.A.2, 6.EE.B.6, 

7.EE.B.6, and MP.4 all outline how students should be able to understand models that use 

math, to interpret ratios, and to understand how to interpret variables which represent 

different quantities in an inequality or system of equations (National Governors 

Association Center for Best Practices, 2010). The overlap of the NGSS with the Common 

Core standards provides an interesting, important, and unexplored area to situate this work.   
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2.4.3 Space Simulations 

One freely available set of simulations built to support learning about these 

concepts is from PhET Interactive Simulations (PhET Interactive Simulations, n.d.). PhET 

sims use the principle of implicit scaffolding to support students freely exploring the sims 

and trying different scenarios to learn about the underlying goals of the simulation (Moore 

et al., 2014; Perkins et al., 2006). Gravity and Orbits is one PhET sim which focuses on 

astronomy concepts mentioned here (PhET Interactive Simulations, 2018). Other free, 

JavaScript-based space simulations exist, including Vezenia’s WebGL Solar System & 

orbital mechanics simulator (Vezina, 2017) and the Sky Live’s 3D Solar System Simulator 

(The Sky Live, 2018). A few desktop and mobile-based simulators are also available from 

NASA and Inove (Inove, 2017; NASA, 2015).  

The Universe Sandbox is a more complex space simulator, more similar to the NASA 

and Inove developed tools, which supports open-ended scenarios such as solar system 

modeling, introduction of additional bodies to a system, realistic gravity for large-scale 

space collisions, and complex star systems (Giant Army, 2015). Giant Army provided 

access to their desktop and virtual reality code in order to support this work, and the 

designed audio model for the solar system was integrated into their program for exploration 

and testing.  
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CHAPTER 3. PRELIMINARY WORK 

3.1 Study 1: Planetarium Study 

Museums and other informal learning environments (ILEs) have been exploring the 

use of multimodal (e.g., visual, audio, tactile) exhibits to increase engagement, prolong 

interaction with the educational materials, and support shared experiences for those with 

vision impairment (Allen, 2004; Horn et al., 2009; Walker et al., 2006). In one example, 

the Aquarium Sonification project mapped tank events and presented individual fish 

characteristics through dynamic soundscapes as a way to build a unique experience 

leveraging interaction with auditory displays (Jeon et al., 2012).  

Similar to other ILEs, planetariums use visual resources like diagrams, pictures, and 

videos or animations, paired with detailed verbal description to convey information about 

space. The same types of materials are used by instructors when covering astronomy 

concepts in a formal learning environment, too. Through the development of a planetarium 

sonification, I was interested in exploring how we could leverage previous work in ILEs 

and the spatial audio afforded by the planetarium’s physical set-up to convey a variety of 

quantitative information about each planet. Designing evaluation materials which could 

help understand an audience member’s listening experience (i.e., their user experience of 

interpreting the auditory display), their overall engagement (i.e., their affect and the 

influences of the aesthetic design), and the amount of information they learned or 

understood in a different way (i.e., learning which occurred due to their continued 

engagement and interpretation of the display) was another goal of this work. 
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3.1.1 Teacher Interviews 

Initial work on the development of the planetarium study meant deciding which 

astronomy concepts should be highlighted and what details should be incorporated into the 

show. To generate a better understanding of what topics to include, we conducted semi-

structured interviews with five different astronomy teachers (three women): one 

elementary science teacher; two instructors, from the Center for Education Integrating 

Science, Mathematics, and Computing (CEISMC), who taught at the middle and high 

school levels; one college astronomy professor; and a planetarium instructor for a local 

science center (Fernbank). We recruited three teachers by reaching out through CEISMC, 

and two though direct email. Each interview was about one hour long and took place at 

their private office or classroom, outside of their teaching hours.    

Before the interviews, each teacher completed a demographics survey where they 

self-reported information about their total number of years teaching, their educational 

background (on science and math topics), general teaching experience, and types of 

activities they use to engage students in the material during class (see Appendix A for these 

questions). Each instructor had at least nine years teaching, and many of them had over 20 

years of experience teaching or working on curriculum development for science and math.  

Each interview was audio recorded and additional notes were recorded in the 

interview guides by both the interviewer and note taker (see Appendix A for these 

questions). As part of the interview, we asked the instructors to report the types of material 

they introduce in a typical lesson, what activities they use to scaffold introduction of these 

concepts, and if there are any common misconceptions for their students (or audience). 



 37 

These interviews provided a means to explore how the topics in the planetarium 

sonification should be introduced and to understand what an appropriate level of detail was.  

3.1.1.1 Interview Results 

One common theme which arose was the general lack of knowledge that the public 

(students and adults alike) have about astronomy: teachers typically need to start a lesson 

(or even a planetarium show) by introducing the terminology which will be used 

throughout that activity. When introducing the topics, some teachers probed students more 

deeply to find out what type of baseline knowledge students might have (e.g., about 

constellations, planets, the moon, and orbits). Much of astronomy knowledge is detail-

specific; to make it easier for students, many teachers described comparing and contrasting 

features of the planets such as surface composition (planet type), rings, moons, and other 

planetary details. Since the planetarium instructor may have an audience with more diverse 

knowledge, she reported trying to mix different levels of details into the show (to 

supplement the basic details the audience might already know). The other instructors 

typically had more homogeneous groups of learners, so it was not such a major concern to 

them.  

When asked to report common misconceptions, many of the teachers identified 

comprehension of the size and scale of the solar system, the cause for changing seasons 

and phases of the moon, and the understanding orbits to be major topics of 

misunderstanding for students. All of the teachers discussed different activities they used 

to address these misconceptions; these activities ranged from using simulations or 

performing a physical activity to explain the underlying concept, such as modeling the 
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phases of the moon and having students reflect on what they thought might happen 

compared to what actually happens. Labs, demonstrations, and physical activities provide 

interactive ways for students to critically reflect on their current knowledge and provide a 

more meaningful way to modify their misconceptions.  

3.1.1.2 Reflection on the Interviews 

One goal of these interviews was to identify the topics which teachers cover and 

the level of detail which is appropriate for a general audience. Though each instructor 

reported following different standards (including the Regents questions, the Next 

Generation Science Standards, and the Space Exploration AP Exam) for which details they 

covered, there was a large amount of consistency in the types of information each of the 

teachers described. From these interviews, it was clear that the details which should be 

included in the planetarium study should relate to the size and scale of the solar system, 

and other comparable details between planets (e.g., mass, temperature, distance from the 

sun) (Tomlinson et al., 2017).  

3.1.2 Misconception Identifier Study 

After completing the initial interviews to identify commonalities across the space 

science topics (and the differing levels of detail covered by each instructor), I designed a 

misconception survey to identify which concepts students continue to struggle with, even 

at the college level. 
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3.1.2.1 Naïve Physics 

Previous work has explored the impact of students’ conceptual representations of 

physics and space concepts, especially for more abstract concepts (Reiner et al., 2000). 

Yair, Schur, and Mintz (2003) discuss other examples which are famous in the scientific 

misconception community, including the inability of Harvard graduates to explain the 

cause of the seasons. They propose using scientific visualization tools and VR combined 

with a thinking journey, where the student can observe phenomena occurring and change 

their common misconceptions (Yair et al., 2003). 

The Astronomy Diagnostic Test (ADT) is an assessment developed to assessment 

the baseline knowledge students in introductory college classes may have (The 

Collaboration for Astronomy Education Research (CAER), 1999). It has been found to be 

a reliable and valid assessment, though it focuses mostly on high-level questions related to 

the seasons, orbits, gravity, and more complex ideas like Kepler’s Laws (Deming, 2002; 

Zeilik & Morris, 2003). Due to the specific nature of the questions for the ADT compared 

to the broader information discussed by the astronomy instructors, I designed a separate 

survey to measure more general astronomy knowledge from students. 

3.1.2.2 Astronomy Study 

A 28-question exploratory survey (available in Appendix B) was designed to 

identify which content students remember or struggle to understand, even after covering a 

basic introduction to astronomy throughout their K-12 (and possibly college) schooling. 

The survey covered three main areas, which generally came from the interviews completed 

with astronomy instructors, including:  
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1. Basic knowledge of the planets (# of planets, their order, size & scale) 

2. Planetary details (including their unique features) 

3. Conceptual questions (about gravity, seasons, and moon phases) 

Two additional components were: 1) a drawing representing the solar system to scale and 

why they chose that representation and 2) their confidence levels for each question. 

Each of these questions was exploring areas which the teachers in Study 1 identified 

as being common misconceptions or areas where students lack content knowledge. The 

final question (asking the participant to draw the solar system to scale) meant to provide 

insight to the participant’s mental model which they may have been picturing while 

answering the other questions, and to see if there was a relationship between incorrect 

questions and the model they chose.  

Sixty-nine undergraduate students ages 18-25 were recruited through the 

Psychology Participant Pool at Georgia Tech and completed the survey. A post-survey 

demographics collected information about their majors, minors, the last class they took 

which covered astronomy, and any informal learning activities they participate in. 

Participants had one hour at most to complete all of the questions and were instructed to 

leave no questions blank (i.e., give their best guess for each one). This questionnaire was 

administered on paper, and they could not return to previous questions after completing a 

page (some content in later questions could impact their responses on earlier ones).  

 Each survey was scored by allotting one point per correct answer, and the grading 

key was created before scoring any questionnaires. Since each section had different 
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numbers of questions, percentages of correct answers were compared. The mean percent 

correct for the general solar system questions was 52.72, planetary details were 57.68, and 

conceptual questions were 63.04. There was a moderate correlation between scores for all 

three question types: solar system and planetary r(67) = 0.47, p < .05, solar system and 

concept r(67) = 0.41, p < .05, and planetary and concepts r(67) = 0.42, p < .05.  

 Misconceptions parallel to those identified by the instructors were found through 

the participant’s responses to the questionnaire. For example, many participants thought 

the phases of the moon were caused by Earth partially blocking the Sun’s light, instead of 

a deeper understanding of the relative positions from the sun and moon. For the last 

question (drawing the solar system to scale), over 95% of participants drew the planets in 

a linear order moving out from the sun, and many of them struggled to correctly reflect the 

differences between planet size (e.g., Earth vs. Jupiter vs. the Sun) and only one student 

had the correct distances scaled between them. Understanding what mental model students 

rely on when they are thinking about the solar system can help to design educational 

materials which might cause them to metacognitively reflect on their knowledge and 

engage with the content more deeply.  

 While many participants got at least half of the answers correct on the 

questionnaire, many of them would not receive a passing grade on a real test about these 

concepts. More worrying is the carry-over of misconceptions (e.g., about the seasons or 

moon phases), which are continually addressed at all levels of education; even students 

who may have covered this material multiple times could not accurately or logically answer 

those questions. Additional materials, including other modalities which may not rely on 
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visual representations, could help address these misconceptions and may be able to help 

students explore and learn in a meaningful way. 

3.1.3 Solar System Sonification Design 

After collecting background information about this problem space through 

interviews and the misconception survey, we decided on the information mappings to 

highlight in the solar system sonification, including details relating to size and scale 

broadly, and individual planetary features. 

3.1.3.1 Background (space sonification) 

Sonifications have been used in a variety of applied contexts, including data 

exploration and education (Walker & Nees, 2011). There is some precedence for using 

auditory displays to analyze space and astronomy-related data, though many have not 

included formal evaluations. xSonify was one tool designed to create a sonification 

environment for analyzing space data (Candey et al., 2006; Diaz-Merced et al., 2011). 

Landi et al. (2011) completed an analysis of solar wind data through the audification (direct 

mapping of a dataset to sounds) of solar rotation data in order to explore carbon ionization. 

Lunn and Hunt (2011) have used sonification and audification as a way to analyze data sets 

from the Search for Extra-Terrestrial Intelligence (SETI) and the Cosmic Microwave 

Background Radiation. 

Many applications of auditory display to astronomy have been completed mostly 

for outreach purposes, including Harger and Hyde’s work to broadcast sounds from radio 

telescopes over the radio and internet (Ballesteros & Luque Serrano, 2008; Harger & Hyde, 
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2004). More recently, some have created solar system-centric sonifications. Ballora (2014) 

designed a musically-composed sonification for an outreach film presentation for the 

Smithsonian Air & Space Museum, while Quinton, McGregor and Benyon (2016) 

developed a solar system model after interviewing a planetarium expert. In this work, they 

identified seven properties to include in their model including length of day, gravity, and 

orbital period (year). Their evaluation included interviews with 12 users who were asked 

to provide their interpretation of the model’s mappings without any scaffolding or 

contextualization.   

3.1.3.2 Model Description 

Work by Tomlinson et al. describes the designed solar system sonification more in-

depth, though an overview about its design will be explained here (2017). The solar system 

sonification included two views: a Solar System Perspective (SSP) and a Planetary 

Perspective (PP). The SSP focused on presenting a baseline set of information for the 

audience. It also included comparisons of the size and scale for each object, and included 

each planet’s mass, length of year, length of day, and distance from the sun. The PP 

provided information local to each planet (number of moons, rings, gravity, and mean 

temperature) and presented comparisons between these details. Data for each of the 

sonification mappings came from NASA’s Planetary Fact Sheet (Williams, 2015). Each 

portion of the sonification was carefully designed to scaffold the audio-only comparisons, 

and to highlight details & concepts participants might not have previously known. Details 

were introduced in short chunks and were grouped by topic; some pairs were played 

together to support easier comparison between features.            
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3.1.3.3 Background (mapping sonification literature) 

The design of each sonification mapping was informed by previous sonification 

research and our own design preferences. The SSP included mass, length of day, length of 

year, and distance from the sun (Tomlinson et al., 2017). Mass for each planet was created 

from brown noise which using a resonant filter whose center frequency was scaled 

proportionally to the mass, based on previous polarity mapping research (Walker, 2002a). 

Length of day was represented through a modulated amplitude envelope where the volume 

would move between zero and full amplitude. Each day would start from zero, increase as 

it moved toward sunrise, and decrease in volume till sunset. Here the goal was to scale 24 

hours into one second, following a tempo mapping (Flowers, 2005). This created a 

perceivable pattern for all planets except for Mercury and Venus, whose days are very long 

compared to Earth’s (about 58 and 116 respectively).  

Length of year took advantage of the spatial audio setup available at the Fernbank 

Planetarium; since they had a quadraphonic (4-speaker) setup, it was possible to move each 

planet from speaker to speaker using Vector-Based Amplitude Panning. For this mapping, 

the length of year was represented by the speed at which each planet moved around the 

listener. Two different reference planets were used, due to the scale differences (Mercury 

for the inner planets and Jupiter for the outer).  

The final representation for the SSP was the distance from the sun. Tomlinson et 

al. created a spacecraft sound containing additional sound effects for passing planets and 

asteroids (2017). An increased playback rate (which increased the pitch of the ship as it 

traveled) paralleled the speed of the ship as it moved from one planet to another. The base 
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sound was used for the first four planets, then it ‘accelerated’ (through pitch shift) five 

times as quickly to reach Jupiter and Saturn, then ten times as quickly to reach the outer 

planets. This distance was logarithmically scaled to fit the large scale for the solar system 

(Tomlinson et al., 2017).  

The PP included five different details: number of moons, number of rings, mean 

temperature range, gravitational strength, and type of planet (Tomlinson et al., 2017). 

Mapping strategies for the number of moons came from more traditional mapping 

strategies for physical qualities, where the number of tones represented the number of 

moons (one sound per moon); each pitch was randomly sampled from a range higher than 

the pitch for Mercury, but did not do a direct mapping since we were trying to emphasize 

the total number of moons, not make direct comparisons between each moon’s size (Dubus 

& Bresin, 2013; Tomlinson et al., 2017; Walker, 2002b).  

The number of rings for each planet was represented through tones, with each 

additional tone representing another ring; in order to represent the idea of envelopment 

which you might get from a visual representation of rings, we used equal amplitude 

(loudness) through all four speakers to encase the audience in them. More rings resulted in 

an overall louder representation; Saturn’s rings were the loudest since it has the most layers 

(Tomlinson et al., 2017). The mapping for mean temperature range followed typical 

mappings from previous work, where low pitch represents colder temperatures and high 

pitch represents warmer ones (Dubus & Bresin, 2013; Flowers, 2005; Kramer, 1994; 

Walker, 2002b). In order to account for the very cold ice giants (Uranus and Neptune) and 

the extreme heat on Venus, each planet’s temperature was normalized and given a 

minimum frequency of 200 Hz (Tomlinson et al., 2017).  
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Gravitational strength was meant to be a complementary mapping to mass (since 

the two concepts are related); this time we used a model of a physical bouncing ball, where 

the pitch was proportional to the size of the planet, and the bounce rate was directly 

determined by gravity (Tomlinson et al., 2017). As many people already have mental 

models about this phenomenon, through experiencing it on Earth, we hoped to leverage 

this mapping as another way to represent size and scale. The mapping for type of planet 

(composition) tried similar things. It was meant to both be unique to each planet (each base 

sound started from the initial mass mapping), but also have a noticeable pattern between 

terrestrial and gas planets. The sound for the gas giants (e.g., Jupiter) was more diffused, 

and had more echo, while the sound for the terrestrial planets (e.g., Mars) had less echo 

and a higher density (Tomlinson et al., 2017).  

In some instances throughout the show, a few of the sonifications would be played 

simultaneously, taking advantage of Auditory Scene Analysis (and its ability to help us 

parse multiple data streams), to scaffold comparisons directly between two plants, along 

one data dimension (Bregman, 1993; Schuett et al., 2014). A detailed outline of the solar 

system sonification script is available in Appendix C.                                                                                                                         

3.1.3.4 Methods 

Evaluation of the solar system sonification took place at the local Fernbank Science 

Center, in Atlanta, Georgia. The show was free to attend and was advertised both at 

Fernbank and at Georgia Tech’s campus. While there was the possibility of some 

recruitment bias, since the show happened during a typical showtime at Fernbank, the 

audience was representative of a typical attendee. As attendees entered, they were asked if 
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they would like to participate in the survey during the show, to provide feedback. Attendees 

listened to the first part of the show (the SSP), then completed the survey, and then repeated 

this process for the second half (PP). For more details about the solar system sonification, 

see Tomlinson et al. (2017). 

Forty people (ages 11 to 63) completed the survey during the show to provide 

feedback, and about half of them (19) were students. Attendees provided high-level 

feedback about the SSP and PP, and then answered open-ended questions about their most 

and least favorite parts of the show. After each section of the show (for the SSP and PP), 

attendees provided responses to two groups of Likert-type questions addressing aesthetics 

(two questions) and usefulness (three questions). The responses to each question were 

given six-point anchors to encourage the attendee to select either a positive or negative 

rating for the user experience, instead of choosing an easier neutral option. The Likert-type 

items provided a way for the audience to rate aesthetics and ease of use (comprehensibility) 

of the SSP and the PP, factors which may influence their overall listening experience and 

the amount of engagement they might feel listening to the show. A low comprehensibility 

or aesthetic score may mean more disengagement, disinterest, or confusion from the 

audience, and a worse overall listening and learning experience; high scores on those 

questions represents a better experience (and possibly better engagement in the learning 

experience). 

The open-ended questions were designed to solicit audience feedback on other 

factors which may influence their engagement and listening experience during the show, 

including providing open-ended feedback about their affective responses to the auditory 

display. Feedback on their affective state during the show can provide insight to an 
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audience member’s emotional engagement with the material. See Appendix C for a 

complete list of questions, including demographics, that show attendees answered.  

3.1.3.5 Results 

A short summary of the results will be given here, with the complete review 

available for more details (Tomlinson et al., 2017). Through the survey questions, the 

audience rated the overall aesthetics of the sounds as particularly high, with the ratings for 

both the SSP and PP being at least 4.7 out of 6. Audience ratings for usefulness in both the 

SSP and PP were high, though the PP had slightly lower ratings; this may be due to the 

more complex comparisons between each planet taking place in the PP. High ratings for 

aesthetics and ease of use provides insight to their level of engagement with the materials, 

as those factors can influence enjoyment, interest in the material, and concentration on the 

show.  

At the end of the entire show, the audience completed free response questions 

asking for their favorite or least favorite sounds, if they learned anything new during the 

show, and if they had any affective, or emotional reaction, while listening to the show. 

Positive affective experiences relate directly with emotional engagement and could also 

affect learning. Many audience members enjoyed the sonification mappings representing 

the gas giants and any section of the show which compared between two planets 

(Tomlinson et al., 2017). They also reported a better understanding about the scale and 

relationships between the two planets (which was represented during the PP), and at least 

half mentioned learning new information about our solar system. Some attendees provided 
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specific examples of how the PP supported comparisons between two planets, especially 

for weather and atmosphere (Tomlinson et al., 2017).  

3.1.3.6 Discussion and Reflections on the Design 

Overall, everyone in the audience really enjoyed their experience listening to the 

solar system sonification. Many attendees mentioned having more trouble remembering 

details from the PP, probably due to the amount of details (up to six) for each planet. The 

PP was also reported to be harder to understand than the SSP, which may be due to the 

amount of comparisons between planets during each section. Allowing someone to 

navigate at their own pace through these representations, or to group by detail (e.g., mean 

temperature) instead of by planet may help support comparisons more easily. One sound 

mentioned by multiple attendees as being unpleasing aesthetically was the sound for the 

moons; while higher pitched tones were used to represent them (to fit with the pitch-to-

mass mapping used for the planets), they were still quite high and could be a bit grating. 

Using a filter to reduce the pitch for this mapping would make it easier for someone to 

listen to those sounds.  

3.1.3.7 Conclusion 

Even though planetariums typically rely on a presentation of combined visuals and 

descriptive audio, the sonified planetarium experience was a successful deployment for 

enjoyment and learning. These results imply that people can enjoy and engage with 

alternative experiences in these environments, learn subject-specific details through 

sonifications, and have positive affective experiences listening to an auditory display 

(Tomlinson et al., 2017). 
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3.2 Study 2: Listening Activity Evaluation 

3.2.1 Purpose 

While the planetarium deployment was a successful first phase of evaluation for 

the solar system sonification, it did not attempt to measure (in a concrete manner) learning 

or display interpretation. This second study was an evaluation of the overall design of the 

solar system sonification, including measuring the ease of use and aesthetics of the display. 

It included a more structured listening task than the original planetarium deployment (to 

measure accuracy of display interpretation), a pre- and post-test to measure learning, and 

other questions to measure engagement, including standard measures of user experience. 

3.2.1.1 Scale development 

While many current UX scales can provide a general comparison between the 

usability rating of multiple systems, people usually have a low level of familiarity with 

auditory displays, which can cause varying levels of interpretation for the statements within 

the scale. I developed a scale composed of 11 statements to elicit feedback on data mapping 

interpretation and aesthetics: five items were inspired from work done on interpretation of 

peripheral displays (Matthews et al., 2007), and the last six items were for getting feedback 

on meaning, enjoyment, and comprehension (Tomlinson, Noah, et al., 2018). An auditory 

user experience scale could help evaluate someone’s engagement with the auditory display. 

3.2.1.2 Learning evaluation 

A pre-test was used as a way to get a measurement for how much baseline 

knowledge each participant had about astronomy before listening through the solar system 
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sonification. Ten questions, covering varying levels of detail about the solar system, were 

given to each participant through Qualtrics. Questions probed for different levels of detail 

including ones about size and scale (e.g., order of the planets from the Sun out, ranking 

them from smallest to largest) and also ones about defining characteristics for each planet 

(e.g., selecting distinctive features about Venus).  

After completing the listening activity questions (for the SSP and PP), each 

participant completed a post-test using the same questions from the pre-test. Self-reported 

confidence scores were asked for each question, to prompt each participant to think about 

their current level of knowledge for each question before the learning activity and 

afterward. Differences between the pre- and post-test scores were used to measure learning 

outcomes from listening to the solar system auditory display, with more potential for 

learning occurring when someone is engaged at a cognitive and/or emotional level. 

3.2.2 Methods 

3.2.2.1 Participants 

A total of 52 participants (20 females and 32 males) with an average age of 20.1 

(SD 1.7) from a large research university in the United States took part in the study. All 

participants were required to have normal or corrected-to-normal vision and hearing. 

Participants reported their majors, the last class they had astronomy in, their typical 

attendance of informal learning activities, and online/print media they follow related to 

astronomy. Each of these factors may have resulted in a large amount of prior knowledge 

which could potentially skew the data resulting in high pre-and post-test scores. 
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3.2.2.2 Materials 

Audio stimuli were presented using Sony MDR-7506 Studio headphones. 

Participant responses were collected in a computer lab, with each student working at their 

own pace.  A previously-designed recording of the solar system sonification was used as 

the referent auditory display for all trials (Tomlinson et al., 2017). Participants in this study 

listened through the two-part recording containing the SSP and PP.  

3.2.2.3 Study Design 

Participants completed the 10-question pre-test (and the confidence ratings for each 

of those questions), then moved on to the listening activity. They listened through the first 

half of the solar system sonification (the SSP, about 16 minutes long) and then answered 

specific questions relating to the information covered in that half of the display. After 

answering topic-specific questions, each participant responded to the user experience 

questions, including the UMUX, the audio UX scale (BUZZ), and open-ended questions 

asking about their overall likes and dislikes for the displays and mappings in that section. 

Then they listened through the rest of the display (the PP, about 11 minutes long), and 

completed similar topic-specific questions and UX questions. The questions in the PP 

section of the listening activity were more complex, and a few required some more in-depth 

interpretation of the displays compared to the simpler interpretations from the SSP. Then 

each participant completed the post-test and an exit survey about their informal science 

experiences, astronomy background, and general demographics. Each session lasted 

anywhere from 30 minutes to one hour, depending on their pace. All questions asked during 

the study are available in Appendix D.  
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3.2.3 Analyses and Results 

Each response for the pre- and post-test, as well as the listening activity question 

responses, were recorded through Qualtrics. The pre-post scores were analyzed through a 

paired samples t-test, to explore whether or not there was a significant change in the overall 

number of correctly answered questions after completing the listening activity. Overall 

confidence ratings for the responses on the pre- and post-tests were analyzed through a 

paired samples t-test, too.  

 There was a statistically significant difference between the total scores on the pre-

test (M = 13.25, SD = 3.75) and the post-test (M = 16.14, SD = 3.27), t(51) = 6.544, p < 

.001. From this, we can infer that there was learning from the content in the solar system 

sonification, as scores improved. There was also a statistically significant difference 

between the overall pre-test confidence scores (M = 32.75, SD = 6.86) and the post-test 

confidence scores (M = 40.81, SD = 4.52), t(51) = 14.7, p < .001. From this, we can infer 

that there was an impact of the solar system sonification on confidence levels. 

Analyses for the user experience scales (UMUX and BUZZ) provided insight for 

each participant’s engagement with the materials. Before analysis of the user experience 

scores for the audio UX scale (BUZZ), each negatively worded item was converted to the 

same scale as the positively worded ones, by subtracting each value from eight. Summing 

the total score for each item provides a total score out of 77. More details about using this 

scale are available in Tomlinson et al. (2018). 

A Principal Factor Analysis (PFA) using Varimax rotation with Kaiser 

Normalization was completed for both the SSP and the PP. Two factors were found for the 
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SSP, one factor contained items related to enjoyment and appeal (aesthetics) while the 

second factor contained items related to ease of use (Tomlinson, Noah, et al., 2018). The 

PP PFA resulted in three factors and broke up the items relating to ease of use in the SSP 

into two groups: one group related to ease of use while the second included items related 

specifically to understanding (e.g., 6. ‘It was easy to match these sounds to their 

meanings.’) (Tomlinson, Noah, et al., 2018).  

A correlation of the overall BUZZ score for the SSP and PP was completed with 

the UMUX scores for those sections, as a way to evaluate the validity of this new scale. 

For the SSP, the BUZZ score correlation with UMUX was r(50) = 0.68, p < .001; for the 

PP, the BUZZ correlation with the UMUX was r(50) = 0.74, p < .001 (Tomlinson, Noah, 

et al., 2018). In addition to evaluating the validity through its correlation with UMUX, a 

reliability statistic, Cronbach’s alpha, was calculated for each of the factors and the entire 

set of statements for each perspective (for reliability ratings, see Table 1). 

Table 1 - Reliability summary table for the overall score and the SSP and PP 

individual factors. 

 
Factor Items Alpha 

Solar System 
Perspective (SSP) 

Enjoyment and Appeal 1 - 3, 8, 9 0.88 

Ease of Use 4 - 7, 10, 11 0.85 

Overall  1 - 11 0.88 

Planetary Perspective 
(PP) 

Enjoyment and Appeal 2, 3, 8, 9 0.91 

Ease of Use 1, 4, 7, 10, 11 0.86 

Understanding 5, 6 0.69 

Overall  1 - 11 0.83 

3.2.4 Discussion 

There was a significant improvement between the pre-test and the post-test scores, 

meaning that there was learning from the listening activity. There was also a significant 
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improvement in overall confidence scores for the post-test compared to the pre-test, which 

means that listening to the solar system sonification impacted not only overall accuracy on 

the tests but resulted in a participant having higher confidence in their own answers as well. 

Self-confidence (efficacy) in learning can have a large impact on cognitive engagement, 

and high post-test and post-test confidence scores provide support for the auditory display’s 

ability to engage participants in a meaningful way. 

The outcome from the factor analysis found that the SSP had two factors and the 

PP had three. One reason for this may be that there were major differences between the 

task difficulty in the second half (the planetary perspective), or the types of data represented 

were very different from data in the first half (Tomlinson, Noah, et al., 2018). Instead of 

including only information about size and scale (the way the SSP did), the PP included 

many more details about each planet, and were presented grouped by planet. Allowing for 

the separation and comparison of one variable to another (e.g., comparing mean surface 

temperature on Venus with Earth, instead of moving between planets and giving an 

overview of all of the details for one planet at a time) may mitigate potential difficulties. 

The development of a standard measure for audio user experience provides a way to 

evaluate cognitive and emotional engagement, through probing enjoyment and appeal, as 

well as ease of use. 

3.2.5 Conclusion  

After the original deployment of the solar system sonification at the Fernbank 

Science Center, it was important to evaluate whether or not people could actually learn 

while listening to an audio experience like this, instead of evaluating only their listening 
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experience. This lab study provides the first evaluation of the ability for an auditory display 

to support significant learning outcomes for astronomy content, and explores engagement 

through self-efficacy, emotional engagement, and cognitive engagement. 

Additionally, this was preliminary work to develop a scale for evaluating the 

usability of an auditory display. The overall reliability measures were pretty high (0.83 and 

0.88); further testing with the BUZZ audio UX scale would provide additional information 

about how well it is measuring the understanding the listening experience for a user. 

Follow-up studies correlating the BUZZ score with the SUS should also be done, to provide 

another validation measure in addition to the UMUX. Other comparisons between UMUX 

and the SUS have been completed (Finstad, 2010), and asking both the SUS and UMUX 

would provide two opportunities for comparison against validated scales, in addition to a 

way to measure the internal validity of how well participants are interpreting the responses 

on the SUS and the UMUX (i.e., since they have been found to be highly correlated, if the 

SUS and UMUX scores for a study do not follow that, there are differences in interpretation 

happening between users for each of the items). 

While this scale was validated on a small scale (with 52 participants) further 

research should be done validating it. Additional testing should be done to see if the scale 

is internally valid (i.e., if this study were replicated, do the SSP and PP have the same 

factors occur during a factor analysis?). When studying comprehension of complex 

auditory displays, Schuett and Walker (2013) described other possible evaluations 

including the need to measure ratings of workload (e.g., through NASA TLX (Hart & 

Staveland, 1988)), situation awareness, and measures for accuracy and latency of response 
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time. Measuring subjective workload, like NASA TLX may provide another useful 

benchmark for understanding and interpreting the BUZZ audio UX scores.  
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CHAPTER 4. STUDY 3  

4.1 Participants 

Middle school students ages 12 to 14 were the target group to participate in this study; 

however, as the recruitment for this age was conducted through smaller groups of students 

from local organizations with more diverse age ranges, the study was opened to all learners 

aged 12 to 17. Participants were recruited through word of mouth, email, posting to a local 

Tech404 slack channel in the Atlanta area, and through the Center for Education 

Integrating Science, Mathematics, and Computing’s (CEISMC) First Lego League, both in 

person and over email.  

Seventeen students participated in the study. Fourteen of the study sessions took place 

in the Psychology Building on Georgia Tech’s campus, and another three participated at a 

local private school in the Greater Atlanta area. The average participant age was 13 (SD = 

1.029), and 10 participants self-identified as male and seven self-identified as female. Their 

average reported most recent space-related science learning experience was in 5th grade 

(from 11 participants); six participants could not recall their most recent space-related 

learning experience.   
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4.2 Materials 

4.2.1 Universe Sandbox Designs 

A deployable version of Universe Sandbox1 (Giant Army, 2015), a space interactive 

simulation, was used by every participant in this study. Four different conditions were 

compared using a between-subjects design. The four conditions differed by tool type (PC 

vs. VR interactive simulation) and number of modalities (visual only vs. visual + audio). 

The multimodal conditions used sonifications to represent different data mappings for the 

solar system. 

 Source code was provided by Giant Army along with permission to adapt the code 

for both the PC and the VR conditions. All code was modified using Unity2 and SteamVR3, 

and generated sound clips were integrated using the built-in 3D audio functionality 

supported by Unity. The installed version used for this study was modified to start with the 

Solar System pre-loaded and removed much of the editing & creation functionality to 

constrain the exploration environment for learners. No large changes were made to system 

functionality, usability, or general user interface layout.  

 The PC conditions were run on a Dell laptop, while the VR conditions were run on 

a desktop (for participants at Georgia Tech) and an MSI gaming laptop (for participants at 

the private school) using a Vive Pro VR headset4.  

 
1 http://universesandbox.com/ 
2 https://unity.com/ 
3 https://store.steampowered.com/app/250820/SteamVR/ 
4 https://www.vive.com/us/product/ 

http://universesandbox.com/
https://store.steampowered.com/app/250820/SteamVR/
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4.2.1.1 PC Versions 

The PC – audio and no-audio versions used the same visual display, and both 

opened to a view of the solar system with a modified set of controls at the bottom (Figure 

1). When a planet is selected with a single left-click, a small overview panel opens (Figure 

2). Clicking inside of that small panel opens the larger detailed panel containing different 

categories of information in the overview, motion, composition, and temperature tabs 

(Figure 3). Double-clicking would set the selected object as the new central camera focus, 

and learners could play/pause the time, change the time scale, and zoom or rotate the 

camera view to explore. 

 

Figure 1. Initial PC view of the solar system when started. 
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Figure 2. Small overview panel for Mercury, containing a summary of mass, 

diameter, density, temperature, and velocity. 

 

Figure 3. Detailed overview panel for Venus shows four tabs: Overview, Motion, 

Composition, and Temperature, with numerical values for mass, density, and 

surface temperature showing. 

The audio version of the simulation used the exact same visual representations but 

included additional information through 6 types of sounds. The mass sounds play 

spatialized around the participant, at the position of each planet, based on the within-

simulation camera location. The volume of all planets drops off as the participant zooms 

in to one planet, until only the mass for that focused planet is audible. As they zoom out, 

the other planetary mass sounds fade back in. The sound representing the presence of rings 

plays when a planet is double-click focused (if there are no rings, no sound plays). Each 
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tab of the large planetary details panel has a sound associated: the Overview Tab played 

gravitational strength, the Motion Tab played length of day, the composition Tab played 

density/composition, and the temperature Tab played mean surface temperature. Each 

sound played on a loop, allowing the participant to hear them as many times as was useful. 

Closing the overview panel stopped the sounds. 

4.2.1.2 VR Versions 

The VR – audio and no-audio versions also used the same visual display, and also 

opened to a view of the solar system (Figure 4). Participants used one of the two controllers 

during the duration of the study. They were able to switch between three movement modes: 

Teleport (achieved by pointing at a target, waiting for the label to pop-up, then pulling the 

trigger), Fly (achieved by pointing the controller pointer in the desired direction and 

holding down the trigger), and Grip Button movement (achieved by pushing in the side 

grip buttons and moving the controller around, similar to panning). Changing between 

movement modes Teleport and Fly, changing the time scale, and resetting the simulation 

were available through the trackpad (Figure 5). After teleporting to a planet, hovering the 

pointer over a planet would show a similar small overview panel with details (Figure 6). 
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Figure 4. Initial VR view of the solar system when started. 

 

Figure 5. Vive Pro Controller5. 

 

 
5 https://www.vive.com/us/accessory/controller2018/ 
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Figure 6. Overview panel for Saturn shows on pointer hover. 

The audio version of the VR simulation used the exact same visual representations 

but included the same 6 types of sounds as the PC – audio version. The mass sounds play 

spatialized around the participant, at the position of each planet. The volume of those 

planets drops off as the participant teleports to one planet, until only the mass for that 

focused planet is audible. If they fly or use the grip button to move, or reset the sim, then 

the other planetary mass sounds fade back in. Teleporting to a planet triggers the ring sound 

(if there are no rings, no sound plays). Hovering over a planet to show the overview panel 

reveals an additional button on the trackpad (“Play Sound”). With the panel showing, 

pressing the button will play each sound in order, and color the associated numerical value 

teal to provide feedback: mass played gravitational strength, density played 

density/composition, mean surface temperature, and velocity played length of day (Figure 

7). Sounds repeat until the selector is moved to the next detail and stop when the pointer is 

moved away from the planet. 



 65 

 

Figure 7. Overview panel for Uranus shows on pointer hover, playing the density 

sound. 

4.2.2 Pre-Activity Surveys 

A variety of pre-activity questionnaires were asked before using the Universe 

Sandbox. These included the Adapted Technology Experience Profile (Liles, 2017), the 

modified Attitudes Toward Science Inventory (mATSI) (Weinburgh & Steele, 2000), the 

Positive and Negative Affect Schedule (PANAS) (Watson et al., 1988), the pre-activity 

solar system questionnaire, and for the two VR conditions, the Simulator Sickness 

Questionnaire (SSQ) (Kennedy et al., 1993). Pre-activity materials are available in 

Appendix E. 
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4.2.3 Activity  

Screen capture and audio was recorded from each participant session, in both the 

PC and VR conditions. Participants completed a semi-structured activity where they 

explored the Universe Sandbox. During this activity, they answered questions about the 

solar system (e.g., “Explore and discover what the two coldest planets are”). These 

questions were adapted from the listening activity study. This activity was designed to be 

inquiry-based (as these can support deeper cognitive engagement), and participants were 

scaffolded through activity questions which relied on contrasting cases, and asked the 

participants to discover what the hottest and coldest planets were; others prompted them to 

compare length of days and find a planet with one shorter or longer than Earth’s. These 

questions encouraged participants to explore and make deeper comparisons, instead of 

merely reporting a single value each time as a sufficient answer.  At the end of the activity, 

they were given a few minutes to explore and play with the system however they wanted. 

Activity materials are available in Appendix F. 

4.2.4 Post-Activity Surveys 

A variety of post-activity questionnaires were asked after using the Universe 

Sandbox. These included a post-activity solar system questionnaire, PANAS, the Slater-

Usoh-Steed (SUS) presence scale (Slater et al., 1994), UMUX (Finstad, 2010), the 

Motivated Strategies for Learning Questionnaire (MSLQ) (Pintrich et al., 1991), the 

Science Activity Questionnaire (SAQ) (Meece et al., 1988), and for students in the 

multimodal conditions, the BUZZ audio user experience scale  (Tomlinson, Noah, et al., 
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2018). Participants also answered six open-ended reflective questions about the experience 

and demographics. Post-activity materials are available in Appendix G. 

4.2.5 Follow-up Interview 

About one week after the study, participants completed short (10-minute) optional 

follow-up interviews. If the participant was interested in completing the follow-up, the 

interview was arranged before the participant left the study session. The interview was 

semi-structured, and 11 questions were asked, including “Can you describe what the 

experience with the simulation was like” and “Can you describe a detail or two about one 

of the planets?” Questions gradually moved from more general to more specific to prompt 

participants to share early-on the most salient, memorable experiences before biasing their 

responses by asking for directed answers. Follow-up interview materials are available in 

Appendix H. 

4.3 Procedure 

On-campus participants came to the Psychology building at Georgia Tech. A small 

stipend was available to offset the cost of transit to campus, and parking costs were covered 

for each participant. After receiving parental consent and student assent, each participant 

was randomly assigned to one of the four conditions. They completed the four (or for VR, 

five) pre-activity questionnaires in the following order: Adapted Technology Experience 

Profile, mATSI, PANAS, pre-activity solar system questionnaire, and if applicable, the 

SSQ.  
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The Adapted Technology Experience Profile asked them to report which 

technologies they are familiar with, across a variety of contexts including home and school 

(see Appendix E for these items). Then they completed the mATSI to get a baseline for 

their current attitudes about science. Next, each participant completed PANAS survey to 

forecast their own affect of using their particular version of the Universe Sandbox; the 

prompt text was modified to include information about the simulation version they used. 

Finally, each student completed the pre-activity solar system questionnaire for a baseline 

of their astronomy subject-area knowledge. 

After the pre-activity questionnaires were completed, participants were trained on 

how to use the system; at this point, the sounds were muted for the audio-enhanced 

conditions. Then, participants in the audio conditions were also given a short introduction 

to the sound mappings outside of the simulation context. Following that, they completed a 

short tutorial with the sound un-muted. Before the activity started, participants could ask 

any additional questions about controls, the task, or the sound mappings. At this point, 

students in the VR conditions completed the SSQ, and were asked if they had any problems 

continuing with the study. 

Each student participated in a 20-minute explorative learning activity using their 

assigned version of the Universe Sandbox. The semi-structured activity question prompts 

were used to encourage the students to explore a variety of planets, details, and gave them 

time to become familiar with the software.  

Upon completion of the learning activity, participants answered the post-activity 

astronomy questionnaire. Then a follow-up PANAS questionnaire was given to measure 
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each student’s current affect after using Universe Sandbox, and the SUS questionnaire was 

given to measure immersion and presence they experienced during the activity. Participants 

then reported overall user experience using the UMUX questionnaire. They completed the 

MSLQ and SAQ surveys to report motivation, self-efficacy, and engagement. Participants 

in the two audio conditions then answered BUZZ to report on auditory user experience. 

Finally, each student answered six open-ended questions reflecting on their experience, 

and completed a demographics questionnaire. Each session took approximately 1 hour in 

total. 

 Data was also collected off-campus, at a Greater Atlanta Area private school. Due 

to additional time constraints of students (only 15-20 minutes total were allowed), the 

instructions were slightly condensed for the two audio conditions (as those had the longest 

set of instruction). Instead of having a short exposure to the sounds outside of the 

simulation, they were introduced to them during the initial simulation introduction and 

orientation to controls. Additionally, as the pre- and post-surveys took the majority of the 

time, participants were given the pre-activity survey ahead of time & brought it in to the 

study session. After the session, they were given an electronic version of the survey to 

complete. Follow-up interviews were still scheduled at the end of the in-person session.  

4.4 Pilot Testing 

Pilot testing was completed with eight Georgia Tech students (both undergraduate 

and graduate) as a way to narrow down to the final set of surveys (and time) for the study 

to help reduce the chance of fatigue. It was also used to evaluate the subjective workload 

between the PC and VR conditions, as it was unknown whether or not the headset would 
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cause discomfort over a longer period of use. Average physical workload was measured 

through NASA-TLX (Hart & Staveland, 1988). The mean score for Physical Workload 

was 13.475 (SD = 20.192), and there we no large differences between groups, with one 

notable exception for one pilot participant in Group D (who gave the highest workload 

score: 51.7). Since overall Physical Workload was relatively small, the length of the 

activity (i.e., 15-20 minutes) seemed appropriate for the younger participants in the main 

research study.  

Pilot testing was used to select the final set of surveys measuring engagement and 

motivation. For example, the SEI was given in the post-activity questionnaires, to measure 

self-reported motivation and engagement; however, participants thought the overly-general 

nature of the questions (e.g., “My teachers are there for me when I need them.”) were not 

specific enough to science or the specific study activity, so they were dropped from the 

post-activity materials. Both the MSLQ and the SAQ were given to measure engagement 

and motivation with science activities. Pilot participants thought these questions fit better 

than the SEI, so these were both kept in for the final study. Participants also answered the 

mATSI before completing the simulation activity, and there were no concerns or confusion 

from participants when reviewing the question statements.  

Participants answered questions from the original versions of the surveys and 

discussed any items which caused them confusion (e.g., due to wording, applicability, etc.). 

This feedback was used to make slight changes between the original scale wording, which 

focused on “classes” or “course materials,” and the wording used in the final study, which 

focused on the “learning activity.”  
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One final change was made to the study materials after piloting. Prior to pilot 

testing, the entire sonification set was added to the study. Participants reported dislike over 

the moon representation sound, as some moons were visible for each planet, unlike rings, 

which were only visible for Saturn. They preferred the rings sound, as it gave them 

additional information. The final version of the Universe Sandbox was updated to remove 

the moon sounds, and the rings were left in, as a direct detail comparison between the audio 

and no-audio simulation versions. 

4.5 Research Design 

Study 3 investigated three research questions, all focused on comparing experiential 

differences between the four conditions. These conditions are listed in Table 2. Each 

participant experienced one of the four conditions.  

RQ1. Does a VR simulation or PC simulation support higher levels of emotional, 

intellectual, and physical engagement?  

RQ2. Does an audio-enhanced simulation or a visual-only simulation support higher 

levels of emotional, intellectual, and physical engagement? 

RQ3. What factors, such as technology experience, math and science anxiety, self-

efficacy, and affect, influence a student’s ability to interact comfortably with multimodal 

science tools? 
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Table 2 - The four study conditions. 

 PC Simulation VR Simulation 

No Sound Group A Group C 

With Sound Group B Group D 

 

4.5.1 Hypotheses 

It was expected that the VR conditions would have higher levels of engagement 

compared to the PC conditions, particularly in the physical and cognitive engagement 

scores. Additionally, based on the Multimedia Principle, it was expected that the 

multimodal (or “audio”) conditions would have higher levels of engagement than the visual 

only (“no-audio”) conditions.  

The second research question explored whether or not the multimodal interactive 

simulations supported better learning opportunities than the more typical learning 

experiences (current non-audio simulations). It was hypothesized that the VR – audio group 

(Group D) would have the highest post-activity accuracy scores than all other conditions. 

It was also hypothesized that the two audio groups would have higher scores than their no-

audio counterparts. 

Finally, research question three was more exploratory and was meant to understand 

whether or not students may have different comfort levels or anxieties using newer 

technologies in the classroom. Understanding the effect of prior experience and student 

comfort levels with technology before completing a science activity can inform scaffolding 

of activity structure, instructions, and constraints for actual classroom use.  
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4.5.2 Analyses 

Both quantitative and qualitative analyses were used to answer the research 

questions. Descriptive statistics were used to compare average scores between groups. 

Additionally, the Mann-Whitney U non-parametric test was used to evaluate differences 

between pre-, during, and post-activity surveys for the VR and PC groups, and the audio 

and no-audio groups. Qualitative analysis was completed through coding of the screen and 

audio recordings for each participant to compare differences between participants. Process, 

or action, coding (Charmaz, 2002; Corbin & Strauss, 2008) was used to complete the 

qualitative analysis, following the method presented by Saldaña (2013, pp. 96–100). 

Follow-up Chi-square evaluations to check for code frequency differences between the PC 

conditions, the VR conditions, and across all four groups. 

To generate the codes, a set of four videos, one from each condition, were reviewed 

to observe actions and brainstorm the potential process codes. Observations and behaviors 

were recorded without tracking verbalization connotations. Then, these notes and actions 

were reviewed, and each item was summarized onto a sticky note in shortened form (2-5 

words each). These notes were then categorized through affinity diagramming (Kokogawa 

et al., 2012), to create high-level groups and identify repeated/overlapping codes. 

Overlapping codes were considered and reduced into a single code, or made more specific, 

depending on the nature of the overlap. These codes were then organized into a set of seven 

categories. The categories were then reviewed, and checked for within-category 

connections, context, and structure. After that review, five categories remained: 1) 

Interacting with Planet Information and Details; 2) Using Movement or View Controls; 3) 



 74 

Verbalizing Comments and Observations; 4) Playing or Replaying Sounds; and 5) 

Completing Non-Task Play (see Appendix J for a detailed overview of these codes).  

 Each code was then reviewed for usefulness (how much they detailed a behavior or 

action) and a description or set of “identification” rules. Some codes, such as “failing to 

zoom,” were removed due to their potential for being coded inconsistently across 

conditions or participants. Codes were then labeled as being relevant for PC-only, VR-

only, or both. Then all codes, their descriptions, and their high-level groups were reviewed 

with another researcher to verify their distinctiveness and categorical appropriateness of 

all codes. Videos were then coded using Atlas.ti6. The “zoomed” code for was removed 

from the VR conditions, as it was initially included in the lists for both PC and VR; 

however, it overlapped with the non-teleport movement, and would always be dual coded. 

Finally, some constraints were added, such as the length of time an action needed to take 

place before it could be coded as such. This was particularly relevant for the VR “hover” 

to open the information panel. If the participant was moving across a planet, the panel 

would open. Since that occurred as part of another movement (and not as a focused 

affixation on the particular planet for details), it was not marked with the related code. The 

general rule-of-thumb was that each action needed to occur for at least one second in order 

to be coded as such; this was often the minimum amount of time participants would spend 

viewing numerical details directing when completing intervals of viewing the planet for 

details and viewing the animations/other planets situated around their current focus.  

 
6 https://atlasti.com/ 
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 Each video was coded (through 3-6 passes, the total number of codes and often the 

length of video determined how many passes were used) and then reviewed before moving 

on to the next video. All videos were coded consecutively, starting with the first video in 

the PC – no-audio condition and ending with the last before moving on to the next group. 

Code counts were extracted from the software and compiled into excel after each video 

was completed. Average number of process codes were calculated for each group based on 

the extracted counts. The full overview of these counts is available in Appendix K. 
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CHAPTER 5. STUDY 3 RESULTS 

The results from this study are split into the relevant data for each of the three 

research questions, although there is some overlap, particularly between RQ1 and RQ2. 

Two overview tables present all of the pre-activity survey and subscale scores (Table 3) 

and the post-activity survey and subscale scores (Table 4).  

Table 3 - Pre-Activity Average Scores in order of participant completion: 

technology use (frequency profile and breadth), mATSI, PANAS, pre-activity, and 

SSQ. Each cell contains the mean and standard deviation. 

 
A) PC – 

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

Frequency 

Profile 

General  

(Out of 3) 

1.01 

(0.28) 

1.07  

(0.18) 

1.44 

(0.28) 

1.47 (0.22) 

Game Use  

(Out of 3) 

0.95 

(0.17) 

1.3  

(0.36) 

1.44  

(0.41) 

1.55 (0.26) 

Breadth 

General  

(Out of 36) 

8.25 

(2.49) 

9  

(2.55) 

12.2  

(1.47) 

12 

(0.71) 

Game Use  

(Out of 5) 

2  

(1.41) 

2.5  

(0.03) 

3.4  

(0.49) 

3.25 (0.43) 

mATSI 

Value of Science 

to Society  

18.75  

(4.32) 

20.5 

(3.28) 

21.2 

(1.47) 

22  

(0.707) 

Anxiety 

Towards Science   

9  

(2.74) 

8.75  

(2.49) 

9.8  

(3.71) 

7.5  

(1.80) 

Self-Confidence 

in Science  

19.75 

(1.92) 

21  

(2.12) 

21  

(2.61) 

20.75 

(2.59) 

Desire to Do 

Science 

24.25 

(3.56) 

26  

(4.24) 

24.2  

(6.43) 

29.75 

(3.45) 

PANAS Positive 
31  

(3.94) 

28.75 

(7.79) 

33.4  

(6.02) 

41.75 

(3.49) 
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Table 3 - Continued 

 

 
Negative 

13.5 

(2.29) 

15.5 

(2.87) 

13  

(2.19) 

13.5 (2.96) 

Pre-Activity 

Correct 
3.5  

(2.29) 

3.75 

(2.39) 

6.4  

(3.88) 

6.5  

(1.34) 

Extra Facts 
4.75 

(1.64) 

6  

(3) 

4.4  

(1.2) 

5.25 (1.16) 

SSQ 
----- ----- 0.25  

(0.433) 

0.5 

(0.5) 

Table 4 - Post-Activity Average Scores in order of participant completion: post-

activity solar system questionnaire, PANAS, presence SUS, MSLQ, SAQ, BUZZ. 

Each score is listed with the mean and standard deviation. 

 
A) PC -  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

Post-

Activity 

Correct 5.75 (2.86) 7.25 (4.21) 7.6 (2.58) 8.5 (2.86) 

Extra Facts 5.75 (1.48) 4.25 (0.43) 5 (1.1) 4.5 (2.05) 

PANAS 
Positive 31.8 (7.36) 30 (1.41) 28.4 (9.71) 43.5 (1.5) 

Negative 10.5 (0.5) 18.3 (8.26) 11.8 (2.23) 10.8 (1.3) 

SUS 3.88 (2.22) 4.38 (0.25) 5.23 (1.15) 6.125 (0.22) 

UMUX 17.75 (1.09) 18 (3.94) 19.6 (2.94) 21.75 (1.09) 

MSLQ 

Intrinsic 

Goal 

3.88 (0.84) 5.31 (0.93) 4.55 (1.44) 5.63 (0.96) 

Extrinsic 

Goal 

3.56 (1.72) 4.75 (0.90) 3.65 (1.64) 4.75 (0.88) 

Task Value 4.67 (1.26) 4.96 (0.82) 4.47 (1.4) 6.04 (0.59) 

Control 

Beliefs 

4.69 (0.86) 4.94 (0.57) 4.25 (1.17) 5.63 (0.38) 

Self-Efficacy 

and  

Performance 

4.97 (0.92) 4.59 (0.75) 4.55 (1.07) 5.09 (0.61) 
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Table 4 - Continued 

 Test Anxiety 3.3 (1.27) 5.05 (0.64) 3.04(1.21) 3.1 (0.83) 

SAQ 

Active 

Engagement  

2.03 (0.52) 2.49 (0.14) 2.24 (0.45) 2.75 (0.2) 

Superficial 

Engagement  

2.4 (0.51) 1.4 (0.47) 1.24 (0.08) 1.2 (0.35) 

Task 

Mastery  

1.78 (0.32) 3.16 (0.64) 3.13 (0.64) 3.91 (0.10) 

BUZZ  ----- 48 (9.25) ----- 55.7 (10.31) 

5.1 Research Question 1 

RQ1. Does a VR simulation or PC simulation support higher levels of emotional, 

intellectual, and physical engagement?  

Multiple engagement factors were evaluated, including physical engagement 

(Presence SUS, process coding for tool use), emotional engagement (PANAS), cognitive 

engagement (SAQ, post-activity scores, during-activity scores, open-ended questions at the 

end), motivation (MSLQ), and longer-term engagement (follow-up interviews). The Mann-

Whitney U test was used to evaluate differences between the VR and PC groups for each 

of the following factors: SUS scores, post-activity PANAS (both positive and negative) 

scores, SAQ subscale scores, post-activity accuracy scores, and the MSLQ subscale scores. 

Chi-square tests of independence were used to evaluate differences between the number of 

process codes assigned to each video to evaluate tool use. 
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5.1.1 Physical Engagement 

The Presence SUS (Table 4 A) assessed each participant’s sense of being immersed 

within a virtual environment (Slater et al., 1994). A high score represents a high sense of 

presence, with a maximum average of 7. There were group differences for presence in the 

virtual environment. The VR conditions had higher overall scores than the PC conditions. 

Group D had the highest presence score (6.13), while Group A had the lowest (3.88). 

Table 4 A - Slater-Usoh-Steed Presence Questionnaire (Presence SUS) scores by 

group. Max value of 7; a higher score is better. 

 A) PC -  

no-audio 

B) PC –  

audio 

C) VR – 

 no-audio 

D) VR –  

audio 

SUS (SD) 3.88 (2.22) 4.38 (0.25) 5.23 (1.15) 6.125 (0.22) 

 

A Mann-Whitney U test was used to evaluate group differences between the VR 

and PC groups. Participants in the VR group had a statistically significant higher 

presence score (Median = 6.0) compared to the PC group (Median = 4.42), U = 14.5, p = 

.038.  

Physical engagement could also be described as the total number of actions from 

each participant when using the simulation (overview available in Table 5). Groups C and 

D had the largest number of interview sections assigned movement control codes. Group 

B had the smallest number of movement control codes. The two VR groups had the 

largest number of codes representing physical movement (turning in the chair with the 

VR headset), with Group D having the largest number of turns (130). Groups A and B 
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both had much lower numbers of “rotating” view changes (29.25 and 24, respectively). 

The descriptives are available for each group in Table 6. 

Table 5 - Average number of coded sections from each learner’s simulation use by 

group for two code types: Movement Controls and Planet & Information Details. 

Note: these are individual code instances, not the total amount of session time 

described by that code. 

 A) PC -  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

Movement Control Code 

Sections (SD) 

126 

(8.63) 

110 (39.21) 175 

(65.54) 

200 (20.68) 

Planet & Information Details 

Code Sections (SD) 

135 

(30.44) 

122 (28.23) 150 

(47.03) 

136 (25.16) 

Table 6 - Average number of coded sections related to rotating the view (PC) or 

turning physically (VR) per group. 

 A) PC -  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

Rotating Movement Code 

Sections (SD) 

29.25 

(12.4) 

24 (20.46) ----- ----- 

Turning Movement Code 

Sections (SD) 

----- ----- 99 

(37.96) 

130 (12.97) 

Chi-square tests were evaluated to examine differences between four overall 

categories between the four conditions: number of codes for planet and information details, 

movement controls, verbalizations, and overall rotating and turning (see Appendix K for 

all chi-square counts and details). There was a statistically significant difference between 

the number of codes, 𝑋2(9, N = 17) = 318.23, p < .001. Standard residuals were evaluated 

to understand where the differences occurred. The two PC conditions (Groups A & B) had 
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a higher than predicted number of codes for viewing planet and information details: Group 

A (z = 4.3), Group B (z = 5.03). In contrast, Group D had a much lower than expected 

number of visual viewing codes (z = -6.3). There were also differences between the number 

of verbalizations. Group A had a higher than expected number (z = 3.04), Group C had a 

much lower than expected number (z = -5.11) and Group D had a higher than expected 

number (z = 2.12). The VR groups had higher than expected residuals for the turning 

(which was an embodied, physical movement) compared to the PC Groups: Group C (z = 

4.28) and Group D (z = 7.41); Group A (z = -7.83) and Group B (z = -7.64).  

An additional exploratory chi-square analysis was completed for all four groups, 

looking for differences between codes: information panel open, viewing moons, viewing 

rings, and viewing the planet. A significant difference was found, 𝑋2(9, N = 17) = 233.66, 

p < .001. A follow-up evaluation of the residuals identified where the differences lay. For 

both conditions in VR, there was a much less-than-expected number of information panel 

codes: Group C (z = -6.89) and Group D (z = -6.72). Group B also had less than expected 

(z = -1.99). Group D had the lowest amount of looking at moons (z = -2.98). The PC 

conditions had the lowest amount of zoomed viewing of the planets: Group A (z = -7.47) 

and Group B (z = -7.22). In contrast, Group D had a higher than expected amount of 

zoomed planet viewing (z = 2.54). 

 The types of verbalizations were evaluated between all four groups using a chi-

square test and a significant difference was found, 𝑋2(9, N = 17) = 51.5, p < .001. Standard 

residuals were tested to identify potential differences between groups. Those in Group A 

spent more time than expected verbalizing confirmatory facts (i.e., verifications for things 

they thought they knew) (z = 2.14). In the two VR groups, there were differences between 
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the number of details shared, Group C had more than expected (z = 3.21) while Group D 

had less (z = -2.35). Finally, participants in Group D discussed more values (z = 3.77) and 

those in Group C discussed fewer (z = -2.17). 

5.1.2 Emotional Engagement 

PANAS is one standardized measure for positive and negative affect; positive affect 

includes alertness and enthusiasm and negative affect includes distress and other adverse 

moods. Higher positive affect may show more positive emotional engagement. There were 

no consistent differences between both conditions in the VR and PC groups (Table 4 B). 

Group D had the highest post-task positive affect score (43.5), but had a similarly low 

negative affect score compared to Group A.  

Groups A and D had the lowest post-simulation use affect scores. Group D had the 

lowest variability in scores (1.3) and Group B had the highest (8.26). All groups had higher 

post-simulation use positive affect scores compared to negative. Differences between the 

post-use PANAS score for the PC and VR groups were evaluated using the Mann-Whitney 

U test, but none were found. 

Table 4 B - PANAS post-use scores by group; higher scores represent high positive 

or negative affect. 

 
A) PC –  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

PANAS 

Positive 

(SD) 

31.8 (7.36) 30 (1.41) 28.4 (9.71) 43.5 (1.5) 

Negative 

(SD) 

10.5 (0.5) 18.3 (8.26) 11.8 (2.23) 10.8 (1.3) 
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5.1.3 Cognitive Engagement 

Four different measures were used to compare cognitive engagement during the 

learning activity: one standardized scale for evaluating engagement, accuracy of responses 

during the learning activity, and two measures for reflecting on cognitive engagement 

(post-activity solar system questionnaire and open-ended questions).  

The SAQ includes six subscales: active engagement; superficial engagement; task 

mastery; ego/social orientation; work-avoidant orientation; affiliative goals (intrinsic 

motivation). Meece, Blumenfeld, & Hoyle (1988) identify active engagement and 

superficial engagement as the two components related directly to cognitive engagement. 

Active engagement includes strategies for self-monitoring of learning, while superficial 

engagement includes avoidant activity behaviors. Task mastery is an additional assessment 

of learner motivation, with a focus on interest in participating during the task and learning 

new content. These three subscales make up the cognitive engagement components of the 

SAQ (see Table 4 C for the overview). Scores were computed for all participants and 

averaged across groups. Each subscale has different maximum possible scores: active 

engagement is three; superficial engagement is three; and task mastery is four.  

Example Superficial Engagement items included statements like “I skipped the 

hard parts” and “I guessed a lot so I could finish quickly.” Group A had the highest level 

of superficial engagement (2.4) while all other groups were 1.4 or less. Groups C and D 

had the lowest superficial engagement scores, at 1.24 and 1.2, respectively.  

Example Task Mastery included statements like “I felt involved in my work” and 

“The work made me want to find out more about the topic.” Group D had the highest score 
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for task mastery (3.91) compared to the other groups. Groups B – D had higher scores than 

Group A, with Group D over twice as high. Both VR conditions (Groups C & D) were 

higher than Group A (1.78). Group B had higher scores than Group A; Groups B and C 

had similar scores. 

Table 4 C - SAQ subscales average scores by group; higher scores are better. 

 
A) PC –  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

SAQ 

Active 

Engagement 

(SD) 

2.03 (0.52) 2.49 (0.14) 2.24 (0.45) 2.75 (0.2) 

Superficial 

Engagement 

(SD) 

2.4 (0.51) 1.4 (0.47) 1.24 (0.08) 1.2 (0.35) 

Task 

Mastery 

(SD) 

1.78 (0.32) 3.16 (0.64) 3.13 (0.64) 3.91 (0.10) 

A Mann-Whitney U test was used to evaluate group differences between the VR 

and PC groups, and two significant differences were found. The PC group (Median = 1.9) 

had a significantly higher superficial engagement score than the VR group (Median = 1.2), 

U = 16.0, p = .048. The VR group (Median = 3.75) had a significantly higher task mastery 

score compared to the PC group (Median = 2.13), U = 10.0, p = .012.  

Another measure of cognitive engagement could be how many questions 

participants answered accurately during the activity (Table 7), that is, were they able to 

interpret the questions, explore the simulation, and respond to them correctly, engaging 

with the material to accomplish a successful response? Learners in both the PC groups (A 
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& B) had a higher number of questions answered during the activity. Learners in Group C 

had the largest number of reported extra facts (i.e., details mentioned by the participant 

during the learning activity, which they observed while answering another question – this 

could include things like larger patterns in the planetary details). 

Table 7 - Average number of during-activity questions answered and extra facts 

discussed by learner. 

 A) PC – 

no-audio 

B) PC – 

audio 

C) VR – 

no-audio 

D) VR – 

audio 

Average Number of Questions 

Answered During Activity (SD) 

7.75 (0.83) 9.25 

(3.03) 

7 (2.28) 4.75 1.16) 

Average Number of Extra Facts 

During Activity (SD) 

2 (0.71) 2 (1.41) 2.4 (1.02) 1.25 0.74) 

When learners have changes in the number of correct responses (Table 8) and extra 

facts (Table 9) between the pre- and post-activity surveys, it may suggest higher cognitive 

engagement with the learning activity. In addition to the overall score changes, many often 

remembered supplemental details or knew further information than previously for portions 

of the more complex questions. All groups had increases in the number of correct responses 

from the pre-activity survey to the post-activity. Group D had the highest number of post-

activity correct responses. Both Groups C and D had higher scores than the PC conditions. 

Group B had a higher score than Group A. There was no consistent increase or decrease in 

the average number of extra facts between the pre- and post-activity surveys. Groups A 

and C had an increase in reported extra facts, while Groups B and D had a decrease.  
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Table 8 - Average number of pre- and post-activity solar system survey correct 

responses reported by group; higher scores are better. 

 A) PC -  

no-audio 

B) PC –  

audio 

C) VR –  

no-audio 

D) VR –  

audio 

Pre-Activity Correct (SD) 

3.5  

(2.29) 3.75 (2.39) 
6.4  

(3.88) 

6.5  

(1.34) 

Post-Activity Correct (SD) 5.75 (2.86) 7.25 (4.21) 7.6 (2.58) 8.5 (2.86) 

Table 9 - Average number of pre- and post-activity solar system survey extra facts 

reported by group; higher scores are better. 

 A) PC –  

no-audio 

B) PC –  

audio 

C) VR –  

no-audio 

D) VR –  

audio 

Pre-Activity Extra (SD) 4.75 (1.64) 
6  

(3) 

4.4  

(1.2) 5.25 (1.16) 

Post-Activity Extra Facts (SD) 5.75 (1.48) 4.25 (0.43) 5 (1.1) 4.5 (2.05) 

The Mann-Whitney U test was used to evaluate differences between scores for the 

pre- and post-activity accuracy scores between the VR and PC groups. The VR group 

(Median = 7) had a significantly higher question accuracy for the pre-activity survey 

compared to the PC group (Median = 4), U = 15.5, p = .047; however, there were no 

differences between the post-activity scores or the overall score change for each group.  

All participants also answered 6 open-ended questions at the end of their study 

session (these responses are all available in Appendix L). Participant responses gave insight 

to how they interacted with and interpreted information from the simulations. These 

questions asked about: what they remembered; what was hard to understand; what was 

easy to understand; what they liked; what they disliked; and what they wished they had 

more time with. Participant responses varied by describing things they learned (e.g., 
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A201’s “Venus is the hottest even though Mercury is the closest to the Sun”), things they 

did (e.g., B303’s “I remember clicking on different planets and looking at and hearing 

different statistics for each”), or things they observed (e.g., C402’s “Seeing all the planets 

and some of the weird orbits some of the moons had”). 

Twelve learners reported liking learning about and exploring planets they did not 

know much about (A202, A203, A204, B302, B304, C403, C404, C405, D501, D502, 

D503) or how real the experience felt (B303, C401, C404, D503). Seven learners (A: 1; B: 

2; C: 2; D: 2) reported not disliking anything. One participant in Group A was sad they 

were not using VR for the activity, and one from Group B specifically said, “it seemed like 

it was over too quickly.” Two participants in the PC conditions did not like User 

Interface/navigation settings (i.e., double-clicking to set the new focus); similarly, two in 

Group C disliked the movement (since it made it difficult to select a planet, “it was a little 

hard to click on the planets because the moons were usually in the way of it”).  

Every participant, except for A202 and B303, said they wished they had more time 

with the Universe Sandbox version. A202 thought, “No, it was enough time. It was all very 

straight to the point. It summarized the planet in a way that I could understand it.” B303 

reported, “I do not really wish for more time with Universe Sandbox because I feel that I 

have explored enough that I am satisfied.” Seven participants, across all four conditions, 

wanted more time because they enjoyed the experience; in C403’s words: “Yes, I had a 

really great time and I wanted to learn more about it. It was also very cool because you 

could really see the planets and it felt like you are really in space.” Nine participants, again 

across all four conditions wanted more time; C402 explained, “Yes. I liked exploring and 

want to explore some more.” 
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5.1.4 Motivation 

Motivation is another important component which effects student engagement in 

learning activities. The MSLQ includes six subscales for measuring motivation: intrinsic 

and extrinsic goal orientation, task value, control beliefs about learning, self-efficacy for 

learning and performance, and anxiety (Pintrich et al., 1991, 2015; Pintrich & De Groot, 

1990). Participants responded to these in the post-activity survey (Table 4 D). Small 

adaptations were made to the generalized scale (as the wording presented items in terms of 

“course materials” and “class activity”) where necessary to reduce interpretation confusion 

for participants. Higher scores are better in all cases (maximum average score of 7), except 

for anxiety, where lower scores are better (minimum score of 1). Wording changes were 

discussed with pilot participants after they completed the study, to identify the incohesive 

item wording. Both the modified and unmodified questionnaires are in Appendix I. 

Table 4 D - MSLQ subscales average scores by group; higher scores are better, 

except for anxiety where a lower score is better. 

 
A) PC -  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

MSLQ 

Intrinsic Goal 

(SD) 

3.88 

(0.84) 

5.31 (0.93) 4.55 (1.44) 5.63 (0.96) 

Extrinsic Goal 

(SD) 

3.56 

(1.72) 

4.75 (0.90) 3.65 (1.64) 4.75 (0.88) 

Task Value (SD) 4.67 

(1.26) 

4.96 (0.82) 4.47 (1.4) 6.04 (0.59) 

Control Beliefs 

(SD) 

4.69 

(0.86) 

4.94 (0.57) 4.25 (1.17) 5.63 (0.38) 

Self-Efficacy and  

Performance (SD) 

4.97 

(0.92) 

4.59 (0.75) 4.55 (1.07) 5.09 (0.61) 

Test Anxiety (SD) 3.3 (1.27) 5.05 (0.64) 3.04(1.21) 3.1 (0.83) 
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Pintrich, Smith, García, et al. state that high scores for Intrinsic Goal Orientation 

indicate higher student participation, or in other words, student participation in the task is 

more than a means to an end (2015).  Example items included “In a learning activity like 

this, I prefer course material that really challenges me so I can learn new things,” and “The 

most satisfying thing for me in this learning activity is trying to understand the content as 

thoroughly as possible.” Group D had the highest overall intrinsic goal orientation score 

(5.63) compared to the other groups. Group C also had a higher score than Group A.  

In comparison to the intrinsic motivation, extrinsic motivation (Extrinsic Goal 

Orientation) is a means to an end – the learner had a higher motivation to finish the task, 

not to interact with the task but for other reasons (Pintrich et al., 2015). Example items 

included “Getting a good score in this learning activity is the most satisfying things for me 

right now,” and “I want to do well in this learning activity because it’s important to show 

my ability.” Levels of extrinsic motivation could be affected by additional factors like the 

learning tool used or the activity. The VR groups had higher extrinsic motivation scores 

than Group A. Groups B and D had equal extrinsic motivation scores, and Group B had a 

higher extrinsic motivation score compared to Group C. 

Task value includes how interesting and useful the learners find the task, in relation 

to interest, importance, and utility (Pintrich et al., 2015). Example items included “It is 

important for me to learn the material in this learning activity” and “I like the subject matter 

of this learning activity.” Group D had the highest average score for task value (6.042) 

compared to all other groups. Group C had lower scores for task value compared to the PC 

groups. 
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Control beliefs about learning relates to how learners perceive their effort as 

impactful to their learning experience outcomes (i.e., if they try hard, they might learn 

better). Example items included “It is my own fault if I don’t learn the material in this 

learning activity” and “If I don't understand the learning activity material, it is because I 

didn't try hard enough.” High or low control beliefs may affect the different ways in which 

learners interact with a learning tool. Group D again had the highest score for control 

beliefs (5.625) compared to the other groups, while Group C had the lowest overall score. 

Test Anxiety is another component which had previously been shown to negatively 

relate to academic performance (Pintrich et al., 2015). Example items included “When I 

take a test, I think about how poorly I am doing compared to other students” and “I have 

an uneasy, upset feeling when I take an exam.” Test anxiety could affect how learners 

interact with new technology and influence their overall performance (with a decrement in 

performance if test anxiety is high), which is particularly relevant for activities such as a 

lab study, where they may believe they are being evaluated, even if the prompt is to 

“explore” or “discover.” Groups C and D had the two lowest Test Anxiety scores. Group 

B had the highest test anxiety score.  

Each MSLQ subscale score was compared using the Mann-Whitney U test between 

the VR and PC groups; however, no differences were found between groups. 

5.1.5 Long-term Engagement  

Fourteen participants completed an optional follow-up phone call completed about 

one week after the study session (Group A: 3; Group B: 3; Group C: 5; Group D: 3). They 

all agreed that they would try a simulation similar to the Universe Sandbox again, and that 
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something like this would be useful for school (Appendix M contains all responses from 

this semi-structured interview).  

Across all of the groups, learners remembered details. Group D shared the most 

details about the planets in the open-ended questions (Table 10). A202 described a 

comparison between two planets, “I remember that, I believe it was Mercury and Mars had 

similar gravitational strengths.” C405 talked about the immersiveness, “It was like, kind of 

like being there, because I couldn’t see myself, but I could see all around, instead of just in 

one little spot. And like, the planets were moving and stuff.” For D502, the sounds for the 

rings were memorable: “Saturn’s rings, or any of the rings. Saturn’s stood out because it 

was both visual and sound.”  

Table 10 - Average number facts remembered and reported by learners during the 

follow-up interviews when asked to describe the experience or a detail or two about 

the planets. 

 A) PC –  

no-audio 

B) PC – 

audio 

C) VR –  

no- audio 

D) VR – 

audio 

Number of Facts 

Remembered (SD) 

3.67 (0.47) 3.33 (1.25) 3.6 (1.63) 5 (2.16) 

All participants reflected on the experience positively, and almost all of them thought 

it was very useful for understanding the distance between planets. B303 said, “It helped 

get it into perspective, but I kinda already knew.” Participants in the VR conditions had 

much stronger opinions: D503 said, “So, the simulation allowed, to show like, it made me 

able to see how these planets are actually a lot further or a lot closer together than I used to 

think they are. Like how the farther planets are a lot more spaced out.” C402 responded, 

“Yeah. I could see like, how big they were in relation to each other, or how really far apart 
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they were;” and C404 agreed, “yeah, I think, having to teleport to each planet made me 

realize it was bigger, you couldn't just fly to them. Even the center planets weren't as close.” 

5.1.6 Qualitative Observational Results 

Often, participants had qualitatively different experiences due to the assigned 

simulation condition. This section will focus on the individual experiences that are 

important considerations for any educational study, with anecdotes from the PC and the 

VR groups. In the PC group, some comments showed how immediately the learners 

grasped the idea of size and scale conveyed. For A204, in the first 20 seconds of simulation 

use, she said “Wow, you have to zoom out a lot to see, like, all of them.” Afterward, she 

notes “It almost seems like the sun is like, kinda small, I mean, when you look at it as a 

whole thing.” Others, like A201 observed interesting size comparisons partway through 

the activity, when he explored some of the moons: “Titan is tiny, but not as small as 

Mercury!” 

A203 and A204 spent a great deal of time exploring the moons and observed the 

moon orbital patterns as they answered other questions during the activity. An exchange 

from A203 highlights how she completed this exploration: 

Experimenter: [Is there something going around Earth?]  

A203: “Moon?!” 

Experimenter: [So what do you think is going around Uranus?]  

A203: “Different types of like moons and stuff.”  

Experimenter: [Are there a lot of planets that have moons?]  

A203: “Yeah.”  
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Experimenter: [Which ones?] 

A203: “The Earth, Uranus, I feel like that Mars had one, but I can’t check it” *then 

goes back to check it* “Yeah, Mars.”  

Experimenter: [Are there any ones besides Earth, Uranus, and Mars? Did Mercury 

or Venus?]  

A203: “No. No.” *explores* “Oh, Jupiter has some.”  

Experimenter: [Do any of the other planets have moons?]  

A203: *explores* “Saturn and this one, Neptune.”  

After this exchange, at the end of the activity, this participant also spent the majority of the 

time exploring moons: 

Experimenter: [What are you checking out?]  

A203: “Moons. It’s fast, I can’t catch it.” *selects Io* “It’s around, like, Jupiter. The 

others, they look like blackish, they look similar, but this one, it’s colorful.” *moves 

to Ganymede* “This one is different too, it’s brown, but other moons don’t have 

craters, but the Earth’s moon does.”  

A204 also carefully explored the orbital paths of multiple planets’ moons throughout 

the activity, both while answering questions about the planets generally (i.e., with the large 

info panel open) (Figure 8). She followed this type of search behavior consistently 

throughout the activity, even pausing to view the moons around Mars closely (Figure 9). 
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Figure 8. A204’s zoomed-in view of Jupiter showing the main moons, while 

answering other questions about the planet using the large information panel. 

 

Figure 9. A204 pauses the simulation to view the two moons orbiting Mars. 

One common exploration pattern for PC included opening the large information 

panel and leaving it open as they completed multiple comparisons between planets. The 

length of time per participant varied, even within condition. For Group A, two participants 

left the large information panel open for more than half of the activity (A202: 10 minutes; 

A204 13.5 minutes); the other two participants barely used that larger information panel 

(A203 did not use it at all, and A202 opened it for only 14 seconds). The two participants 

who did not rely on the large panel instead left the small panel open and completed all 

comparisons that way. For Group B, different sets of exploration behaviors occurred. Both 



 95 

B302 and B303 started exploring with the large panel open, during the middle of the 

activity relied on the small information panel, and then at the end returned to the larger 

panel. B301 open and closed the large information panel often throughout the activity, 

instead of leaving it open the entire time. B304 relied mostly on the small information 

panels for details.  

Differences in movement control use also occurred within Group A. A201 utilized 

zooming twice as much as rotation for camera view changes, and followed that use pattern 

continuously through the activity. A202 used both rotation and zooming equally and 

consistently throughout the entire activity. A203 only began using rotation about seven 

minutes into the activity, and A204 used zooming constantly during simulation 

exploration, but only used rotation (about half as much) during the second half of the 

activity session. All four participants in Group B relied on zooming throughout the activity; 

however, B302 and B301 used zooming the most. B302 and B304 also relied heavily on 

rotation to change their view, compared to B301 and B303 who only sparingly used the 

rotation controls. B301 completed the most zoomed viewing of the planets for this group. 

Even within the two VR groups, students explored the simulation differently. Some 

participants, like C404, paused the simulation movement at the beginning and did not 

restart it until much later. Since she started with it paused, she could easily teleport to a 

moon (like Oberon) and then quickly find the planet she was looking for (Uranus) 

afterward (Figure 10).  
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Figure 10. C404 finding Uranus after teleporting to Oberon, searching to her left, 

and then below her.  

Other participants teleported to moons a lot (e.g., C401 and D501) but did not 

always pause the same amount, often times leading to them “chasing” a planet as the moon 

orbited. D503 had this exact experience (Figure 11): first, she teleported to Oberon, then 

she followed the orbit pathways from Uranus and its other moons, then as she chased down 

the planet and had trouble selecting it, was reminded about the pause button by the 

experimenter. Without this reminder from the earlier control introduction, she may have 

spent a large amount of time physically “chasing down” the planets when she teleported to 

a moon first. In future situations, she did use the pause button to reduce the amount of work 

it could have taken to otherwise travel to a planet. The total number of teleporting controls 

also diffed between VR participants, even though they all had the same orientation to the 
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VR controller. C402 completed the most teleporting movements during the activity (89), 

while four others (C401, C404, D502, and D503) had similarly high number of teleports 

(around 60), and four had much lower number of total teleports (C403, C405, D501, D504). 

   

  

Figure 11. D503 chasing down Uranus after teleporting to Oberon; she spent over 30 

seconds following the orbits before pausing the simulation. 

An interesting case of mixed movement control use came from C403. He would 

point toward a planet, but if a moon label blocked the planet he wanted to teleport to, 

instead of teleporting to the moon and then to the planet, he would actually switch to the 

“Fly” mode and move closer to the planet to make it easier to teleport to it directly. D501 

completed the most flying of any participant in the VR groups, and some (C401, C405, 

D503, and D504) did not use the fly movement control at all. Similarly, most participants 
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did not use the grip button to pan the view, with the exception of C402 who used it quite 

often (over 35 times during the activity). Another behavior which varied between 

participants was resetting the simulation to the main view in order to re-orient: some barely 

used it, or did not use it at all (C402, C404, D502, D503); others used it some (C401; C405; 

D504); and a few used it quite often (C403; D501).  

 Learners in the VR condition relied heavily on the immersive, 3D environment to 

orient within the solar system. Instead of changing the view using controls like the grip 

button (which would have let them shift the view to a top down, or bottom up view of the 

solar system), learners would physically turn to search for planets, look for moons around 

a planet, or re-orient. In some cases, this helped learners find information they would have 

ignored otherwise; for instance, C401, when exploring which planets had moons said, “I 

don’t think Saturn has a moon,” then looked around some and corrected himself, “Wait a 

minute. I think Saturn might have a moon actually, Titan” (Figure 12). 

 

Figure 12. C401 looking up to search for a moon around Saturn. 
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The previously described grip button view change did not occur often; however, 

one participant, C404, used the fly mode to achieve a similar view change which allowed 

her to look up at the orbital paths for each planet (Figure 13).  

 

Figure 13. C404 looking up to view the solar system from below. 

 Although much of the differences for VR occurred between the types of movement 

controls and how learners explored the simulation, there were also similarities to the PC 

conditions. For instance, learners still focused on particular concepts or ideas and explored 

them thoroughly throughout the activity, even after they may have answered a question. 

One example of this occurred with a participant in Group D while he was exploring to find 

the hottest planet (Figure 14): 

D501: “Ok Venus right now is 475C, which is hotter than Mercury even though 

Mercury is closer to the Sun.”  

Experimenter: [Does that surprise you?]  

D501: “Yeah it does. I'm like Mercury is closer to the sun, it just feels weird to me. 

Maybe it's like, maybe the surface of Venus is different than Mercury. And that the 

surface is getting in a hotter way than Mercury." 
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Figure 14. D501 reflecting on the temperature differences between Mercury and 

Venus. 

Often, learners would think that Mercury would be hottest because it was closest to 

the Sun, but if they checked other planets, too, would be surprised; D503 and D504 had 

similar experiences (D503 comments off-handedly about it, “Wow, this is much hotter”). 

In addition to these individual cases and examples, the Appendices contain individual 

responses to the open-ended questions after the activity (Appendix I), participant responses 

in the follow-up interview questions (Appendix M), and process code counts (Appendix 

K); all three of these provide more insight for the learner’s individual experiences with the 

simulations. 

5.2 Research Question 2 

RQ2. Does an audio-enhanced simulation or a visual-only simulation support higher levels 

of emotional, intellectual, and physical engagement? 

 Factors evaluated were cognitive engagement differences (post-activity scores, 

SAQ, follow-up interview responses), long-term engagement, usability scores (UMUX and 
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BUZZ, for the audio conditions), emotional engagement differences (post-activity 

PANAS), motivation (mATSI), and physical engagement (process coding for tool use and 

the Presence SUS). Similar to RQ1, the Mann-Whitney U test was used to evaluate 

differences between the audio and no-audio groups for each of the following factors: post-

activity accuracy scores, UMUX scores, SAQ subscale scores, PANAS (positive and 

negative) scores, and SUS scores. Chi-square tests of independence were used to evaluate 

differences between the number of process codes assigned to each video to evaluate tool 

use and behavioral differences.  

5.2.1 Cognitive Engagement 

Group B had higher post-activity accuracy score on the solar system questionnaire 

than Group A (Table 8 A). Group D had a higher accuracy score than Group C, and the 

highest score overall. Pre-, post-, and overall change in accuracy scores (from pre to post) 

were compared to evaluate differences in content knowledge between groups.  

The Mann-Whitney U test was used to evaluate differences between scores for the 

pre- and post-activity accuracy scores between the audio and no-audio groups. There were 

no group differences between the audio and no-audio conditions. No matter the condition, 

learners were equally successful and any prior differences were negated after simulation 

use.  
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Table 8 A - Average number of post-activity survey correct responses reported by 

group; higher scores are better. 

 A) PC –  

no-audio 

B) PC –  

audio 

C) VR –  

no-audio 

D) VR –  

audio 

Post-Activity Correct (SD) 5.75 (2.86) 7.25 (4.21) 7.6 (2.58) 8.5 (2.86) 

On the SAQ, the multimodal conditions had higher active engagement scores 

compared their partner no-audio conditions: Group B was 2.491 and Group A was 2.03; 

Group D was 2.75 and Group C was 2.24 (see Table 3C). Group B had a higher score than 

the Group C, perhaps an impact of the audio on increasing active engagement. The VR – 

audio condition (D) had the highest active engagement and lowest superficial engagement 

of all four simulation types. The audio conditions (B & D) also had lower superficial 

engagement scores than their no-audio counterparts (A & C). 

There were also differences in the number of questions answered during the 

simulation-use activity: Group B learners had the highest number of questions answered 

during the activity (9.25), while Group D had the lowest number (4.75). 

The Mann-Whitney U test was also used to evaluate group differences between the 

audio and no-audio groups. The audio group (Median = 2.56) had a significantly higher 

active engagement score than the no-audio group (Median = 2.0), U = 15.0, p = .042. The 

audio group (Median = 3.75) also had a significantly higher task mastery score than the 

no-audio group (Median = 2.38), U = 14.5, p = .037.  
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As mentioned previously, Group D participants reported the highest number of 

recalled facts, with some being from the sound layer in the follow-up interviews. There 

were no large differences between the other three conditions (Table 11).  

Table 11 - Number of facts remembered and shared during open-ended question in 

the follow-up interview. 

 A) PC -  

no-audio 

B) PC –  

audio 

C) VR –  

no-audio 

D) VR –  

audio 

Number of Facts 

Remembered (SD) 

3.67 (0.47) 3.33 (1.25) 3.6 (1.63) 5 (2.16) 

In the open-ended interview after simulation use, two participants in Group D 

disliked the sounds and wanted more time because, in D504’s words, “I wanted to see if 

after a while I could understand the audio information.” No participants in Group B 

reported negative feelings toward the sound layer. 

5.2.2 Long-term Engagement 

All six participants (from Groups B & D) who participated in the follow-up 

interviews mentioned the sounds when asked to describe the simulation and some details 

they remembered about it. B302, to answer the first question explained immediately that 

“There were different sounds that meant different things. The different things were like 

mass, or moons, rings, and other kinds of stuff for different planets about the solar system.” 

This participant went on to describe what they remembered: “I thought it was pretty cool. 

Just like, going around space, hearing different sounds to know different things, and I liked 

not having to spend all of the time reading because I’m a slow reader. I remember being 

able to scroll out and see all of the planets, or scrolling in to focus on a single one. Like, 
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when I was further out, I could hear all of the masses about the planets, but when I was in, 

I could hear just the one.” 

Those in the visual-only conditions were less likely to describe details unrelated to 

visual immersiveness. The eight participants from Groups A and C focused particularly on 

the movement of the moons and planets and did not recall as many other details: C405 

explained, “It was like, kind of like being there, because I couldn’t see myself, but I could 

see all around, instead of just in one little spot. And, like, there were planets moving and 

stuff.” While these no-audio groups often recalled the movement, they recalled less specific 

details about the planets, with the exception of Group A participants, who reported more 

specific details: A202 recalls, “[I] remember that, I believe it was mercury and mars 

gravitational strengths were mostly the same.” 

5.2.3 Usability Scores 

The Usability Metric for User Experience (UMUX) is a standardized scale for 

measuring usability (Finstad, 2010). Group B had a higher UMUX score than Group A. 

Group D had a higher UMUX score than Group C, and the highest score overall (21.75). 

Each score, and its analog percentage out of 100 is presented in Table 12. A Mann-Whitney 

U test was used to evaluate differences between the audio and no-audio groups. No 

significant differences in usability were found, even with the potential for complexity due 

to the additional layer of auditory information. 
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Table 12 - Average UMUX score per group. Higher scores are better, with a max 

score of 24. 

 A) PC -  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

Average UMUX Scores 

(SD) 

17.75 

(1.09) 

18 (3.94) 19.6 

(2.94) 

21.75 (1.09) 

UMUX Percentage (out of 

100) 

73.96 75 81.67 90.63 

BUZZ, the audio user experience scale (Tomlinson, Noah, et al., 2018), provided a 

measure of enjoyment and appeal as well as ease of use for the two multimodal conditions 

(Table 13). The original version of the scale has a high score of 77, across the 11 questions. 

Group B had a mean BUZZ score of 48 (SD = 9.427) and Group D had a mean BUZZ 

score of 56 (SD = 10.305). Group D had higher Aesthetics and Ease of Use Subscale scores 

than Group B. 

Table 13 - Average BUZZ scores per group. Higher scores are better, with a max 

overall score of 77. The Enjoyment Subscale is out of 35, and the Ease of Use 

Subscale is out of 42. 

 B) PC – audio D) VR – audio 

Average BUZZ Score (SD) 48 (9.25) 55.7 (10.31) 

BUZZ Aesthetics Score (SD) 24.25 (4.32) 30.25 (3.27) 

BUZZ Ease of Use Score (SD) 23.75 (5.40) 25.5 (7.92) 

5.2.4 Emotional Engagement 

Participants in Group A had the highest forecasted positive affect compared to those 

in Group B for the PC conditions. Group D had the highest positive affect for the two VR 

conditions. In the post-simulation use survey, participants in Group D still had the highest 
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positive affect scores. Both Group A and Group B had an increase in positive affect. The 

two no-audio conditions (Groups A & C) had the highest variability in positive affect 

scores, and the audio conditions were lowest (around 1.5). 

Group B learners had a higher forecasted negative affect score compared to Group 

A. Groups C and D had similar levels of forecasted negative affect. After using the 

simulations, all groups except for Group B experienced a decrease in negative affect. Group 

A had a lower negative affect than Group B, and Group D had a lower negative affect than 

Group C. All pre- and post-use PANAS scores are in Table 14. 

The Mann-Whitney U test was used to evaluate differences between the pre- and 

post-activity positive and negative affect scores. No statistical differences were found 

between these groups.  

Table 14 - Forecasted and post-simulation use PANAS scores. 

 
A) PC – no-

audio 

B) PC – 

audio 

C) VR – 

no-audio 

D) VR – 

audio 

PANAS  

 

Positive – Pre (SD) 
31 (3.94) 28.75 

(7.79) 

33.4  

(6.02) 

41.75 

(3.49) 

Positive – Post (SD) 31.8 (7.36) 30 (1.41) 28.4 (9.71) 43.5 (1.5) 

Negative – Pre (SD) 13.5 (2.29) 15.5 (2.87) 13 (2.19) 13.5 (2.96) 

Negative – Post 

(SD) 

10.5 (0.5) 18.3 (8.26) 11.8 (2.23) 10.8 (1.3) 

5.2.5 Motivation 

Motivation between the visual and multimodal simulations was also compared 

using the MSLQ subscales (available in Table 4 D). Both audio conditions had higher 

intrinsic scores than their partner no-audio condition (D > C; B > A). Those in the 
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multimodal conditions (Groups B & D) had higher extrinsic motivation compared to the 

no-audio ones (Groups A & C); they also had less variability in their scores. The 

multimodal conditions also had higher control belief scores compared to the non-audio 

groups.  

Each MSLQ subscale score was compared using the Mann-Whitney U test between 

the audio and no-audio groups. The audio group (Median = 5.5) had a statistically higher 

intrinsic motivation than the no-audio group (Median = 3.75), U = 15.5, p = .048. No other 

differences were found between groups. 

5.2.6 Physical Engagement 

Between Groups A and B, B had the higher average SUS presence score (4.38). 

Within the VR conditions, Group D had the higher average SUS score (6.13). A Mann-

Whitney U test was used to evaluate group differences between SUS scores for the audio 

and no-audio groups; however, no differences were found between them.  

Process coding was also used to evaluate differences between simulation use and 

participant behavior during the study (Table 15).  Group D had more codes than Group C 

and the most overall codes (427.25). Group A had more codes than Group B. Both VR 

conditions (Groups C & D) had more codes than the PC conditions (Groups A & B). 

Group C had the most codes marking actions where learners viewed the 

visual/numerical representations of planetary data in the information panels. Groups C and 

D had the highest number of movement control usage while navigating in the simulation. 
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Group A had the highest number of non-task play actions. Group D had the highest number 

of verbalizations.  

Table 15 - Average code counts for the four groups, representing the number of 

times that code was used to mark a section of the video. Note: these do not represent 

the total length of time the action/code marked quotations inside of each screen 

recordings. 

 A) PC –  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

Total Code Count (SD) 
301.25 

(30.29) 

265.5(66.09) 354.4 

(111.19) 

427.25 

(81.8) 

Planet & Information 

Details Count (SD) 

135.25 

(30.44) 

122 (28.23) 149.8 

(47.03) 

136.25 

(25.16) 

Movement Controls Count 

(SD) 

126 (8.63) 109.5 (39.21) 175.4 

(65.54) 

200 

(20.68) 

Non-task Play Count (SD) 8 (3.03) 0.25 (0.43) 1 (0) 1 (0) 

Verbalizations Count (SD) 
31 (37.25) 27.75 (25.78) 25.4 

(16.65) 

53 (34.78) 

The two audio conditions (Groups B & D) had lower interaction numbers with 

viewing the planetary information detail panels, which was likely due to the additional 

auditory representations (see Table 5).  

 Chi-square tests of independence were used to evaluate the observed number of 

process codes per condition compared to the expected, to test differences between 

conditions. Differences between Groups A and B were compared for information panel tab 

use, including use of individual tabs (e.g., Overview Tab, Climate Tab) and also for longer 

periods of use for the small and large information panels being open across multiple planet 
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comparisons. No significant differences were found between the audio and no-audio PC 

conditions. 

 A chi-square test was completed to compare between the two VR conditions 

evaluating usage differences for the movement controls (e.g., teleporting, flying) and 

orientation information (e.g., showing planet labels). Significant differences were found 

between the VR groups, 𝑋2(8, N = 9) = 70.7, p < .001. Residuals were evaluated to 

determine where the between group differences occurred. Participants were more likely to 

orient in the no-audio condition (Group C) (z = 2.54) and less likely to orient using visual 

labels in the audio (z = -2.69). The no-audio group was also more likely to explore using 

the grip button to change the view (z = 2.07) and the audio group was less likely to use the 

grip button (z = -2.26). Group D also teleported to the sun less than expected (z = -2.08). 

Physical or embodied movement also occurred less in the VR – no-audio group (z = -2.52) 

and more in the VR audio group (z = 2.76). Finally, participants in the no-audio group 

paused the time less (z = -3.01) and audio group paused time more (z = 3.3). 

5.2.7 Qualitative Observational Results 

Participant experiences qualitatively differed between the audio and no-audio 

groups as much as they differed between the PC and VR groups. Learners relied on the 

sound and talked about the simulation data with respect to the sound as they explored and 

answered questions. For instance, of the participants in Group B, B302 discussed the audio 

representations the most, and he used previously-known audio vocabulary (e.g., pitch) 

when discussing how he was interpreting the audio. One example comes from his 

exploration of temperature (Figure 15): 
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B302: “Explore and discover what the two coldest planets are. I’d think they’d be 

the farthest out ones. So… it’s like based on how high and low their waves are, 

right?” 

Experimenter: [On the climate panel] 

B302: “Right.” *opens the climate tab* “Hmm…” 

Experimenter: [What do you notice about that one?] 

B302: “It’s pretty quiet, so that’s pretty cold. Neptune” *selects Neptune* “I also 

don’t really hear anything. So that’s also cold. Next one would be Saturn” *selects 

Saturn* “I hear something from there so it’s warmer. Jupiter” *selects Jupiter* “Hear 

something.” *selects Mars* *selects Earth* “Venus” *Clicks Venus* “And 

Mercury” *Clicks Mercury* “So, Uranus and Neptune.” 

B302: “Explore and discover what the one hottest planet is. So, I can automatically 

rule out Neptune and Uranus cause I know they’re the coldest. I believe I heard that 

Venus was higher pitched than Saturn, but checking… It’s pretty quiet.” 

Experimenter: *After some time of the student exploring* [So what are you thinking 

about?] 

B302: “Just really trying to compare if Venus or Mercury is higher pitched.” 

*compares the numerical values* Definitely Venus.” 

Of the PC – audio group, B302 spent the most time purposefully exploring with the 

Climate and Overview Tabs open. Certain participants seemed to focus on particular types 

of sonification while they explored. B301 mostly relied on the Overview Tab and barely 

explored the others during the activity. B303 relied most on the Overview and Motion 

Tabs, while B304 spent the most time exploring the sounds related to rings.  
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Figure 15. B302 exploring to find the coldest planets; the climate tab is open to play 

the temperature sonification.  

 Learners in Group D also relied heavily on the sounds to answer many of the 

questions. D502, while looking for planets with shorter and longer lengths of day than 

Earth, discussed the sounds and moved his body in time with them (Figure 16): 

 Experimenter: [Explore and discover a planet with a day longer than Earth’s.] 

D502: “A day longer than Earth’s? Ok.” *first goes to Uranus, then goes to Earth* 

“Start at Earth. Maybe I should start with Earth, just for comparison.” *listens to 

the sound while moving his hand up and down to the sound a few times, then shakes 

his head up and down in the same pattern*  

D502: *teleports to Mercury* “So compared to Earth’s beat this one is more of a 

drag. So..”  

Experimenter: [So, what do you think that means?]  

D502: “A drag is probably a longer day.” *teleports to Venus* “We’ll go to Venus. 

Also a drag, so probably a longer day on Venus as well.” *teleports to Mars* “Mars 

is almost the same as Earth’s, I’d say.” *teleports to Saturn* “Saturn seems to be 

faster than Earth.” *teleports to Jupiter* “Jupiter also seems to be faster, so 

probably that for Uranus and Neptune as well.” *goes to Neptune* “Neptune 

actually seems slower, but still around the same speed as Earth. And finally, 

Uranus” *teleports to Uranus* “A little slower.” 
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Throughout the exploration, D502 consistently moved his hand and head in time with the 

sounds to help make comparisons between different values for each planet.  

 

  

Figure 16. D502 moving his hand up and down while listening to the mapping for 

length of day on Earth. 

Not all participants in Group D discussed the sounds as much while they were 

exploring. Three of participants (D501, D503, and D504) talked about the sound mappings 

the most while searching for planets that had rings, and would re-teleport to a planet to 

verify whether or not that sound occurred. This is just a subset of experiences from the 
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learners and the Appendices have more details which sounds the participants recalled in 

the open-ended questions and follow-up interviews.  

5.3 Research Question 3 

RQ3. What factors, such as technology experience, math and science anxiety, self-efficacy, 

and affect, influence a student’s ability to interact comfortably with multimodal science 

tools? 

 Factors evaluated to understand their influence on new technologically supported 

learning experiences included technology use, forecasted affect (PANAS), additional 

science activities, and learner perception towards science/anxiety/self-efficacy (mATSI). 

The Mann-Whitney U test was used to evaluate differences between the VR and PC groups 

and the audio and no-audio groups for each of the following factors: forecasted PANAS 

(both positive and negative), technology use scores, and the mATSI subscale scores. 

5.3.1 Technology Use 

The Adapted Technology Experience Profile (Liles, 2017) was used to measure 

learner experiences with the 20 listed technologies. This questionnaire was updated for 

students (Liles, 2018), since the original profile was created for adults (Gonzalez, E. T., 

Mitzner, T. L., Sanford, J. A., & Rogers, 2016).  Participant’s frequency profile score and 

general breadth profile scores were calculated following Barg-Walkow, Mitzner, & Rogers 

(2014). 

Across all participants (Table 3 A), the frequency profile score (or how often they 

used the entire set of 20 technologies in general) was 1.26 (SD = 0.36), out of the maximum 
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score of 3. For the general breadth of technology score, the average was 10.47 (SD = 2.62) 

out of a maximum score of 36.  

Five categories related specially to categories which may affect simulation use 

(experience with PCs, video games, PC games, Augmented Reality headsets, and VR 

headsets). The average “game use” frequency profile score was 1.34 (SD = 0.52) out of 3, 

while the average breadth profile score was 2.84 (SD = 0.98) out of 5. Group B had higher 

general and more frequent technology and game usage compared to Group A. Group D had 

more frequent technology usage than Group C, although the general technology usage was 

the opposite. 

Table 3 A - Technology use Frequency Profile and Breadth scores by group; higher 

scores represent more use. 

 
A) PC – 

no-audio 

B) PC – 

audio 

C) VR –  

no- audio 

D) VR – 

audio 

Frequency 

Profile 

General  

(Out of 3) 

1.01 

(0.28) 

1.07  

(0.18) 

1.44 

(0.28) 

1.47 (0.22) 

Game Use  

(Out of 3) 

0.95 

(0.17) 

1.3  

(0.36) 

1.44  

(0.41) 

1.55 (0.26) 

Breadth 

General  

(Out of 36) 

8.25 

(2.49) 

9  

(2.55) 

12.2  

(1.47) 

12 

(0.71) 

Game Use  

(Out of 5) 

2  

(1.41) 

2.5  

(0.03) 

3.4  

(0.49) 

3.25 (0.43) 

 

Between group differences on technology use were compared for the VR and PC 

conditions and audio and no-audio conditions using the Mann-Whitney U test. The VR 

group (Median = 1.53) had a higher general frequency profile score than the PC group 

(Median = 1.08), U = 10.5, p = .014. The VR group (Median = 12) also had a higher 

general breadth of technology use score compared to the PC group (Median = 8.5), U = 
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10.0, p = .010. That same group (Median = 3) also had a higher breadth of relevant game 

use compared to the PC group (Median = 2), U = 13.5, p = .020.  

5.3.2 Forecasted Affect 

Although PANAS was created for reporting past (or current) affective states 

(Watson et al., 1988), researchers have more recently used it, with descriptive passages, to 

help predict how users feel about certain situations before other activities take place (Noah 

et al., 2016). Calderwood, Green, Joy-Gaba, & Moloney (2016) have also used it to predict 

leaner affect and number of errors using a variety of multimedia educational tools; they 

found students accurately forecasted the negative affect effects from multimedia 

intervention. 

Each group answered the PANAS to forecast affect before simulation use (Table 3 

B); there was a specific prompt for each simulation version. For example, learners in Group 

D had this prompt:  

This scale consists of a number of words that describe different feelings and 

emotions.  

Imagine you are going to use an interactive simulation with sounds on a virtual 

reality headset. This simulation will be used to display information about our solar 

system.  

Thinking about what this experience may be like, to what degree do you think you 

would experience each of the following feelings or emotions while using the 

interactive virtual reality simulation with sounds. 

Group D had the highest positive predicted affect, while Group B had the lowest. Groups 

A, C, and D had similar predicated negative affect (around 13), while Group B had the 

highest predicated negative affect. Group differences in forecasted affect were tested 
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between the VR and PC and audio and no-audio groups, although no statistical differences 

were found.  

Table 3 B - PANAS pre-simulation use scores by group; higher scores represent 

higher positive or negative affect. 

 
A) PC –  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

PANAS 

Positive (SD) 
31  

(3.94) 

28.75 

(7.79) 

33.4  

(6.02) 

41.75 (3.49) 

Negative (SD) 
13.5 (2.29) 15.5 

(2.87) 

13  

(2.19) 

13.5 (2.96) 

5.3.3 Additional Science Activities 

Other factors which may influence a student’s learning experience could be 

predicted from their prior experiences in other types of interactive learning environments. 

These may include informal activities such as museums, zoos, aquariums, planetariums, 

and science centers. The frequency with which they attended these may predict how 

positive they might feel about the exploration activity beforehand. There were some 

differences between the number of informal science activities, with the VR group 

participating in a few more than the PC group (Table 16). 

Table 16 - Reported attendance of types of Informal Science Activities by group. 

 A) PC -  

no-audio 

B) PC – 

audio 

C) VR – 

no-audio 

D) VR – 

audio 

Average Number of Informal 

Science Activities (SD) 

1.75 (0.43) 2.5 (2.06) 3.2 (1.33) 3.75 (1.64) 
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Additional activities which may predict higher forecasted affect scores: following 

any science/news media; attending STEM summer camps; or previous class projects on the 

topic of space. More participants in Groups B and D followed science news or other media 

outlets regularly, with Group A having the fewest number (Table 17). Eleven of the 

seventeen participants had attended a STEM summer camp, and thirteen of them had 

completed some project about space for school. These participants were distributed evenly 

through the groups. 

Table 17- Reported Science/News Media (including TV shows like NASA, Discovery, 

or online news from Twitter, Facebook, etc.) following by group. 

 A) PC -  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

Average Number of 

Science/News Followed (SD) 

1.25 (1.3) 2.75 (0.83) 2.25 

(1.41) 

3.75 (1.3) 

 

5.3.4 Learner Perception Towards Science 

The mATSI is a questionnaire developed to measure factors which influence 

student learning, including perception of the teacher, anxiety toward science, values of 

science to society, self-confidence in science, and desire to do science (Weinburgh & 

Steele, 2000). The four relevant subscales were evaluated (Table 3 C). Group differences 

were evaluated for each mATSI subscale between the VR and PC and audio and no-audio 

groups; however, no statistical differences were found.  
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Table 3 C - mATSI Subscale scores. Higher scores are better, except for anxiety 

subscale (lower scores are better). Total scores: Value of Science to Society = 25; 

Anxiety = {min = 5; max 25}; Self-Confidence in Science = 25; and Desire to Do 

Science = 35. 

 
A) PC -  

no-audio 

B) PC – 

audio 

C) VR –  

no-audio 

D) VR – 

audio 

mATSI 

Value of Science to 

Society (SD) 

18.75  

(4.32) 

20.5 

(3.28) 

21.2 

(1.47) 

22  

(0.707) 

Anxiety Towards 

Science (SD) 

9  

(2.74) 

8.75  

(2.49) 

9.8  

(3.71) 

7.5  

(1.80) 

Self-Confidence in 

Science (SD) 

19.75 

(1.92) 

21  

(2.12) 

21  

(2.61) 

20.75 (2.59) 

Desire to Do Science 

(SD) 

24.25 

(3.56) 

26  

(4.24) 

24.2  

(6.43) 

29.75 (3.45) 
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CHAPTER 6. STUDY 3 DISCUSSION  

Study 3 explored specific differences between four simulation versions, and 

evaluated their ability to support learning opportunities. It tested different factors which 

may affect positive or negative learning experiences, including engagement, motivation, 

usability, and ease of use; it also considered the influence of prior science and technology 

experiences.  

It was predicted that the VR conditions would have higher levels of engagement 

compared to the PC conditions, particularly in the physical and cognitive engagement 

scores (evaluated for RQ1). It was also predicted that the multimodal (or “audio”) 

conditions would have higher levels of engagement than the visual only (“no-audio”) 

conditions, based on the Multimedia Principle (evaluated for RQ2). Factors like prior 

experience with technology and engagement with science through a variety of aspects were 

evaluated to understand any potential impacts on technology use (evaluated for RQ3). 

6.1 VR and PC Differences 

Simulations are used in learning to support student exploration of models, systems, 

and content which may be difficult to interact with or observe otherwise due to size, scale, 

and complexity. To evaluate the ability for the simulation to support a student’s opportunity 

for learning, a pre- and post-activity solar system questionnaire was given to participants. 

Despite initial significant differences between participate knowledge on the pre-activity 

questionnaire – the VR group had a higher score than the PC group – after the simulation 

activity there were no statistical differences. Both the VR and PC conditions increased 
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student content knowledge, and the VR conditions increased more even though participants 

completed less questions during the exploration activity. The VR simulation provided an 

immersive environment where the learners could build contextual and periphery 

knowledge as they explored, leading to higher overall accuracy scores on the post-activity 

questionnaire (aligning with previous results from Slater & Sanchez-Vives (2016) about 

exploration outside of real-life constraints). Previous research has also supported the ability 

for VR environments to be more inclusive, extensive, surrounding, and vivid (Slater & 

Wilbur, 1997); VR participants reported these kinds of details in their follow-up interviews.  

 Many other validated scales and measures were used to compare different types of 

engagement (cognitive, physical, emotional) and motivation. The VR groups had higher 

motivation for participation in the task (task mastery) compared to the PC group, showing 

differences in the potential for VR to enhance the learning experience past what is typically 

available from a computer simulation.  These differences were also reflected in the higher 

MSLQ motivational scores measured after the simulation use.  

 In addition to the higher motivation, the VR groups had a significantly lower 

superficial engagement score than the PC groups. This was also reflected in the higher 

active engagement scores. Taking these two engagement scores together suggests that the 

VR simulation supported better cognitive engagement than the PC, perhaps due to the 

immersive environment which surrounded the learner and provided contextually situated 

information. One example of this was how far away planets actually were when they tried 

to fly between them, even the ones that are closer to the sun. Many learners in the VR 

commented on this: C402 explained, “Yeah. I could see like, how big they were in relation 

to each other, or how really far apart they were;” and C403 agreed, “Yeah, I think, having 
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to teleport to each planet made me realize it was bigger, you couldn't just fly to them. Even 

the center planets weren't as close.” 

Comparing behavioral differences through the process coded video recordings gave 

additional insight toward participant experiences. For example, when the PC group 

verbalized (and compared) details they were confirming prior knowledge more than any 

other group. While this is a positive behavior in general, the VR groups still discussed 

details and values for the planets more than either of the PC conditions, even though the 

PC groups had more details available through the large tab panels.  

  During the study, participants in the PC conditions were able to modify the default 

simulation settings (e.g., changing the sun’s mass), and did so, particularly in the free play 

period at the end of the activity. This may have contributed to the overall higher scores 

with respect to their empowerment and self-efficacy for this particular learning activity, 

compared to the no-audio VR group. With that logic, the expectation would be that the VR 

– audio learners would also feel less empowered about their learning. However, this group 

felt more empowered about their learning experience than any other group, possibly due to 

their ability to explore planetary details in multiple ways through multiple representations 

(visual and audio). If students feel that they can directly influence their learning outcomes 

or academic performance, they are more likely to exert themselves actively in the activity 

(paralleling Ryan and Deci’s notion that supporting competence and autonomy lead to 

better motivational maintenance (2000)). As these results were mixed, future work should 

explore the influence of technology type on student motivational factors. 
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 There were no differences in emotional engagement after simulation use, so even 

if novelty of technology could influence a learner’s initial experience, it may not be 

significant enough to drive continued use or engagement. Additionally, it is possible that 

differences in emotional engagement may have occurred during simulation use but were 

reported differently retrospectively (a pattern which has some precedence in previous 

research (Matsumoto & Sanders, 1988)). Including small queries to explore participant’s 

affect during simulation use may provide additional insight into differences in emotional 

engagement. 

 Finally, statistical differences were observed for physical engagement through both 

presence scores (SUS) and process coding for the VR groups. Higher presence scores 

suggest a more immersive learning environment; this immersion may lead to longer-term 

positive learning opportunities, particularly for visual representations such as size or 

distance. Through the coding, the VR group had a much larger amount of turning to orient, 

observe, or explore the simulation compared to the PC group. The VR – audio group had 

the most zoomed observation of planets compared to both of the PC conditions. That group 

discussed the most values even though they looked at them less frequently, and did not 

focus as much on confirmatory exploration the way PC – no-audio group did. VR supported 

different exploration behaviors (e.g., less focus on numerical visuals presented through the 

information panels), which lead to higher overall post scores, physical engagement, and 

high scores for positive affect, motivation, and cognitive engagement. 
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6.2 Audio and No-audio Differences 

The Multimedia Principle has historically shown that students have better learning 

outcomes when using a combination of animations and narration (or also simply, pictures 

and text descriptions); however, there is a dearth of research comparing the effect of 

animations, non-speech audio, and text (and even just visuals and non-speech audio). 

Sonification research has evaluated the use of non-speech sounds for supporting learning 

opportunities for students with impairment, but similar systems are not widely studied in 

the context of education literature. Study 3 compared participant experiences in these 

audio-enhanced learning environments to begin unpacking non-speech audio’s potential 

for supporting the Multimedia Principle.  

Learners in the multimodal simulation conditions had higher post-activity 

questionnaire scores, though they were not statistically different. The VR – audio condition 

had the highest overall score and the PC – audio condition was higher than the PC – no-

audio.  Participants in the PC – audio condition had the largest increase in post-activity 

scores, and also the largest number of answered questions during the activity. The detailed 

descriptions available in the PC condition, as well as the additional information available 

through the audio content, may have impacted these learners the most. 

The audio conditions had significantly higher intrinsic motivation (MSLQ), active 

engagement (SAQ), and task mastery (SAQ) than the non-audio groups. The PC – audio 

group also had a higher intrinsic motivation than the VR – no-audio group, providing some 

evidence for the multimodal component resulting in higher motivation scores overall, 

compared to just the introduction of a new technology. Adding multimodal or audio 
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components could be particularly useful for learners who have lower levels of motivation, 

and would not otherwise engage with the materials as deeply as learners with a high 

intrinsic motivation.  

Active engagement is necessary for learning activities to be successful, and higher 

active engagement ties into higher cognitive engagement for learning. The audio conditions 

had statistically higher scores for active engagement compared to the no-audio conditions, 

possibly due to the representation providing an additional layer of information for learners 

to engage with during the activity. The two audio groups also had lower superficial 

engagement compared to their no-audio counterparts, suggesting additional positive 

benefits from the embedded auditory displays. 

Task mastery involves interest in participating during the task and learning new 

content, a behavior which should be high for a learning activity to be effective. The audio 

layer presented additional information for the learners to explore, and gave them more 

opportunity to be motivated to interpret and understand the represented simulation content. 

Another important component for engagement is emotional engagement. No 

significant differences were found between the PANAS scores for the audio and no-audio 

groups; however, the descriptive differences were large and of interest here. The VR – 

audio group had the highest positive affect after simulation use. Learners may have really 

enjoyed the experience and using a multimodal VR simulation turned out better than they 

thought. This group had lower negative affect scores compared to both its no-audio 

counterpart (C) and the multimodal PC condition (B).   
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Group differences for affect scores occurred between the PC conditions, too. The 

multimodal PC condition had a lower positive affect and a higher negative affect compared 

to the visual-only condition. Two different participants in the PC – audio group may have 

contributed to this difference. The first had the highest negative affect score (30) – which 

inflated the overall group average. This participant (B301) had lower score on the pre- and 

post-activity solar system questionnaire; they also had lower scores for accuracy in 

responses during simulation use: two correct out of 11 answered questions. In the open-

ended questions, B301 reported being unsatisfied and wished they had more time “because 

it was fun.” If B301 had more time with the simulation, they may have reported different 

emotional engagement scores.  

Participant B303 also had a higher negative affect score (22) compared to the 

typical range (10-15) of other participants. This learner had a different experience with the 

Universe Sandbox activity: they only answered 4 questions using the simulation, but still 

had an increase in accuracy score from the pre- to post-test. When asked, B303 felt they 

had enough time with the Sandbox “I feel that I have explored enough that I am satisfied.” 

The total impact of audio on emotional engagement is unclear, and should be studied 

further in future research. 

Learners in the VR – no-audio group also had a lower positive affect; in the post-

activity open-ended questions, three Group C participants (C402, C403, C405) all reported 

that it was a slightly difficult to contextualize where the planets were when not in the top-

down view, and that the moons moved really quickly. Both of these settings could be easily 

addressed through more familiarity with the movement controls, and seemed to be 

unrelated to the presence (or absence) of audio. Comparing the code counts, VR – audio 
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participants completed more movements (including resetting the view) – all things which 

would have impacted their ability to remember the context and layout of the planets as they 

moved. The VR – audio group also had more pause/time scale changes than its no-audio 

counterpart, maybe due to stopping at planets to listen to the auditory displays. This may 

account for their more positive experience and reduced frustration compared to the non-

audio group. 

Audio user experience (BUZZ) was another factor compared between the two audio 

groups. Both groups had the same auditory representations embedded within the 

simulation, although they were accessed differently depending on the UI controls. The PC 

– audio group had more visual numerical representations for details when the large panel 

was expanded. Potentially, the simplified visual representations available in the VR – audio 

condition was easier for learners to integrate into their exploration experience, and that was 

reflected through higher ease of use scores. Higher aesthetics scores could be due to the 

spatial nature of the planet’s mass sounds coinciding with the visually immersive 3D 

environment. Although the sounds were spatialized in the PC – audio condition it may not 

have had the same immersive effect for those learners.  

 The audio conditions (Groups B & D) had higher presence scores than their non-

audio (Groups A & C) counterparts, although these were not statistically different. 

Additional differences between the VR conditions were revealed through the process 

coding, and Group D had more physical or embodied exploration than the non-audio group, 

showing the potential for audio or multimodal simulations to support more physical 

engagement than visual-only.  
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 The non-speech audio did lead to differences in learner experiences, including 

significant impacts on cognitive engagement and motivation. Participants in the audio 

conditions explored differently, had more physical engagement, and spent less time 

orienting, particularly in the VR audio condition. The PC audio condition participants also 

spent less time viewing the numerical values compare to the regular PC condition. Audio 

seems to provide additional means for engagement, and alternative information to focus on 

during the activity, instead of learners completing non-learning-activity related exploration 

(e.g., exploring the Sun or verifying content they already knew).  

6.3 Practical Implications for Educational Simulations 

 Teachers, administrators, and researchers might have concerns about using novel 

(due to either technological or modality differences) simulations for student learning 

experiences. One potential impacting factor would be usability: does introducing a new 

modality type or technology into the equation lead to usability challenges? From the Study 

3 results, there were no significant differences in usability for either the VR conditions or 

the multimodal conditions; neither resulted in complexity which interfered with participant 

learning opportunities compared to a typical simulation experience.  

 Others may be concerned over introducing non-speech audio as a secondary 

information layer: could this distract learners from the visual information? These data show 

that they did not distract them. In fact, the VR – audio group paused more, relied less on 

teleporting to the sun and using visual labels to orient, and they moved more than the VR 

– no-audio group. They even had more exploration of values than the VR – no-audio group, 
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even though they viewed the info panel less. The PC – audio group also looked at the 

information details less than the PC – no-audio group. 

As mentioned previously, in the follow-up interviews, Group D participants 

reported the highest number of recalled facts, with some details coming directly from the 

sound layer. There were no large differences between the other three conditions, so the 

combination of the VR and the sound layer may have contributed to Group D’s higher 

number recalled facts. 

 The audio led to significantly higher cognitive engagement than the no-audio 

conditions, and again, the VR – audio condition had the highest level of active engagement. 

Interestingly, the PC – audio version (B) had a higher engagement level than the VR – no-

audio (C), suggesting that focusing on visual-only VR may not be enough to support the 

best learning opportunities. 

Others have brought up concerns that additional factors like technology experience, 

anxiety and self-efficacy may affect learners comfort engaging with newer technologies 

for learning. Although both all groups were randomly assigned, participants in the two VR 

conditions had statistically significantly more frequent experience with the 20 technologies 

listed, more frequent experience with VR or game technologies, and a slightly larger 

breadth of exposure to technologies, though all groups had similar experiences with trying 

game-related technologies. Although these differences existed beforehand, they did not 

seem to lead to any statistically different levels for things like post anxiety scores, 

emotional engagement, or overall differences in facts remembered or accuracy scores. This 

suggests that even with little prior experience, students can adjust and be comfortable using 
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new technology for exploratory interventions. It could also mean that the novelty effect, 

which usually has little long-term motivational influence on students, may not have 

influenced the participants’ experiences (for more information on this novelty motivation, 

see Liu, Toprac, & Yuen (2008)).  

Other factors may predict differences in overall pre-activity accuracy scores or 

post-activity reported experiences. Comparing the group averages for the types of informal 

learning activities they attended, participants in the VR conditions also attended slightly 

more informal learning activities. This does coincide with their higher forecasted affect for 

those two conditions before using the simulation (though it was not significantly different). 

Many of the learners did follow other forms of science news, participate in STEM summer 

camps, or study space for school projects. Each of these three factors may have influenced 

learners, perhaps with the overall high participation, high interest, and high technology 

experience adding to the VR group’s higher positive affect scores both before and after the 

experience. The influence of these factors should be explored more with a larger sample, 

to determine whether they have an affect or not; this study suggests there may not be a 

large effect.  

Interestingly, the VR – no-audio condition participants had the highest reported 

mean score for Anxiety Toward Science (9.8); it remains unclear what might account for 

this forecasted affect difference. Learners in this group had the highest participation in 

additional activities like summer camps. They also had higher participation in other 

news/media about science when compared to those in the PC – no-audio condition, even 

though they actually had much higher anxiety scores towards science. There were no 

significant differences between the number of extra informal science activities and the 
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number of external science news followed on social media and news outlets. Targeted 

informal education interventions may lead to differences (Bonney et al., 2009); however, 

it seems as if there was no difference on this particular simulation experience when 

considering these factors. 

These higher anxiety scores from Group B may also account for their lower overall 

post-simulation use PANAS positive scale scores. If these learners were more anxious 

about science in general, the positive influence of the audio may have not had a higher 

positive affect, compared to the VR – audio experience. Although, given this group’s lower 

post negative affect score, the experience may not have been as bad as they predicted it 

would be. This should be studied further in the future to better understand the impact of 

long-term use of technologies like simulations, and whether or not they can help change 

learner perceptions about science anxiety. 

Self-efficacy is another factor which typically predicts outcomes of educational 

experiences (Pintrich & De Groot, 1990). All learners had similar confidence about their 

self-efficacy in science before completing the activity (mATSI – Self Confidence in 

Science subscale ranged from 19.75 to 21 for the four groups, with no statistical 

differences). In the post-simulation use surveys, all participants again had similar self-

efficacy and performance scores on the MSLQ’s measure, with no significant differences. 

When reflecting on their experience after using the simulation, many of the learners 

thought back on their experience positively; for example, A203 said, “I liked that I got to 

explore the planets that I didn’t know.” Each participant could explain factors they liked 

about the system, including the ability to view planetary information. Hopefully, over time, 
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simulations and other approachable science tools may help increase self-efficacy for 

science more generally. 

Did this translate to positive experiences after the activity? All participants 

answered a series of 6 open-ended questions. One question asked “Did you wish you had 

more time with Universe Sandbox? Why or Why Not?” This was used to evaluate whether 

or not learners enjoyed the experience, and if they found it to be worthwhile. All 

participants, except two, said they wished they had more time. The two who said “no” 

shared similar opinions (stated here by B): “I do not really wish for more time with 

Universe Sandbox because I feel that I have explored enough that I am satisfied.”  

All groups had a positive experience upon reflection on their simulation use. Many 

participants wanted more time using the simulation to explore and learn more; even 

learners who had trouble with interpreting some of the audio representations wanted more 

time to explore them. Slightly more participants in the VR conditions (Groups C & D) 

reported how they enjoyed learning about the planets and how real the experience felt. 

Equal numbers of participants in the sound conditions (Groups B & D) and the VR 

conditions (Groups C & D) reported they did not dislike anything. Flexibility of 

exploration, presented details, and the additional auditory information may have 

contributed to this shared opinion.  

All groups had a positive response when reflecting on the learning experience 

during the follow-up interviews. Participants enjoyed being able to see the planets up close, 

and those in the VR condition more consistently focused on being immersed and able to 

move around within the simulation. Only a couple of participants in the PC conditions 
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discussed the visualizations as something they enjoyed, while others talked about being 

able to “play around with it” (A204) or “seeing all of the details” (B303 and B304). 

The audio groups also freely explained mappings during the follow-up interviews 

and discussed sounds they remembered, and mechanics of how they explored/used the 

sounds. All learners could recall facts they learned, with similar numbers reported by the 

PC conditions (Groups A & B) and the VR – no-audio condition (Group C). Group D had 

the highest number of recalled facts, with some being from the sound layer (e.g., D502 

recalled “the noise, that, the sounds that – Saturn’s rings, or any of the rings. Saturn's stood 

out b/c it was both visual and sound”). 

6.4 Application Domains 

This study focused specifically on learner exploration of the solar system. Of 

course, these science concepts, at their base, are declarative knowledge; however, the basis 

of this activity was additionally grounded in the context of the NGSS and the Common 

Core. In both of these, both declarative knowledge, and deeper understanding and 

interpretation of models are key elements. Simulations, even ones which focus on 

presenting declarative knowledge, can be used as a platform for comparing information, 

key ideas, and helping learners develop understanding about larger systems.  

Previous research has shown the application of VR in training for building or 

working with complex systems, particularly in manufacturing, and demonstrated its 

usefulness for helping students understand complex models, like chemical bonds or human 

anatomy. While the use of VR in this particular context (astronomy) may seem overly 

complex, this is of course, a simple model; this study focused on younger learners and 
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some of the basic information they are expected to know. Ideas within this study (sound-

enhancement or the multimedia effect, more broadly) could be integrated into the regular 

version of the Universe Sandbox (for example), which could be used to support exploration 

and inquiry for learners at different ages and knowledge levels. Space is a particularly 

relevant case for VR, as a fully-immersive environment can convey things like size and 

scale, which are not well represented through traditional print media (i.e., the typical small 

diagrams used to represent the planets in a condensed space). VR environments may also 

better convey comprehensive differences in visual scale (or other model components) 

compared to other digital media (i.e., PC simulations) (Jang et al., 2017).  

In this study, the multimodal VR condition had particularly advantageous outcomes 

in supporting higher levels of intrinsic motivation, active cognitive engagement, physical 

engagement, and task mastery than the other conditions; even the multimodal PC condition 

had higher levels for some of these crucial factors compared to the visual-only VR 

condition. For other topics which may be declarative-focused, or may not lend themselves 

immediately to VR, the consideration of multimodal (at either a PC or VR level) could 

significantly influence the way the learners explore the content. Leveraging audio also 

provides another way to support data literacy for learners, through incorporating the 

vocabulary and asking them to critically discuss or reflect on the information gained from 

the system. It provides another means to scaffold discussion around, and even in cases 

where VR may not be the most relevant presentation means, the incorporation of audio 

may lead to further learning. 
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6.5 Limitations and Participant Considerations 

Although the sample size for Study 3 was large enough to find differences between 

groups, a larger sample could improve statistical power and allow for group comparisons 

between all four conditions. This sample size was limited, in part due to the COVID-19 

epidemic. For example, one group of 12 participants canceled as schools were 

understandably closed for health and safety precautions, drastically changing the ability to 

collect data in-person with students. These additional students may have provided enough 

power to complete Kruskal-Wallis tests (non-parametric equivalents to the one-way 

analysis of variance) to compare between all four groups instead of independent group 

differences which were completed for the VR & PC and audio and no-audio conditions. 

Even with the small sample size, there were significant differences between the VR and 

PC conditions (superficial cognitive engagement and task mastery) and between the audio 

and no-audio conditions (intrinsic motivation, active engagement, and task mastery). The 

chi-square analyses supported quantitative comparisons between the qualitatively coded 

data and gave additional insight into group differences which could not be evaluated 

through statistical means.  

Another consideration, which while not necessarily a limitation in the study itself, is 

a limitation in how representative the recruited students are of a general student population. 

Many of these students may have been homeschooled and were recruited through 

CEISMC’s First Lego League (FLL) homeschooled or community coaches. Recruitment 

for this study was wide and varied: at least five of the students were referred through a 

connection at Robotic Explorers (a STEM group in Roswell, GA); one student was referred 

from Sunshine Steam (a local STEAM summer camp); another student learned of the study 
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from the STEAM Education Advancement Summer Camp; one participant came from a 

referral by the South Dekalb Improvement Association; two were from FLL teams at a 

local recreation center; and one learned of the study from a Facebook post. Three other 

students were recruited to participate from the greater Atlanta area private school.  

It is difficult to say for certain how similar this simulation experience might have 

been across all of these groups, or how much the study results transfer from the enrolled 

participants to a broader learner audience. These learners may have been more motivated 

to participate in the study, or to participate in other types of educational activities due to 

their community or other STEM group connections. Would other students from the Atlanta 

Public Schools have had similar experiences, outcomes, and motivational drive? As 

differences were found between groups even in this smaller-scale study, it supports the 

usefulness in completing a larger-scale study with a more diverse learner group in the 

future.  

6.6 Future Research 

Future research could improve our understanding of the impact of non-speech audio 

on the Multimedia learning effect. Even with this small sample size, learners in both 

multimodal conditions reacted positively toward the audio-enhanced simulation. A larger 

evaluation might evaluate only the multimodal PC and VR conditions, instead and be able 

to make stronger claims about differences between the technology. This study found 

presence differences for the VR conditions and differences in other coded behavioral 

physical engagement for the participants. The audio conditions also resulted in higher 

motivation and active engagement. Research has previously shown the impact of 
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embodiment and physical engagement for immersive virtual environments, and when 

combined with the higher cognitive engagement for the VR conditions shown through the 

descriptive and inferential data, a larger impact on supporting better opportunities for 

learning may be found.  

6.7 Conclusion 

This primary question studied here was: How well can multimodal Virtual Reality 

systems support learning and engagement compared to typical interactive simulations for 

science education? It evaluated learner experiences between visual-only and multimodal 

interactive simulations. It also evaluated learner experiences between PC and VR 

simulations. It compared multiple factors including engagement (cognitive, emotional, 

physical), usability of the system, motivation, and short and long-term learning 

opportunities (details remembered and accuracy scores). This study also compared 

potential impacting factors on a student’s use of new technology for science learning 

experiences like science anxiety, technology use, participation in additional science and 

educational media, forecasted affect, and perception towards science. 

 This study found statistically significant differences between the VR and the PC 

conditions, with the VR condition supporting lower superficial cognitive engagement and 

higher task mastery than the PC condition. It also found statistically higher intrinsic 

motivation, active cognitive engagement, and task mastery for the multimodal (audio-

enhanced) condition compared to the no-audio condition. There were few statistically 

significant observed differences for prior influencing factors, and prior knowledge 
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differences were mitigated between groups for the learning outcomes in the post-accuracy 

solar system questionnaire after simulation use. 
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CHAPTER 7. DISCUSSION  

Chapter 6 focused on the discussion from Study 3 specifically, in particular using a 

previously-designed space sonification as a secondary information presentation method 

within the audio-enhanced simulations. This chapter reflects on the entirety of this 

dissertation, and particularly relevant outcomes for the education, auditory display, and VR 

communities. These items include interaction’s effect on sonification interpretation, sound 

literacy, when VR or audio is relevant (for learning tools), the multimedia principle, 

evaluating auditory user experience, and the construct engagement. For many of these 

items, Study 3 is most-related due to its encapsulation of multiple concepts from Studies 1 

and 2, and will often be discussed first.  

7.1 Interaction’s Effect on Sonification Interpretation 

Interaction may directly influence how learners use and interpret sonifications. 

Differences in the amount of control and the types of data being represented through the 

display could affect the learner’s experience. 

One difference between these three studies (Study 1, 2, and 3) and other studies of 

audio-enhanced educational tools is the amount of active control over the sounds 

themselves. For this dissertation, the sound designs were specifically chosen to highlight 

content teachers identified in the interviews and to leverage mappings based on prior work 

in sonification and auditory displays. This meant that the sounds were specifically designed 

to represent a numerical value, a concept, or categorical information, instead of being 

parameter-mapped sonifications (which would change the sound as the input values 
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changed: e.g., a dynamic increase in mass would result in a dynamic pitch decrease). While 

the Study 3 participants were the ones directing their exploration, tool use, and 

interpretation of the sounds, they were not involved in the creation of those sounds, nor 

were they actively involved in uncovering/discovering the exact nature of the mappings 

related to the data relationships (due, in part, to the study goals and the design of the 

activity). 

Other work with simulations and interactive learning tools has looked at different 

ways to add sound to enhance learning for accessibility purposes (Lahav et al., 2016; Levy 

& Lahav, 2012; T. L. Smith et al., 2017). Prior work with adding sonification to the PhET 

simulations has focused on leveraging this exploration of the sound by learners, particularly 

since these simulations are built to use implicit scaffolding to support immediate 

exploration and interaction from learners (Podolefsky et al., 2013). Sounds for the PhET 

simulations are designed a variety of ways, through expert teacher feedback, iterative sonic 

information design (Winters et al., 2019), and numerous formative and summative 

evaluations (Tomlinson, Batterman, et al., 2018; Tomlinson, Kaini, et al., 2019; 

Tomlinson, Walker, et al., 2019, 2020).  

Evaluations for the sound designs integrated into the PhET simulations are more 

similar to Study 2 in this dissertation: they are focused directly on understanding 

interpretation, preference, and usability of the sounds. One key difference is that 

evaluations for PhET simulations need to focus on the ability of a learner to quickly explore 

changes in the sound mappings and to create a mental model of those representations. 

Often, learners can rely on these sounds with a visual (numerical, animation, or ad-hoc 

interaction) representation, but as the initial purpose of these sounds was to support non-
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visual access in combination with other speech feedback, their immediacy of interpretation 

is quite important (T. L. Smith & Moore, 2020; Tomlinson, Walker, et al., 2020). 

For the PhET simulations, learners interact, change values, and observe changes to 

the model after that interaction. In this process, they build knowledge of cases and 

relationships that the sounds represent. Participants in Study 3 did not have this same type 

of experience; they were oriented to the Universe Sandbox, given a short introduction to 

the sound mappings, and then immediately began the activity. The goal was not to explore 

and uncover the sound mappings, but instead to rely on those sounds as a secondary means 

to explore the information about the planets and to make comparisons between those sound 

mappings. That is not to say that one type of interaction is necessarily better or worse. 

Someone could easily modify Study 3 to instead have learners work to build that type of 

knowledge during exploration; however, it was not the purpose of this dissertation, so the 

activity was thusly structured.  

No matter the experience, the breadth of recent work exploring the integration of 

sound and other non-visual modalities (e.g., speech) into simulations has presented 

numerous cases supporting the benefit of sounds in such technology. Sounds could be 

integrated for additional representation methods, for accessible ad-hoc feedback, and even 

as a way to support student observation and data-collection for other classroom activities 

or experiments. The limits of sound are not restricted to particular cases, and while sound 

has been historically used for accessibility (L. M. Brown et al., 2002; L. M. Brown & 

Brewster, 2003; Davison, 2013; Kramer, 1994; Tomlinson, Batterman, et al., 2016; Walker 

& Nees, 2011), the results of these dissertation studies and other work with interactive 

simulations (Tomlinson, Walker, et al., 2019) should encourage the community to branch 
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out. We are beyond the need to rely on typical ideas of sonification (i.e., solely for 

accessibility) and should integrate them more thoroughly into a variety of activities with 

varying levels of learner control, use, and even autonomy in sound design. 

7.2 Sound Literacy 

Generally, people have less experience with sound and talking critically about sound. 

For studies where sound represents a central modality, participants may struggle to discuss 

or feel confident discussing sounds. Building someone’s knowledge of sound and sound 

literacy could directly influence how they interact with sound in everyday situations; it may 

also influence student learning experiences by providing additional means of exploration 

and context for students to situate individual, pair, and group learning activities.  

Sound literacy, and general understanding of sound in classroom environments could 

come from a few different areas. For example, both the Georgia Standards (Georgia 

Department of Education, 2016) and the Next Generation Science Standards (National 

Research Council, 2013) require students to understand properties of sound waves. Other 

students may have the opportunity to learn about sound through a variety of music classes. 

However, exposure to these concepts does not guarantee learners will have a thorough 

understanding about sound or the terminology used to have discourse about it.  

Even in our everyday environments, as much as people are generally exposed to (and 

rely on) sound, most do not spend time critically thinking about or analyzing sounds around 

them. The auditory system is amazing at parsing the sounds we hear, and helps us 

contextualize the world around us (Bregman, 1994). However, there is a general lack of 

critical analysis and discussion about these sounds. Culturally, we have focused on 
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integrating this analysis into our visual environment; people can identify designs they like, 

phone app layouts which are easy to use or familiar, and have a basis in the language needed 

to discuss them. Unfortunately, this ubiquitous knowledge is not true of audio. Much of 

this knowledge is specific to fields like Foley sound design (Ament, 2014; Hug & 

Misdariis, 2011; Taylor, 2017), movie soundtrack design (Hillman & Pauletto, 2014), and 

video game design (Alves & Roque, 2010; Rogers, 2017; Tan et al., 2010). Understanding 

best practices for adding this knowledge into educational curricula is still a recent effort 

(Kemper, 2014). Addressing this expansion of knowledge and understanding of sound 

terminology, sound design, and critical analysis of audio in our environment is the goal of 

a recent Coursera Course (Tomlinson, Moore, et al., 2020).  

Integrating sound literacy into the classroom has the potential to support many 

learners. Sound can help students with impairment actively explore information they may 

not otherwise have access to in a classroom environment (Tomlinson, Kaini, et al., 2019), 

and can be useful for a more diverse group of learners (Tomlinson, Batterman, et al., 2018). 

Sound can leverage different metaphors to support student engagement (Antle et al., 2008; 

Bakker et al., 2009). Purposefully-designed, thoughtful sounds can support more than this: 

interactive sounds and sonification can support data exploration (Grond & Hermann, 

2014); independent collection of data in classroom experiments (Lahav et al., 2016); and 

additional visualization methods (L. M. Brown et al., 2002; Diaz-Merced et al., 2011; 

Ramloll et al., 2001, 2000). Educational environments (formal and informal) should 

seriously consider the benefits and the current difficulties related to sound literacy, as 

integration of these ideas into learning contexts would provide another means to support 

independent student learning. 



 143 

7.3 When is VR or Audio Particularly Relevant?  

Since the early days of VR, its potential for supporting immersive environments has 

excited researchers (Steuer, 1992), and this idea is still being explored today (Allcoat & 

von Mühlenen, 2018). Understanding when VR and audio are supportive of learning 

environments is an important consideration for researchers, teachers, and school districts.  

This dissertation evaluated a few important application areas for educational 

technology; in particular, within Study 3, it focused on learner use of PC simulations, VR 

simulations, and auditory displays (Studies 1 and 2 evaluated these displays as well). In 

general, the PC simulations were successful at supporting opportunities for learning in 

Study 3. Learners in the two PC conditions did show an increase from their prior knowledge 

levels of the solar system concepts in the post-activity questionnaires. The VR simulation 

conditions were also successful at supporting opportunities for learning, and the difference 

in simulation media led to higher levels of physical and cognitive engagement. Learners in 

the audio conditions also had higher intrinsic motivation and higher cognitive engagement 

scores than the other groups. Evaluating differences in the between the two VR groups 

demonstrated an additional effect of the audio: the VR – audio group had higher physical 

engagement and relied less on the visual representations than the VR – no-audio group.  

Studies 1 and 2 evaluated the design of the solar system sonification. That 

sonification was created initially as an informal learning experience for a planetarium. 

Planetarium shows typically rely on spoken description to scaffold an audience member’s 

visual experience. Study 1 evaluated the audience’s experience at a planetarium show 

including a combination of visuals, spoken description, and non-speech audio. Many 
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audience members had positive reflections about the information, and described how it 

made them consider aspects of the solar system differently (Tomlinson et al., 2017). Study 

2’s focus was on a couple of things: evaluating the ability for sound to directly influence 

learner knowledge and supporting the creation of a scale to measure audio user experience. 

Study 2 found that learners did have an increase in accuracy from the pre- to post-test, and 

provided a basis for the creation of the BUZZ scale (Tomlinson, Noah, et al., 2018).  

Most educational auditory displays are created with the purpose of supporting 

learners with vision impairment (Bonebright et al., 2001; Walker & Nees, 2011), and some 

additionally use audio as a means to further engage students (Paterson et al., 2010). While 

many in the auditory display community have long-discussed and presented research on 

the ability of sound to support a general audience (Kramer et al., 1999), the broader 

scientific community has not integrated this into their own work (Nees, 2018). The auditory 

display research community has also reported the potential for these displays to improve 

recognition and recall (Flowers, 2005), as well as engagement (Upson, 2001, 2002). The 

positive results of Studies 1 and 2 led to the final design of Study 3, as a more 

comprehensive evaluation directly comparing a visual-only and audio-enhanced learning 

tool had not been completed at this level previously.  

While Study 3 found that the VR versions of the simulation had a positive impact on 

the learners, other factors (such as the financial cost associated with integrating these types 

of tools into the classroom) should be considered. The cost of professionally-available, 

commercial headsets has drastically reduced over the last few years, due to improvements 

in technology and their wider availability to a general audience (e.g., the Vive Cosmos is 
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$6997; the Oculus Quest is $4998). Many of them no longer require a hardwired connection 

to a computer (e.g., the Vive has a wireless adapter kit9); some require no additional 

hardware at all (e.g., the Oculus Go10). However, expecting school districts to use large 

portions of their budget for sophisticated VR headsets on the hope of using visual-only 

simulations may be unreasonable (Neelakantan, 2019). Additional barriers might include 

things like technical support from school staff and availability of materials for teacher 

curriculum planning. The positive impact of the combination of the VR and audio could 

tip the scales in favor of VR, as that combination led to the highest levels of physical 

engagement, cognitive engagement, and motivation. In cases where VR classroom 

integration is not available, Study 3 also confirms the positive effect of the PC – audio 

simulation on student learning opportunities, making it a reasonable solution in the 

meantime.  

 Additionally, the results of these three studies support the overall positive effect of 

audio on learning experiences. Audio should be integrated into a variety of materials, 

including informal learning experiences (such as museums or aquariums, which have some 

history of auditory display for accessibility purposes (Bruce & Walker, 2010; Jeon et al., 

2012; Walker et al., 2006)), classrooms (Tomlinson, Batterman, et al., 2016), individual 

learning activities (Zhao et al., 2005), data analysis (Flowers et al., 2005), and even 

paired/group activities (Gaver et al., 1991). Audio has the potential for supporting higher 

levels of cognitive engagement, physical engagement, intrinsic motivation; it can also be 

 
7 https://www.vive.com/us/product/vive-cosmos/overview/ 
8 https://www.oculus.com/quest/?locale=en_US 
9 https://www.vive.com/eu/accessory/cosmos-wireless-adapter-attachment-kit/ 
10 https://www.oculus.com/go/ 
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used as a primary means of supporting access for learning (Batterman & Walker, 2012), 

for fun (Batterman et al., 2013), and also for everyday tasks (Tomlinson, Schuett, et al., 

2016). Even if VR is not widely-integrated into classroom learning experiences, audio and 

auditory displays could (and should) be added to support learners.  

7.4 Multimedia Principle 

Many educational tools have used the multimedia principle to engage students in 

innovative activities with the hope of creating circumstances which support better learning 

and problem-solving; however, there has been a distinct lack of evaluation for non-speech 

auditory displays under the principle. 

The multimedia principle, first presented by Mayer (2002a, 2002b), has impacted the 

education community significantly over the last twenty years (for example, his Psychology 

of Learning and Motivation paper has over 11,700 citations11). One concern about 

integrating multimedia experiences into educational tools could be the impact on cognitive 

load (Low et al., 2010; Low & Sweller, 2014), and more particularly, a significant change 

to germane cognitive load, which is necessary for learning (Sweller, 2011).  

Across all three studies, a multimedia environment was used to present the 

information. For Studies 1 and 2, three layers of information were presented: visual, non-

speech audio, and speech; these three layers worked together to scaffold learner experience 

so they did not have to rely on just one media or the other. Participants in these studies did 

not complain about being overwhelmed by the amount of information, and even in the more 

 
11 https://scholar.google.com/citations?hl=en&user=o5doXYoAAAAJ&view_op=list_works 
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complex representations (Study 2’s planetary perspective) could still easily interpret the 

information to correctly answer questions. Study 3 also found that participants had high 

accuracy for interpreting the sonifications, and at the same time, the audio conditions did 

not have any significant difference in overall usability. 

This follows the different theoretical perspectives on human cognition for these 

multiple types of media. Dual Coding Theory (Clark & Paivio, 1991) has previously noted 

differences in verbal and non-verbal processing, which is in line with Wickens’ Multiple 

Resource Theory (Wickens, 2008) and even Baddeley’s separated working memory types 

based on sensory modality (Baddeley, 1992, 2010). Research building on the multimedia 

principle has focused on text (Dubois & Vial, 2001), narration (Harskamp et al., 2007), 

animations (M. Liu et al., 2008), and video (S. H. Liu et al., 2009). This dissertation 

addresses a major gap in multimedia research, by investigating non-speech audio, which 

(based on multiple cognition theories) should be able to support learning. Studies 1, 2, and 

3 all provide evidence for the potential of non-speech audio to enhance learning, both with 

speech (Studies 1 and 2) and without (Study 3). The positive results of these studies should 

encourage researchers, designers, and educators to integrate non-speech audio into 

educational technologies as a new step forward for the multimedia principle. 

7.5 Evaluating Auditory User Experience 

Standardized evaluations make it easier to compare between multiple sound designs 

and select the best mappings. These evaluations also provide feedback about how learners 

may feel about the aesthetics, learnability, and give insight to their overall comprehension 

of the design mappings. 
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Measures of auditory user experience typically have been subject or application 

specific. Usually, these evaluations rely on individual (or a handful) of Likert or Likert-

type questions. The problem is that without any standardization, like there has previously 

been within the HCI community (UMUX (Finstad, 2010), SUS (Lewis & Sauro, 2009), 

UMUX-Lite (Lewis et al., 2013), or SUPR-Q (Sauro, 2015)), it is difficult to know how 

successful the design of one auditory display is compared to another or whether iterations 

on a design clearly affect or change the user’s perception.  

 Study 1 worked to develop an initial version of the audio user experience questions. 

Instead of following the typical scale design steps, each item in this evaluation was chosen 

based on similarly designed scales from visually glanceable displays (Matthews et al., 

2007). As the planetarium audience would have only a brief amount of time listening to 

the sounds, leveraging these previous evaluations of ephemeral displays fit more closely 

than other typical usability evaluations. A few additional questions probed listeners to 

report their aesthetic responses, in order to understand the effect of aesthetics and 

enjoyment on interpretation and ease of use. 

 After completing Study 1, Study 2 focused on evaluating the solar system 

sonification through both an experiential perspective and its ability to support learning. It 

was important to validate whether or not listeners could listen through the sonification and 

interpret the underlying information in each display section. The first version of BUZZ, 

the audio user experience scale, was created for this study, to measure the effectiveness, 

usability, and overall aesthetic appeal of the display (Tomlinson, Noah, et al., 2018). While 

general usability or user experience scales could sufficiently measure a listener’s 

experience, interactions with auditory displays may vary, and not always be easily 
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comparable through something like UMUX (anecdotal feedback from study participants 

and other auditory display evaluations highlighted the need for a scale which better fits the 

audio context). BUZZ was created to address this need. Study 2 had two separate sets of 

auditory displays which were evaluated (the solar system perspective and the planetary 

perspective), and overall, two to three factors were found for the scale.  

Study 2 presented preliminary work in the development of a measure of audio user 

experience, although a finalized version has not been released. This version of BUZZ was 

expanded to include more questions for Study 3 (which is more aligned with typical scale 

design studies). With the small sample of participants who used the audio-enhanced 

simulations in Study 3, an updated scale is not yet viable; however, additional work in the 

Sonification Lab is ongoing, and an updated scale should be available soon. The auditory 

display community has continued this dialog (regarding the development of a measure for 

audio user experience) through ongoing discussions at workshops and conferences 

(Tomlinson, Holthausen, et al., 2019). Future work in sonification, auditory display, and 

sound-enhanced multimedia should integrate the evaluation of auditory user experience 

into any evaluation. 

7.6 What is Engagement, Really?  

Engagement is a construct which may have significant influence on how students use 

and learn from an educational technology in classroom and non-classroom contexts. 

Understanding which types of engagement should be measured for particular applications 

and scenarios will help inform study design and potentially reduce study complexity.  
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At the beginning of this dissertation, the background and prior work reviewed a 

variety of previous definitions, measurements, scales, and use contexts for the term  

“engagement.” As stated previously, engagement encompasses multiple levels or types: 

cognitive, intellectual, physical, emotional, academic, and social; engagement could also 

include or be influenced by factors like interest, effort, motivation, self-efficacy, time on 

task, or willingness to participate (Appleton et al., 2008; Fredricks et al., 2004; Pintrich & 

De Groot, 1990; Shernoff & Csikszentmihalyi, 2009).  

Study 3 included a variety of measures from the fields of learning sciences, 

education, and HCI, with the goal of understanding which types of measures and tools are 

useful for evaluating different learners’ experiences with interactive simulations. Some of 

the aforementioned engagement sub-categories were not relevant to this particular study 

context (e.g., social), and were not measured. Other types that have been previously 

studied, such as emotional engagement (Alexander et al., 2016; Fredricks et al., 2004; 

Yazzie-Mintz, 2007), were measured (e.g., using PANAS (Watson et al., 1988)), but no 

differences were found between groups at both the pre- and the post-activity time points. 

This lack of difference prompts an interesting question of the educational technology 

community: while some types of engagement have historically mattered in understanding 

student educational experiences, do they always matter, or are there cases where they can 

be omitted from future studies? Potentially, factors such as emotional engagement are 

important to students in a classroom context, where learners are situated within schools, in 

a larger community of other students, teachers, and administrators. Or, it may matter more 

in pair or group activities, where social engagement could affect learner experiences.  
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Measuring the components of engagement (and motivation, etc.) are crucial to 

actually evaluating and understanding differences in learner experiences. However, the 

individual factors which affect learners may differ between contexts. Educational 

technology researchers have traditionally measured many of these factors in classroom 

evaluations, school-wide surveys, and to a lesser extent, lab studies. The results of Study 

3, particularly the lack of difference between some of these measurements (e.g., emotional 

engagement, some motivational components, science anxiety) for the different conditions 

might suggest a need to critically analyze which components are included in future 

evaluations. Certainly, including validated surveys and scales provided necessary 

measurements to explore between-group differences; however, they did take up a large 

portion of the study session, limiting the length of the exploration activity.  

Future work in all educational technology evaluations should explore whether this is 

consistent across other contexts: should all components of engagement be measured, or are 

there pieces which can be removed due to the study constraints, technological factors, 

activity differences, or for other reasons? Building this knowledge may help reduce the 

amount of time and effort needed to recruit participants for longer studies, when a shorter, 

more succinct evaluation may be sufficient. This could also inform evaluations completed 

at a school or classroom level, making it easier to complete in situ educational technology 

studies. 

7.7 Conclusion 

This dissertation has explored the design and evaluation of a solar system 

sonification (Studies 1 and 2), a foil to the typical visual means used to convey astronomy 
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information to an audience. The planetarium show and the lab evaluation were used to 

validate the mappings later included in Study 3. 

It has also contributed new knowledge on how to measure multiple components of 

engagement, particularly for interactive simulations. It has compared different quantitative 

measures (validated scales from education research) and qualitative observational 

differences from video coding. Study 3 presented a structured lab study comparing learner 

experiences between four different types of simulations (PC – no-audio, PC – audio, VR – 

no-audio, and VR – audio). Overall, learners in the VR conditions had higher levels of 

cognitive and physical engagement than the PC conditions. Learners in the multimodal 

condition had higher scores for motivation and cognitive engagement than the no-audio 

condition.  

Building from Studies 1 and 2, Study 3 provides additional evidence for the 

usefulness of non-speech audio (sonification) as an additional layer in the multimedia 

principle. It also demonstrates the usefulness of VR learning experiences, particularly when 

multimodal support is available. Finally, this thesis presented preliminary work for the 

development of a validated scale for auditory user experience (BUZZ). Overall, the results 

of these studies assert the need for greater inclusion of well-designed, validated auditory 

displays as a multimodal component of formal and informal learning experiences. 
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APPENDIX A. SCIENCE TEACHER INTERVIEWS 

A.1  Semi-structured Question Guide 

1. Can you tell me about your teaching background?  

2. (If they need suggestions on where to start talking) Expanding on the survey?  

3. What astronomy or space-related concepts are the students you teach tested on? 

4. Can you give some examples? 

5. Can you give a detailed example? 

6. How do you initially introduce these topics? 

7. Do you start with teaching Universe/Galaxies then move to Solar System or is it 

the opposite? 

8. How do you structure building the knowledge of the solar system? 

9. What aspect of the Solar System do you start with? 

10. **Can you describe the structure you follow for how you teach the solar system?** 

11. (Ask for as many details as possible – this is the main focus of the task analysis)  

12. Ask for a run-through of the lesson plan and activities 

13. Ask about the order of details taught, or the types of details chosen 

14. What concepts confuse students the most? 

15. How do they confuse the things you mentioned before? 

16. What misconceptions do students have most commonly? 

17. What strategies do you use to fix these misconceptions? 

18. Is there any other information about teaching astronomy that you would like to 

share with us? 

A.2  Demographics Questions 

1. How many years have you taught? 

2. Did you have an undergraduate major or minor in any of the following subjects? 

a. Biology or life science 

b. Chemistry  

c. Physics 

d. Geology or earth science 

e. Astronomy or space science 

f. Mathematics 

g. Elementary or secondary education 

h. Other(s): _____________________ 

3. Have you completed graduate coursework in any of the following subjects? 
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a. Biology or life science 

b. Chemistry  

c. Physics 

d. Geology or earth science 

e. Astronomy or space science 

f. Mathematics 

g. Elementary or secondary education 

h. Other(s): ______________________________ 

4. Do you have any other background which helped to prepare you for teaching? 

5. What grade(s) do you teach now? 

6. What grade(s) have you taught? 

7. What subject area(s) do you teach currently? 

8. What subject area(s) have you taught previously? 

9. How frequently do you update your teaching curriculum? 

10. What general teaching methods do you use?  

a. Lectures 

b. Small-group work 

c. Group or individual projects 

d. Whole-class activities 

e. In class reading 

f. Using internet materials 

g. Lab activities 

h. Demonstrations 

i. Other(s): _______________________ 

11. What are the top 3 teaching methods you use? 

12. What types of assessment do you give to your students?  

a. Homework 

b. Quizzes 

c. Tests 

d. Presentations 

e. Projects 

f. Other(s): _______________________ 

13. What are the top 3 assessment methods you use? 

14. What types of teaching materials do you use in the classroom?  

a. Textbooks 

b. Other books 

c. Videos (DVDs or internet) 

d. Field trips 

e. Diagrams 

f. Whiteboard or blackboard 

g. Electronic smart board 
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h. Websites 

i. Tablet applications (e.g. iPad) 

j. Smartphone applications 

k. Personally-developed materials 

l. Adapted teaching materials 

m. Physical models 

n. Assistive technologies 

o. Labs activities 

p. Demonstrations 

g. Other(s): _____________________ 

15. What are the top 3 teaching materials you use in the classroom? 
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APPENDIX B. MISCONCEPTION IDENTIFIER SURVEY 

B.1  Misconception Survey Questions 

Each question asks for an answer then a confidence rating, like: 

(Question Text)? 

Answer:  

How confident are you, on a scale of 1 to 5, in that answer? ______ 

(1= I completely guessed/I am not confident at all, 

2 = I am mostly not confident, 

3 = I was about half-confident, 

4 =I am mostly confident, 

5=I did not guess at all/I am completely confident) 

 

1. How many planets are in the solar system? 

2. What are the names of the planets? 

3. What is the order of the planets? 

4. List the planets in order from smallest to largest diameter. 

5. Are there any other natural orbiting bodies in the solar system between two 

consecutive planets?  If so, what? 

6. What are the main categories for planets based on composition? 

7. What are some distinctive characteristic(s) about Mercury? 

8. What are some distinctive characteristic(s) about Venus? 

9. What are some distinctive characteristic(s) about Earth? 

10. What are some distinctive characteristic(s) about Mars? 

11. What are some distinctive characteristic(s) about Jupiter? 

12. What are some distinctive characteristic(s) about Saturn? 

13. What are some distinctive characteristic(s) about Uranus? 

14. What are some distinctive characteristic(s) about Neptune? 

15. Which planets have rings? List them, if any. 

16. Which planets have moons? List them, if any. 

17. What is Pluto categorized as? 

18. What is the Sun? 

19. What is gravity, and why is it important to the solar system? (Please write a 

complete sentence) 

20. What causes seasons on Earth? (Please write a complete sentence) 
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21. What effect does the Sun have on Earth, if any? (Please write a complete 

sentence) 

22. What effect does the Moon have on Earth, if any? (Please write a complete 

sentence) 

23. What effect does the Earth have on the Moon, if any? (Please write a complete 

sentence) 

24. What causes the phases of the moon? (Please write a complete sentence) 

25. What is an orbit? 

26. What is the difference between a planet’s rotation and revolution? 

27. On the back of this sheet of paper, draw to scale and as accurately as possible 

your own picture of the solar system.  

28. Why did you draw the solar system the way you did? Or, did you have a reason 

for the representational style you chose?  

 

B.2  Exit Survey Questions 

1. Gender? 

a. Male     ______ 

b. Female ______ 

2. Age? 

3. Major(s)? 

4. Minor(s)? 

5. What is the last class or grade in which you remember learning about space? 

6. What informal learning activities do you enjoy? 

a. Museums 

b. Zoos 

c. Aquariums 

d. Planetariums 

e. Interactive Science Centers 

f. Other(s): __________________________________ 

7. Do you watch any of these television channels or shows? 

a. Cosmos  

b. NASA TV 

c. Discovery channel 

d. Science channel 

e. Billy Nye 

f. Other(s): __________________________________ 

8. Do you follow other science news? 
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a. On Facebook 

b. On Twitter 

c. Online news sources 

d. Space magazines/websites 

e. Other(s): __________________________________ 

9. Have you ever attended a summer camp or a STEM (Science, Technology, 

Engineering, or Math) outreach day? 

10. In the past, have you ever completed a research project for a science class on 

space? 
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APPENDIX C. SOLAR SYSTEM SONIFICATION 

C.1  Recording 

Recording available at: https://youtu.be/N_w7ST4rkW8?t=30s 

C.2  Script Outline 

• Short introduction and explanation of sonification [1 min.] 

• Introduction & brief verbal overview of the planets (details selected where 

appropriate), to provide contextual situation and introduction to them in case the 

participant had no prior knowledge: location, size, rotation pattern, temperature, 

atmosphere, orbital period (revolution time), moons, rings. Each planet’s mass 

sonification was played at the same time as the verbal intro. [5.5 min.] 

o Mercury 

o Venus 

o Earth 

o Mars 

o Asteroid Belt (used as delimiter between inner [planets before this item] 

and outer planets [planets after this item]) 

o Jupiter 

o Saturn 

o Uranus 

o Neptune 

• Sonification Model Part 1: includes comparisons to help introduce the scaling. 

o Mass: pitch-based [CITE previous work] [2.5 min.] 

▪ Mass of all the planets 

▪ Earth only 

▪ Mercury only 

▪ Venus only 

▪ Mars only 

▪ Jupiter only 

▪ Earth and Jupiter 

▪ Saturn and Jupiter 

▪ Uranus and Neptune 

▪ Earth, Uranus, Neptune 

▪ All planets again 

https://youtu.be/N_w7ST4rkW8?t=30s
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o Length of day: a ‘beating’ or ‘pulsing’ sound representing day and night 

for each planet [cite something]. [4 min.] 

▪ Earth only 

▪ Mercury only 

▪ Venus only 

▪ Mercury and Venus 

▪ Earth again 

▪ Mars 

▪ Mars and Earth 

▪ Jupiter  

▪ Saturn 

▪ Uranus  

▪ Neptune 

▪ All inner planets  

▪ All outer planets 

▪ All planets 

o Length of year: spatial audio of the planet’s location moving around the 

listener (panning through headphones). [2.5 min.] 

▪ Mercury 

▪ Venus 

▪ Earth 

▪ Mars 

▪ All inner planets 

▪ Jupiter (new reference point) 

▪ Saturn 

▪ Uranus 

▪ Neptune 

• Alternate distance from the sun mapping: pitch-shifting a rocket-ship’s speed to 

represent increasing amount of distance. [3 min.] 

• Sonification Model Part 2: includes details specific to each planet, such as 

presence of moons, rings, temperature, composition (terrestrial vs. gas) [8 min.] 

o Mercury: mean temperature, composition, gravitational strength  

o Venus: mean temperature and composition 

o Earth: moon, gravitational strength 

o Venus: gravitational strength 

o Earth: composition and temperature 

o Mars: moons, gravitational strength, mean temperature, composition 

o Jupiter: gravitational strength, rings, moons, composition, mean 

temperature 
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o Saturn: rings, moons, gravitational strength, composition, mean 

temperature 

o Uranus: rings, moons 

o Earth, Saturn, Neptune gravitational strength 

o Neptune: rings, moons 

o Uranus composition and mean temperature 

o Neptune composition and mean temperature 

o Temperature ranges for all planets presented serially 

C.3  Planetarium Survey Questions 

Instructions: Please circle the number that best represents your thoughts!  

 

Part 1: Solar System View [information like size, length of day, rotation direction, 

length of year]  

1.    How helpful were the sounds? 

Very 

unhelpful 
Unhelpful 

Somewhat 

unhelpful 

Somewhat 

helpful 
Helpful Very helpful 

1 2 3 4 5 6 

2. How interesting were the sounds? 

Very 

uninteresting 
Uninteresting 

Somewhat 

uninteresting 

Somewhat 

interesting 
Interesting 

Very 

interesting 

1 2 3 4 5 6 

3. How pleasant were the sounds? 

Very 

unpleasant 
Unpleasant 

Somewhat 

unpleasant 

Somewhat 

pleasant 
Pleasant 

Very 

pleasant 

1 2 3 4 5 6 

4. How easy was it to understand the sounds? 

Very 

difficult 
Difficult 

Somewhat 

difficult 

Somewhat 

easy 
Easy Very easy 

1 2 3 4 5 6 

5. How relatable were the sounds to their ideas? 

Very 

unrelatable 
Unrelatable 

Somewhat 

unrelatable 

Somewhat 

relatable 
Relatable 

Very 

relatable 
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1 2 3 4 5 6 

Part 2: Planetary View [information like the moons, rings, temperature, planet type, 

and gravity]  

1. How helpful were the sounds? 

Very 

unhelpful 
Unhelpful 

Somewhat 

unhelpful 

Somewhat 

helpful 
Helpful Very helpful 

1 2 3 4 5 6 

2. How interesting were the sounds? 

Very 

uninteresting 
Uninteresting 

Somewhat 

uninteresting 

Somewhat 

interesting 
Interesting 

Very 

interesting 

1 2 3 4 5 6 

3. How pleasant were the sounds? 

Very 

unpleasant 
Unpleasant 

Somewhat 

unpleasant 

Somewhat 

pleasant 
Pleasant 

Very 

pleasant 

1 2 3 4 5 6 

4. How easy was it to understand the sounds? 

Very 

difficult 
Difficult 

Somewhat 

difficult 

Somewhat 

easy 
Easy Very easy 

1 2 3 4 5 6 

5. How relatable were the sounds to their ideas? 

Very 

unrelatable 
Unrelatable 

Somewhat 

unrelatable 

Somewhat 

relatable 
Relatable 

Very 

relatable 

1 2 3 4 5 6 

Part 3: Overall Composition [the last part of the show] 

1. How helpful were the sounds? 

Very 

unhelpful 
Unhelpful 

Somewhat 

unhelpful 

Somewhat 

helpful 
Helpful Very helpful 

1 2 3 4 5 6 

2. How interesting were the sounds? 

Very 

uninteresting 
Uninteresting 

Somewhat 

uninteresting 

Somewhat 

interesting 
Interesting 

Very 

interesting 

1 2 3 4 5 6 
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3. How pleasant were the sounds? 

Very 

unpleasant 
Unpleasant 

Somewhat 

unpleasant 

Somewhat 

pleasant 
Pleasant 

Very 

pleasant 

1 2 3 4 5 6 

4. How easy was it to understand the sounds? 

Very 

difficult 
Difficult 

Somewhat 

difficult 

Somewhat 

easy 
Easy Very easy 

1 2 3 4 5 6 

5. How relatable were the sounds to their ideas? 

Very 

unrelatable 
Unrelatable 

Somewhat 

unrelatable 

Somewhat 

relatable 
Relatable 

Very 

relatable 

1 2 3 4 5 6 

Free response: 

1. Was there anything you really liked or disliked? 

2. Did you have a favorite sound or set of sounds? 

3. Based on what you know about the planets, do you think they were correctly 

represented through sound? 

4. How did listening to the planets make you feel? 

5. Did your understanding about the solar system change? If yes, how? 

6. Did this help you appreciate more about our solar system? 

7. Was there something you didn’t know before that you learned tonight? 

8. Age: ____    

9. Are you a student?  ___ No  ___Yes  

a. If yes, what is your grade level? ___  

10. If you feel comfortable sharing, what school do you go to? _______ 
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APPENDIX D. LISTENING ACTIVITY MATERIALS 

D.1  Pre/Post Test 

Start of Block: Block 1 

Q1a List the names of the planets in order from closest to farthest from the sun. 

________________________________________________________________ 

 

Q1b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all  

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

End of Block: Block 1 

 

Start of Block: Block 2 

Q2a Rank the planets in order from smallest to largest diameter. 

______ Earth  

______ Jupiter  

______ Mars  

______ Mercury  

______ Neptune  

______ Saturn  

______ Uranus  

______ Venus  
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Q2b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all  

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

Q3a What are the two main categories for planets based on composition? 

________________________________________________________________ 

 

Q3b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all 

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

Q4a Which planets have rings?  

▢ Earth  

▢ Jupiter  

▢ Mars  

▢ Mercury  

▢ Neptune  

▢ Saturn  

▢ Uranus  

▢ Venus  
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Q4b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all 

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

Q5a What causes the seasons on Earth?  

Axis tilt and the varying altitude of the Sun  

Distance from the Sun  

Global warming  

Rotation speed  

 

Q5b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all  

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

Q6a What is the difference between a planet's rotation and revolution? 

Revolution Rotation 

______ When a planet or moon turns all the 

way around or spins on its axis one time. 

______ When a planet or moon turns all 

the way around or spins on its axis one 

time. 

______ When a planet or moon travels 

once around an object. 

______ When a planet or moon travels 

once around an object. 
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Q6b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all  

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

Q7a What causes the phases of the moon? 

The day of the month  

The position of the Earth in its orbit around the sun  

The angle we see the sunlit side of the moon as it revolves around the Earth  

The Earth is blocking different amounts of light from the sun  

 

Q7b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all  

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

Q8a What is gravity, and why is it important to the Solar System? 

________________________________________________________________ 

 

Q8b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all  

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  
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Q9a What are some distinctive characteristics about Venus?  

▢ Closest in size to Earth  

▢ No atmosphere  

▢ No magnetic field  

▢ Opposite rotation (spins backwards)  

▢ Closest planet to the Sun  

▢ Hottest planet  

▢ Gas planet  

▢ Has faint rings  

 

Q9b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all  

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  
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Q10a What are some distinctive characteristics about Uranus? 

▢ Farthest planet from the Sun  

▢ 27 moons  

▢ Rotates horizontally  

▢ Great dark spot  

▢ Has a solid core  

▢ Ice giant  

▢ Shortest day 

▢ Irregular magnetic field  

 

Q10b On a scale of not confident (1) to completely confident (5), how confident are you in 

that answer? 

1 = I completely guessed/I am not confident at all 

2 = I am mostly not confident  

3 = I am about half-confident  

4 = I am mostly confident  

5 = I did not guess at all/I am completely confident  

 

End of Block: Block 2 
 

D.2  Listening Activity Questionnaire 

Part 1 Questions: Solar System View [information like size, length of day, rotation 

direction, length of year]  
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Instructions Part 1: 

Please open the link at the bottom of this page in a separate tab. Listen up until around 

16:30 and then pause the video & answer the questions on the next page. 

  https://youtu.be/N_w7ST4rkW8?t=30s 

 

Scale Ratings: BUZZ 

For the sounds in the previous section representing size of the planet, length of day, rotation 

direction, and length of year, please rate how you agree or disagree with the following 

statements. 

 

(Ratings: Strongly Disagree, Disagree, Somewhat disagree, Neither agree nor disagree, 

Somewhat agree, Agree, Strongly Agree) 

1. The sounds were helpful.  

2. The sounds were interesting.  

3. The sounds were pleasant.  

4. The sounds were easy to understand.  

5. The sounds were relatable to their ideas.  

6. It's easy to match these sounds to their meanings.  

7. It's difficult to understand how the sounds changed from one variable to the next, 

or one planet to the next.  

8. Please select "Somewhat disagree."  

9. It's fun to listen to these sounds.  

10. It's boring to listen to these sounds.  

11. It was confusing to listen to these sounds.  

12. It was easy to understand what each of the sounds represented. 

Scale Ratings: UMUX  

Thinking about the sounds you just listened to for the first section, please rate how much 

you think the sounds could help you compare one planet to another (for size of the planet, 

length of day, rotation direction, and length of year). 

 

(Ratings: Strongly Disagree, Disagree, Somewhat disagree, Neither agree nor disagree, 

Somewhat agree, Agree, Strongly Agree) 

1. These sounds' capabilities meet my requirements.  

2. Using these sounds is a frustrating experience.  

3. These sounds are easy to use.  

4. I have to spend too much time correcting things with these sounds. 

Free Response: 

Any comments? (i.e., are there any other sounds you think would better represent size of 

the planet, length of day, rotation direction, and length of year) 

 

Multiple Choice:  

1. Which planet has the longest day?  (Mercury, Venus, Earth, Mars, Jupiter, Saturn, 

Uranus, Neptune) [select one] 

https://youtu.be/N_w7ST4rkW8?t=30s
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2. Which planets have the shortest days? (Mercury, Venus, Earth, Mars, Jupiter, 

Saturn, Uranus, Neptune) [select multiple] 

3. How does Uranus rotate? (clockwise, counterclockwise, rolling on its side) 

[select one] 

4. Which planet is most like Earth in size? (Mercury, Venus, Earth, Mars, Jupiter, 

Saturn, Uranus, Neptune) [select one] 

Free Response: 

1. List one detail from the first section that you did not know before. 

2. List one sound from the previous section that you really liked. 

3. List one sound from the previous section that you disliked. 

 

Part 2: Planetary View [information like the moons, rings, temperature, planet type, and 

gravity]  

 

Instructions Part 2: 

Instructions: restart the video (around 19:10 - or open the video 

here https://youtu.be/N_w7ST4rkW8?t=19m10s ) and listen to the second half of the 

video. Once the second section is over (around 29:50) please pause the video and answer 

these questions. 

 

Scale Ratings: BUZZ 

For the sounds in the previous section representing moons, rings, temperature range, 

gravitational strength, and type of planet, please rate how you agree or disagree with the 

following statements. 

 

(Ratings: Strongly Disagree, Disagree, Somewhat disagree, Neither agree nor disagree, 

Somewhat agree, Agree, Strongly Agree) 

1. The sounds were helpful.  

2. The sounds were interesting.  

3. The sounds were pleasant.  

4. The sounds were easy to understand.  

5. The sounds were relatable to their ideas.  

6. It's easy to match these sounds to their meanings.  

7. It's difficult to understand how the sounds changed from one variable to the next, 

or one planet to the next.  

8. Please select "Somewhat disagree."  

9. It's fun to listen to these sounds.  

10. It's boring to listen to these sounds.  

11. It was confusing to listen to these sounds.  

12. It was easy to understand what each of the sounds represented. 

Scale Ratings: UMUX 

https://youtu.be/N_w7ST4rkW8?t=19m10s
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Thinking about the sounds you just listened to for the first section, please rate how much 

you think the sounds could help you compare one planet to another (or compare moons, 

rings, temperature range, gravitational strength, and type of planet). 

 

(Ratings: Strongly Disagree, Disagree, Somewhat disagree, Neither agree nor disagree, 

Somewhat agree, Agree, Strongly Agree) 

1. These sounds' capabilities meet my requirements.  

2. Using these sounds is a frustrating experience.  

3. These sounds are easy to use.  

4. I have to spend too much time correcting things with these sounds. 

Multiple Choice: 

1. About how many times further out is Neptune from the Sun than Mercury? (We 

know it didn’t directly cover this, just make your best guess) (39, 65, 78, 91 

times) [select one] 

2. About how many times larger is gravity on Jupiter than Earth? (1.5, 2.0, 2.5, 3.0) 

[select one] 

3. What are the coldest planets in the Solar System? (Mercury, Venus, Earth, Mars, 

Jupiter, Saturn, Uranus, Neptune) [select two] 

4. What are the hottest planets in the solar system? (Mercury, Venus, Earth, Mars, 

Jupiter, Saturn, Uranus, Neptune) [select one] 

5. How many moons does Mars have? (0, 1, 2, 3) [select one] 

Free Response: 

1. List one detail from the previous section that you did not know before. 

2. List one sound from the previous section that you really liked. 

3. List one sound from the previous section that you disliked. 

4. Did this help you appreciate more about our solar system? 

5. How did listening to the planets make you feel and why? 

 

 

D.3  Demographics 

The demographics survey for this study is the same as the one in B.2 Exit Survey questions. 

D.4  BUZZ: Audio User Experience Questionnaire 

Full question set: 

1. The sounds were helpful. 
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2. The sounds were interesting. 

3. The sounds were pleasant. 

4. The sounds were easy to understand. 

5. The sounds were relatable to their ideas. 

6. It was easy to match these sounds to their meanings. 

7. It was difficult to understand how the sounds changed from one variable to the 

next. 

8. It was fun to listen to these sounds. 

9. It was boring to listen to these sounds. 

10. It was confusing to listen to these sounds. 

11. It was easy to understand what each of the sounds represented.  
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APPENDIX E. PRE-LAB ACTIVITY MATERIALS 

E.1  Adapted Technology Experience Profile 

Please indicate how often you have used any of the technologies listed below in the last 

year. This could be at home, school, or anywhere else. Select the choice that best fits your 

use of each technology. 

 
I Don't Know 

What It Is (1) 

Not At 

All (2) 

Once a 

Month (3) 

Once a 

Week (4) 

Everyday 

(5) 

1. Computer 
o  o  o  o  o  

2. Camera  
o  o  o  o  o  

3. Music Player (e.g., 

iPod, mp3 player)  

o  o  o  o  o  

4. Smart board  
o  o  o  o  o  

5. LCD projector  
o  o  o  o  o  

6. Printer 
o  o  o  o  o  
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7. Robots (e.g., 

LEGO Mindstorms, 

Cubo, robot dog) 

o  o  o  o  o  

8. Student Response 

Systems (e.g., 

classroom clickers)  

o  o  o  o  o  

9. Tablet (e.g., iPad, 

2-in-1, Touchpad)  

o  o  o  o  o  

10. Webcam  
o  o  o  o  o  

11. Smartphone (e.g., 

iPhone, Android)  

o  o  o  o  o  

12. Smartwatch  
o  o  o  o  o  

13. Video games 

(e.g., PlayStation, 

XBOX, Nintendo 

Switch) 

o  o  o  o  o  

14. Hoverboard  
o  o  o  o  o  

15. Computer Games 
o  o  o  o  o  

16. Electronic Book 

Reader (e.g., Kindle, 

Nook) 

o  o  o  o  o  
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17. Social 

Networking (e.g., 

Facebook, Instagram)  

o  o  o  o  o  

18. Augmented 

Reality Headset (e.g., 

HoloLens)  

o  o  o  o  o  

19. Virtual Reality 

Headset (e.g., Vive, 

Oculus)  

o  o  o  o  o  

 

Did you use any of the technologies previously, but don't use them any longer? If so, list 

which ones: __________________________________________________________ 
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E.2  Modified Attitudes Toward Science Instrument (mATSI) 

The following statements are about the study of science. Please read each statement 

carefully. Use the following scale to show how much you agree or disagree with each 

statement. Answer these questions thinking about science or school in general. 

 
Strongly 

Disagree (1) 
Disagree (2) 

Undecided 

(3) 
Agree (4) 

Strongly 

Agree (5) 

1. Science is 

useful in 

helping to solve 

the problems of 

everyday life.   

o  o  o  o  o  

2. Science is 

something that I 

enjoy very 

much.  

o  o  o  o  o  

3. I would like 

to do some extra 

or un-assigned 

reading in 

science.  

o  o  o  o  o  

4. Science is 

easy for me.   
o  o  o  o  o  

5. When I hear 

the word 

science, I have a 

feeling of 

dislike. 

o  o  o  o  o  

6. Most people 

should study 

some science. 

o  o  o  o  o  
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7. Sometimes I 

read ahead in 

our science 

book.  

o  o  o  o  o  

8. Science is 

helpful in 

understanding 

today’s world.   

o  o  o  o  o  

9. I usually 

understand what 

we are talking 

about in science.  

o  o  o  o  o  

10. Science 

teachers make 

science 

interesting. 

o  o  o  o  o  

11. No matter 

how hard I try, I 

cannot 

understand 

science. 

o  o  o  o  o  

12. I feel tense 

when someone 

talks to me 

about science.   

o  o  o  o  o  

13. Science 

teachers present 

material in a 

clear way.   

o  o  o  o  o  

14. I often think, 

“I cannot do 

this,” when a 

science 

assignment 

seems hard.   

o  o  o  o  o  
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15. Science is of 

great 

importance to a 

country’s 

development.   

o  o  o  o  o  

16. It is 

important to 

know science in 

order to get a 

good job. 

o  o  o  o  o  

17. I like the 

challenge of 

science 

assignments.  

o  o  o  o  o  

18. It makes me 

nervous to even 

think about 

doing science.  

o  o  o  o  o  

19. It scares me 

to have to take a 

science class. 

o  o  o  o  o  

20. Science 

teachers are 

willing to give 

us individual 

help.   

o  o  o  o  o  

21. It is 

important to me 

to understand 

the work I do in 

science class.   

o  o  o  o  o  

22. I have a 

good feeling 

toward science.   

o  o  o  o  o  
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23. Science is 

one of my 

favorite 

subjects.  

o  o  o  o  o  

24. I have a real 

desire to learn 

science.    

o  o  o  o  o  

25. I do not do 

very well in 

science.  

o  o  o  o  o  
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E.3  Positive and Negative Affect Schedule (PANAS) 

E.3.1 Group A Prompt 

This scale consists of a number of words that describe different feelings and emotions.     

 

Imagine you are going to use an interactive simulation on a computer. This simulation 

will be used to display information about our solar system.     

 

Thinking about what this experience may be like, to what degree do you think you would 

experience each of the following feelings or emotions while using the interactive 

computer simulation. 

E.3.2 Group B Prompt 

This scale consists of a number of words that describe different feelings and emotions.     

 

Imagine you are going to use an interactive simulation with sounds on a computer. This 

simulation will be used to display information about our solar system.    

 

Thinking about what this experience may be like, to what degree do you think you would 

experience each of the following feelings or emotions while using the interactive computer 

simulation. 

 

E.3.3 Group C Prompt 

This scale consists of a number of words that describe different feelings and emotions.     

 

Imagine you are going to use an interactive simulation on a virtual reality headset. This 

simulation will be used to display information about our solar system.    

 

Thinking about what this experience may be like, to what degree do you think you would 

experience each of the following feelings or emotions while using the interactive virtual 

reality simulation. 

E.3.4 Group D Prompt 

This scale consists of a number of words that describe different feelings and emotions.     
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Imagine you are going to use an interactive simulation with sounds on a virtual reality 

headset. This simulation will be used to display information about our solar system.   

Thinking about what this experience may be like, to what degree do you think you would 

experience each of the following feelings or emotions while using the interactive virtual 

reality simulation with sounds. 

E.3.5 PANAS questions 

 

Very 

Slightly  

or Not at 

All (1) 

A Little 

(2) 

Moderately 

(3) 

Quite a 

Bit (4) 

Extremely 

(5) 

Interested (curious or 

want to know more) 

o  o  o  o  o  

Distressed (anxious or 

upset) 

o  o  o  o  o  

Excited (eager or want to 

do more) 

o  o  o  o  o  

Upset (unhappy or 

worried) 

o  o  o  o  o  

Strong (powerful or can 

do things well) 

o  o  o  o  o  

Guilty (wrong or feel 

sorry) 

o  o  o  o  o  

 



 183 

Scared (afraid or 

nervous) 

o  o  o  o  o  

Hostile (unfriendly or 

mean) 

o  o  o  o  o  

Enthusiastic (feeling 

joyful or pleased) 

o  o  o  o  o  

Proud (pleased or happy 

with yourself) 

o  o  o  o  o  

Irritable (grumpy or 

upset) 

o  o  o  o  o  

Alert (awake or quick to 

understand) 

o  o  o  o  o  

Ashamed (guilty or 

sorry) 

o  o  o  o  o  

Inspired (encouraged or 

motivated) 

o  o  o  o  o  

Nervous (jumpy or 

tense) 

o  o  o  o  o  

Determined (stubborn or 

have a strong desire) 

o  o  o  o  o  
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Attentive (alert or 

thoughtful) 

o  o  o  o  o  

Jittery (nervous or 

jumpy) 

o  o  o  o  o  

Active (full of energy or 

lively) 

o  o  o  o  o  

Afraid (scared or 

terrified) 

o  o  o  o  o  
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E.4 Pre-Activity Solar System Questions 

Next, you'll answer some questions about the solar system. Do your best, and try to answer 

all of the questions, even if you have to guess. If you aren’t sure, it’s ok to write “I don’t 

know” 

1. List the names of the planets in order from closest to farthest from the sun. 

2. What are the two main categories for planets, based on composition? 

3. What are the two largest planets? 

4. What are the two smallest planets? 

5. Which planets have rings? 

6. Which planets have moons? 

7. What are the two coldest planets? 

8. What is the hottest planet? 

9. List the names of the planets in order from largest to smallest (based on mass). 

10. Name two planets that have similar surface gravitational strength. 

11. Which planets have both moons and rings? 

12. Which planet(s) have a day longer than Earth’s? 

13. Which planet(s) have a day shorter than Earth’s? 

14. Which planet has the most rings? 

15. Which planet has the most moons? 

16. What’s different about the density or composition of planets with rings and those 

without rings in our Solar System? 
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E.5 Sim Sickness Questionnaire (SSQ) 

Please indicate the extent to which you are experiencing the following symptoms: 

 None (1) Slight (2) Moderate (3) Severe (4) 

General 

discomfort 

o  o  o  o  

Fatigue 
o  o  o  o  

Headache 
o  o  o  o  

Eye strain 
o  o  o  o  

Difficulty 

focusing 

o  o  o  o  

Increased 

salivation 

o  o  o  o  

Sweating 
o  o  o  o  

Nausea 
o  o  o  o  
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Difficulty 

concentrating 

o  o  o  o  

"Fullness" of 

the head 

o  o  o  o  

Blurred vision 
o  o  o  o  

Dizziness (eyes 

open) 

o  o  o  o  

Dizziness (eyes 

closed) 

o  o  o  o  

Vertigo 
o  o  o  o  

Stomach 

awareness 

o  o  o  o  

Burping 
o  o  o  o  
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APPENDIX F. LAB ACTIVITY MATERIALS 

 These prompts were used to encourage exploration and play during simulation use. 

The set learners use depends on their scores on the pre-test. If they answered questions 

relevant to the first prompts correctly on the pre-test, the experimenter would instead start 

the activity with Prompt Set 3 or 4. 

F.1 Prompt Set 1 & 2  

1. Explore and discover the order of the planets. 

2. Explore and discover which planets have the 2 largest masses. 

3. Explore and discover which planets have the 2 smallest masses. 

4. Explore and discover which planets have rings. 

5. Explore and discover which planets have moons. 

6. Explore and discover what the 2 coldest planets are. 

7. Explore and discover what the 1 hottest planet is. 

8.  

F.2 Prompt Set 3 

1. Explore and discover which planet has the 3rd largest mass. 

2. Explore and discover a planet with the most similar gravitational strength to Mercury. 

3. Explore and discover a planet with the most similar gravitational strength to Venus. 

4. Explore and discover which planets have both rings and moons. 

 

F.3 Prompt Set 4 

1. Explore and discover which planet has the most rings. 

2. Explore and discover a planet with a day longer than Earth’s. 

3. Explore and discover a planet with a day shorter than Earth’s. 

4. Part 1: Compare 2 gas giants. What’s similar about their densities?  

Part 2: Now look at Earth – is it similar or different than them? 
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APPENDIX G. POST ACTIVITY MATERIALS 

G.1 Post-Activity Solar System Questions 

Next, you'll answer some questions about the solar system. Do your best, and try to answer 

all of the questions, even if you have to guess. If you aren’t sure, it’s ok to write “I don’t 

know” 

1. List the names of the planets in order from closest to farthest from the sun. 

2. What are the two main categories for planets, based on composition? 

3. What are the two largest planets? 

4. What are the two smallest planets? 

5. Which planets have rings? 

6. Which planets have moons? 

7. What are the two coldest planets? 

8. What is the hottest planet? 

9. List the names of the planets in order from largest to smallest (based on mass). 

10. Name two planets that have similar surface gravitational strength. 

11. Which planets have both moons and rings? 

12. Which planet(s) have a day longer than Earth’s? 

13. Which planet(s) have a day shorter than Earth’s? 

14. Which planet has the most rings? 

15. Which planet has the most moons? 

16. What’s different about the density or composition of planets with rings and those 

without rings in our Solar System? 
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G.2 Positive and Negative Affect Schedule (PANAS) 

G.2.1 Group A Prompt 

Please respond to the following items to tell how much you feel each emotion right now 

based on using the interactive computer simulation. 

G.2.2 Group B Prompt 

Please respond to the following items to tell how much you feel each emotion right now 

based on using the interactive computer simulation with sounds. 

 

G.2.3 Group C Prompt 

Please respond to the following items to tell how much you feel each emotion right now 

based on using the interactive computer simulation on a virtual reality headset. 

G.2.4 Group D Prompt 

Please respond to the following items to tell how much you feel each emotion right now 

based on using the interactive computer simulation with sounds on a virtual reality 

headset. 

G.2.5 PANAS questions 

Items from this questionnaire are the same as those in the section E.3.5.  
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G.3 Slater-Usoh-Steed Presence Scale (SUS) 

For these questions, "virtual environment" means The Universe Sandbox. 

1. Please rate your sense of being in the virtual environment, on the following scale from 

1 to 7, where 7 represents your normal experience of being in a place.   

I had a sense of “being there” in the virtual environment.   

o 1 Not At All  

o 2    

o 3  

o 4  

o 5 

o 6 

o 7 Very Much 

2. To what extent were there times during the experience when the virtual environment was 

the reality for you?     

There were times during the experience when the virtual environment was the reality for 

me...  

o 1 At No Time 

o 2 

o 3 

o 4 

o 5 

o 6 

o 7 Almost All The Time 
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3. When you think back about your experience, do you think of the virtual environment 

more as images that you saw, or more as somewhere that you visited?     

The virtual environment seems to me to be more like...  

o 1 Images That I Saw 

o 2 

o 3 

o 4 

o 5  

o 6  

o 7 Somewhere That I Visited 

 

4. During the time of the experience, which was strongest on the whole, your sense of being 

in the virtual environment, or of being elsewhere?  

I had a stronger sense of...   

o 1 Being Elsewhere 

o 2 

o 3 

o 4 

o 5  

o 6 

o 7 Being In a Virtual Environment 

5. Consider your memory of being in the virtual environment. How similar in terms of the 

structure of the memory is this to the structure of the memory of other places you have 

been today? By ‘structure of the memory’ consider things like the extent to which you have 

a visual memory of the virtual environment, whether that memory is in color, the extent to 

which the memory seems vivid or realistic, its size, location in your imagination, the extent 

to which it is panoramic in your imagination, and other such structural elements. 

I think of the virtual environment as a place in a way similar to other places that I've been 

today...  
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o 1 Not At All  

o 2 

o 3 

o 4 

o 5 

o 6  

o 7 Very Much So 

6. During the time of the experience, did you often think to yourself that you were actually 

in the virtual environment?  During the experience I often thought that I was really standing 

in the virtual environment...  

o 1 Not Very Often 

o 2 

o 3  

o 4 

o 5 

o 6 

o 7 Very Much So 
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G.4 Usability Metric for User Experience (UMUX) 

Thinking about the simulation, Universe Sandbox, that you just used, please rate how much 

you agree or disagree with the following statements. 

 

Strongly 

disagree 

(1) 

Disagree 

(2) 

Somewhat 

disagree 

(3) 

Neither 

agree 

nor 

disagree 

(4) 

Somewhat 

agree (5) 

Agree 

(6) 

Strongly 

agree 

(7) 

The Universe 

Sandbox's 

capabilities 

meet my 

requirements.   

o  o  o  o  o  o  o  

Using the 

Universe 

Sandbox is a 

frustrating 

experience.  

o  o  o  o  o  o  o  

The Universe 

Sandbox is 

easy to use.  
o  o  o  o  o  o  o  

I have to 

spend too 

much time 

correcting 

things with 

the Universe 

Sandbox.  

o  o  o  o  o  o  o  

 

  



 195 

G.5 Audio User Experience Scale (BUZZ) 

Thinking about the set of sounds you just listened to, please rate how much you agree or 

disagree with the following statements. [Answered by the TWO audio conditions only] 

 

Strongly 

Disagree 

(1) 

Disagree 

(2) 

Somewhat 

disagree 

(3) 

Neither 

agree 

nor 

disagree 

(4) 

Somewhat 

agree (5) 

Agree 

(6) 

Strongly 

agree 

(7) 

1. The sounds 

were helpful.  o  o  o  o  o  o  o  

2. The sounds 

were 

interesting. 
o  o  o  o  o  o  o  

3. The sounds 

were pleasant.  o  o  o  o  o  o  o  

4. The sounds 

were easy to 

understand.  
o  o  o  o  o  o  o  

5. The sounds 

were relatable 

to their ideas.  
o  o  o  o  o  o  o  

6. It was easy 

to match these 

sounds to their 

meanings.  

o  o  o  o  o  o  o  
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7. It was 

difficult to 

understand 

how the 

sounds 

changed from 

one variable to 

the next.  

o  o  o  o  o  o  o  

8. It was fun to 

listen to these 

sounds.  
o  o  o  o  o  o  o  

9. It was 

boring to 

listen to these 

sounds.  

o  o  o  o  o  o  o  

10. It was 

confusing to 

listen to these 

sounds.  

o  o  o  o  o  o  o  

11. It was easy 

to understand 

what each of 

the sounds 

represented.  

o  o  o  o  o  o  o  

12. It was 

difficult to 

hear the 

changes in the 

sounds.  

o  o  o  o  o  o  o  

13. It was easy 

to hear the 

changes in the 

sounds.  

o  o  o  o  o  o  o  
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14. The 

sounds did not 

match the 

ideas that they 

were intended 

to represent 

based on their 

application or 

context.   

o  o  o  o  o  o  o  

15. The 

sounds 

matched the 

ideas that they 

were intended 

to represent 

based on their 

application or 

context. 

o  o  o  o  o  o  o  

16. It was 

difficult to 

hear the 

differences 

between the 

sounds. 

o  o  o  o  o  o  o  

17. It was easy 

to hear the 

differences 

between the 

sounds. 

o  o  o  o  o  o  o  

18. It was 

difficult to 

compare the 

characteristics 

of each sound.  

o  o  o  o  o  o  o  

19. It was easy 

to compare the 

characteristics 

of each sound.  

o  o  o  o  o  o  o  
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20. It was 

difficult to 

match these 

sounds to their 

meanings.  

o  o  o  o  o  o  o  

21. It was easy 

to match these 

sounds to their 

meanings. 

o  o  o  o  o  o  o  

22. It was easy 

to determine 

the meaning of 

changes in the 

sounds over 

time. 

o  o  o  o  o  o  o  

23. It was 

difficult to 

determine the 

meaning of the 

changes in the 

sounds over 

time.  

o  o  o  o  o  o  o  

24. It was easy 

to determine 

the meaning of 

the changes 

between the 

sounds.  

o  o  o  o  o  o  o  

25. It was 

difficult to 

determine the 

meaning of the 

changes 

between the 

sounds.  

o  o  o  o  o  o  o  
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26. It would 

take a long 

time to be able 

to complete 

tasks using 

these sounds.  

o  o  o  o  o  o  o  

27. It would 

take a short 

time to be able 

to complete 

tasks using 

these sounds.  

o  o  o  o  o  o  o  

28. It would 

take a long 

time to be able 

to understand 

what changed 

in these 

sounds.  

o  o  o  o  o  o  o  

29. It would 

take a short 

time to be able 

to understand 

what changed 

in these 

sounds.  

o  o  o  o  o  o  o  

30. It would 

take a long 

time to learn 

the meaning of 

these sounds.  

o  o  o  o  o  o  o  

31. It would 

take a short 

time to learn 

the meaning of 

these sounds. 

o  o  o  o  o  o  o  
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32. The 

changes in the 

sounds 

reflected the 

changes in the 

information. 

o  o  o  o  o  o  o  

33. The 

changes in the 

sounds did not 

reflect the 

changes in the 

information. 

o  o  o  o  o  o  o  

34. It was easy 

to interpret the 

meaning of 

one sound 

compared to 

another. 

o  o  o  o  o  o  o  

35. It was 

difficult to 

interpret the 

meaning of 

one sound 

compared to 

another. 

o  o  o  o  o  o  o  

36. The 

sounds were 

not helpful.  
o  o  o  o  o  o  o  

37. The 

sounds were 

not interesting.  
o  o  o  o  o  o  o  

38. The 

sounds were 

not pleasant.  
o  o  o  o  o  o  o  
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39. The 

sounds were 

not easy to 

understand.  

o  o  o  o  o  o  o  

40. The 

sounds were 

not relatable to 

their ideas.  

o  o  o  o  o  o  o  
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G.6 Motivated Strategies for Learning Questionnaire (MSLQ) 

The following questions ask about your motivation for and attitudes about school in 

general and this learning activity. Remember there are no right or wrong answers, just 

answer as accurately as possible. Using the scale below to answer the questions.  

If you think the statement is very true of you, choose 7; if a statement is not at all true of 

you, choose 1. If the statement is more or less true of you, find the number between 1 and 

7 that best describes you. 

 

1 

(Not at all 

True of 

Me)  

2  3  4 5 6 

7  

(Very 

True of 

Me) 

1. In a learning activity like this, I prefer 

course material that really challenges me 

so I can learn new things. 
o  o  o  o  o  o  o  

2. If I study in appropriate ways, then I will 

be able to learn the material in this learning 

activity.  
o  o  o  o  o  o  o  

3. When I take a test I think about how 

poorly I am doing compared to other 

students. 
o  o  o  o  o  o  o  

4. I think I will be able to use what I learn 

in this learning activity in other courses.  o  o  o  o  o  o  o  

5. I believe I will receive an excellent score 

in this learning activity. o  o  o  o  o  o  o  

6. I’m certain I can understand the most 

difficult material presented in the content 

for this learning activity. 
o  o  o  o  o  o  o  
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7. Getting a good score in this learning 

activity is the most satisfying things for me 

right now. 
o  o  o  o  o  o  o  

8. When I take a test I think about items on 

the other parts of the test I can’t answer. o  o  o  o  o  o  o  

9. It is my own fault if I don’t learn the 

material in this learning activity. o  o  o  o  o  o  o  

10. It is important for me to learn the 

material in this learning activity. o  o  o  o  o  o  o  

11. The most important thing for me right 

now is improving my overall score so my 

main concern in this class is getting a good 

score. 

o  o  o  o  o  o  o  

12. I’m confident I can learn the basic 

concepts taught in this learning activity. o  o  o  o  o  o  o  

13. If I can, I want to get better score in 

this learning activity than most of the other 

students. 
o  o  o  o  o  o  o  

14. When I take tests I think of the 

consequences of failing. o  o  o  o  o  o  o  

15. I’m confident I can understand the 

most complex material presented by the 

simulation in this learning activity. 
o  o  o  o  o  o  o  

16. In a learning activity like this, I prefer 

course material that arouses my curiosity, 

even if it is difficult to learn.  
o  o  o  o  o  o  o  

17. I am very interested in the content area 

of this learning activity. o  o  o  o  o  o  o  
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18. If I try hard enough, then I will 

understand the learning activity material. o  o  o  o  o  o  o  

19. I have an uneasy, upset feeling when I 

take an exam. o  o  o  o  o  o  o  

20. I'm confident I can do an excellent job 

on the assignments and tests in this 

learning activity. 
o  o  o  o  o  o  o  

21. I expect to do well in this learning 

activity. o  o  o  o  o  o  o  

22. The most satisfying thing for me in this 

learning activity is trying to understand the 

content as thoroughly as possible. 
o  o  o  o  o  o  o  

23. I think the material in this learning 

activity is useful for me to learn.  o  o  o  o  o  o  o  

24. When I have the opportunity in this 

learning activity, I choose activities that I 

can learn from even if they don't guarantee 

a good score. 

o  o  o  o  o  o  o  

25. If I don't understand the learning 

activity material, it is because I didn't try 

hard enough. 
o  o  o  o  o  o  o  

26. I like the subject matter of this learning 

activity. o  o  o  o  o  o  o  

27. Understanding the subject matter of 

this learning activity is very important to 

me.  
o  o  o  o  o  o  o  

28. I feel my heart beating fast when I take 

an exam.  o  o  o  o  o  o  o  
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29. I’m certain I can master the skills being 

taught in this learning activity. o  o  o  o  o  o  o  

30. I want to do well in this learning 

activity because it’s important to show my 

ability. 
o  o  o  o  o  o  o  

31. Considering the difficulty of this 

activity, the program, and my skills, I think 

did well in this learning activity.  
o  o  o  o  o  o  o  
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G.7 Science Activity Questionnaire (SAQ) 

Students have a lot of different thoughts and feelings while they are doing science 

activities. We want to know how true each of these things below was for you. Here 

"work" means the science activity you completed 

Remember there are no right and wrong answers. Select the answer that best describes 

your feelings. 

 Very True (1) 
Somewhat True 

(2) 

A Little True 

(3) 

Not At All 

True (4) 

1. I put a lot of 

time and effort 

into my work. 
o  o  o  o  

2. The work 

made me want 

to find out more 

about the topic. 

o  o  o  o  

3. The 

directions were 

clear to me. 
o  o  o  o  

4. I felt 

involved in my 

work. 
o  o  o  o  

5. I liked what 

we did in 

science activity 

today.   

o  o  o  o  

6. I can use 

what I learned 

today later on. 
o  o  o  o  
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7. The purpose 

of today’s work 

was clear to me.  
o  o  o  o  

8. I was 

daydreaming 

about other 

things during 

the science 

activity. 

o  o  o  o  

9. I would like 

to do another 

activity like this 

sometime. 

o  o  o  o  

10. The work 

really made 

sense to me.  
o  o  o  o  

 

These sentences describe different reasons for doing schoolwork. Different kids have 

different reasons. We want to know how true each of the reasons was for why you did 

your science work.  

Select the answer that best describes your reasons. 

 
A Lot Like 

Me (1) 

Somewhat 

Like Me (2) 

A Little 

Like Me 

(3) 

Not At 

All Like 

Me (4) 

1. I wanted to learn as much 

as possible. o  o  o  o  

2. I wanted to work with my 

friends. o  o  o  o  

3. It was important to me that 

the teacher thought I did a 

good job. 
o  o  o  o  
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4. I wanted to do as little as 

possible. o  o  o  o  

5. I wanted to find out 

something new. o  o  o  o  

6. I wanted to talk with others 

about the work. o  o  o  o  

7. It was important to me to 

do better than other students. o  o  o  o  

8. I just wanted to do what I 

was supposed to and get it 

done. 
o  o  o  o  

9. It was important to me that 

I really understood the work.  o  o  o  o  

10. I wanted to help others 

with their work. o  o  o  o  

11. I wanted others to think I 

was smart. o  o  o  o  

12. I wanted to do things as 

early as possible so I 

wouldn’t have to work very 

hard. 

o  o  o  o  
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There are many different ways students do their work. We want to know how much each 

of these things are like what you did in science. 

Select the answer that best describes your actions. 

 

A Lot 

Like Me 

(1) 

A Little 

Like Me 

(2) 

Not At All 

Like Me 

(3) 

1. I followed the directions.  

o  o  o  
2. I tried to figure out how today’s work fit 

with that I had learned before in science.  o  o  o  
3. I guessed a lot so I could finish quickly. 

o  o  o  
4. I asked myself some questions as I went 

along to make sure the work made sense to 

me. 
o  o  o  

5. I wrote some things down. 

o  o  o  
6. I did my work without thinking too hard.  

o  o  o  
7. I explained or wrote down some things in 

my own words.  o  o  o  
8. I checked to see what other kids were doing 

and did it too.  o  o  o  
9. I paid attention to things I thought I was 

supposed to remember.  o  o  o  
10. I skipped the hard parts.  

o  o  o  
11. I checked my science book or used other 

materials like charts when I wasn’t sure about 

something.  
o  o  o  

12.  I just did my work and hoped it was right. 

o  o  o  
13. I tried to figure out the hard parts on my 

own. o  o  o  
14. I copied down someone else’s answers. 

o  o  o  
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15. I went back over the things I didn’t 

understand. o  o  o  
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G.8 Open-ended Questions 

1. What do you remember about the learning activity you just did? 

2. What was hard to understand? 

3. What was easy to understand? 

4. What did you like? 

5. What didn't you like? 

6. Did you wish you had more time with Universe Sandbox? Why or why not? 
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G.9 Demographics 

Gender? 

o Male 

o Female 

o Prefer not to identify 

Age?   ________________________________________________________________ 

 

What is the last class or grade in which you remember learning about space? 

________________________________________________________________ 

What informal learning activities do you enjoy? 

▢ Museums 

▢ Zoos 

▢ Aquariums 

▢ Planetariums 

▢ Interactive Science Centers 

▢ Other(s) ________________________________________________ 

Do you watch any of these television channels or shows? 

▢ Cosmos 

▢ NASA TV 

▢ Discovery channel 

▢ Science channel 
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▢ Bill Nye 

▢ Other(s) ________________________________________________ 

Do you follow other science news? 

▢ On Facebook 

▢ On Twitter 

▢ Online news source 

▢ Space magazines/websites 

▢ Other(s)________________________________________________ 

Have you ever attended a summer camp or a STEM (Science, Technology, 

Engineering, or Math) outreach day? 

o Yes  

o No  

In the past, have you ever completed a research project for a science class on space? 

o Yes 

o No 

 

Have you used Universe Sandbox before today? 

o Yes 

o No 

o Not sure   
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APPENDIX H. FOLLOW-UP INTERVIEW MATERIALS 

H.1 Interview Questions 

1. Can you describe what your experience with the solar system simulation was like? 

 1A. What do you remember about it? 

 1B. Can you describe a detail or two about the simulation? 

2. Can you describe a detail or two about one of the planets? 

3. When you answered the last few questions, how were you imagining or thinking about 

the solar system or the planets? 

4. Did using the simulation help you think about the distance between planets (or the size 

of space in general) differently? 

5. Looking back at the experience, was there something you liked? 

6. Looking back at the experience, was there something you disliked? 

7. Looking back at the experience, would you try something like this again? 

8. Would you be excited to use something like this in school? 

9. Is there anything else you’d like to share? 
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APPENDIX I. ADAPTED SURVEY MATERIALS 

I.1 SAQ Original and Adapted  

Two items were adapted in the SAQ Part 1 scale: items 5 and 8.  

Item 

No. 

Original Adapted 

5 I liked what we did in science today. I liked what we did in the science 

activity today. 

8 
I was daydreaming about other things 

during science. 

I was daydreaming about other things 

during the science activity. 

 

I.2 MSLQ Original and Adapted 

Twenty-six items were adapted for the MSLQ (all except for the Test Anxiety Subscale 

items: 3, 8, 14, 19, and 28). 

 

Item 

No. 

Original Adapted 

1 In a class like this, I prefer course 

material that really challenges me so 

I can learn new things. 

In a learning activity like this, I prefer 

course material that really challenges 

me so I can learn new things. 

2 

If I study in appropriate ways, then I 

will be able to learn the material in 

this course. 

If I study in appropriate ways, then I 

will be able to learn the material in this 

learning activity. 

4 
I think I will be able to use what I 

learn in this course in other courses.  

I think I will be able to use what I learn 

in this learning activity in other courses. 

5 
I believe I will receive an excellent 

grade in this class. 

I believe I will receive an excellent 

score in this learning activity. 

6 

I’m certain I can understand the most 

difficult material presented in the 

readings for this course. 

I’m certain I can understand the most 

difficult material presented in the 

content for this learning activity. 

7 

Getting a good grade in this class is 

the most satisfying things for me 

right now. 

Getting a good score in this learning 

activity is the most satisfying things for 

me right now. 
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9 
It is my own fault if I don’t learn the 

material in this course. 

It is my own fault if I don’t learn the 

material in this learning activity. 

10 
It is important for me to learn the 

course material in this class. 

It is important for me to learn the 

material in this learning activity. 

11 

The most important thing for me 

right now is improving my overall 

grade point average so my main 

concern in this class is getting a good 

grade. 

The most important thing for me right 

now is improving my overall score so 

my main concern in this learning 

activity is getting a good score. 

12 
I’m confident I can learn the basic 

concepts taught in this course. 

I’m confident I can learn the basic 

concepts taught in this learning activity. 

13 

If I can, I want to get better grades in 

this class than most of the other 

students. 

If I can, I want to get better score in this 

learning activity than most of the other 

students. 

15 

I’m confident I can understand the 

most complex material presented by 

the instructor in this course. 

I’m confident I can understand the most 

complex material presented by the 

simulation in this learning activity. 

16 

In a class like this, I prefer course 

material that arouses my curiosity, 

even if it is difficult to learn. 

In a learning activity like this, I prefer 

course material that arouses my 

curiosity, even if it is difficult to learn. 

17 
I am very interested in the content 

area of this course. 

I am very interested in the content area 

of this learning activity. 

18 

If I try hard enough, then I will 

understand the course material. 

If I try hard enough, then I will 

understand the learning activity 

material. 

20 

I'm confident I can do an excellent 

job on the assignments and tests in 

this course. 

I'm confident I can do an excellent job 

on the assignments and tests in this 

learning activity. 

21 
I expect to do well in this class.  I expect to do well in this learning 

activity. 

22 

The most satisfying thing for me in 

this course is trying to understand the 

content as thoroughly as possible. 

The most satisfying thing for me in this 

learning activity is trying to understand 

the content as thoroughly as possible. 

23 
I think the course material in this 

class is useful for me to learn. 

I think the material in this learning 

activity is useful for me to learn. 

24 

When I have the opportunity in this 

class, I choose course assignments 

that I can learn from even if they 

don't guarantee a good grade. 

When I have the opportunity in this 

learning activity, I choose activities that 

I can learn from even if they don't 

guarantee a good score. 
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25 

If I don't understand the course 

material, it is because I didn't try 

hard enough. 

If I don't understand the learning 

activity material, it is because I didn't 

try hard enough. 

26 
I like the subject matter of this 

course.  

I like the subject matter of this learning 

activity. 

27 

Understanding the subject matter of 

this course is very important to me. 

Understanding the subject matter of this 

learning activity is very important to 

me. 

29 
I’m certain I can master the skills 

being taught in this class. 

I’m certain I can master the skills being 

taught in this learning activity. 

30 

I want to do well in this class 

because it’s important to show my 

ability to my family, friends, 

employer, or others. 

I want to do well in this learning activity 

because it’s important to show my 

ability. 

31 

Considering the difficulty of this 

course, the teacher, and my skills, I 

think I will do well in this class. 

Considering the difficulty of this 

activity, the program, and my skills, I 

think did well in this learning activity. 
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APPENDIX I. PROCESS CODE DEFINITIONS 

J.1 Interacting with Planet Information and Details 

PC Codes 

Code Label Code Description 

pcOverviewTab Exploring the overview tab 

pcMotionTab Exploring the motion tab 

pcClimateTab Exploring the climate tab 

pcCompositionTab Exploring the composition tab 

pcPanelLarge Leaving the large/full panel open during comparisons, or while 

looking at a range of planets 

pcPanelSmall Leaving the smaller info panel open during comparisons, or 

while looking at range of planets 

infoPanelClose Hiding the info panel specifically click off the side (pc) 

 

VR Codes 

Code Label Code Description 

vrPointPlanet Pointing controller at the planet to show the planet label/name 

 

BOTH PC and VR Codes 

Code Label Code Description 

infoPanelOpen Opening the main (little) info panel - either with hover (VR) or 

with click or focus change (in pc) 

viewingMoons Viewing the moons through zoom or teleport or from a 

distance around the planet (where the learner zoomed out and 

paused to watch the moons move) 

viewingRings Viewing the visible rings on Saturn (or re-teleporting to the 

planets with rings to hear them play in the audio conditions) 

viewingSun Viewing the Sun zoomed in or after teleport 

zoomedViewing Viewing a planet while zoomed in or after teleport 

 

J.2 Using Movement or View Controls 

PC Codes 
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Code Label Code Description 

pcZoom Zooming in or out on a planet or the solar system 

pcRotate Rotating the view of the solar system 

pcPlanetFocus Setting a new planet focus (double clicking) 

pcMoonFocus Setting a new moon (double clicking) 

pcSunFocus Setting a new sun focus (double clicking) 

 

VR Codes 

Code Label Code Description 

vrFly Flying to change the view or to move inside of the system 

vrGrip Shifting the view of the solar system 

vrTurn Turning around physically/looking around in virtual 

environment 

vrMoonTeleport Teleporting to a moon 

vrPlanetTeleport Teleporting to a planet  

vrSunTeleport Teleporting to the sun 

vrReset Resetting the view to the starting location 

 

BOTH PC and VR Codes 

Code Label Code Description 

pause Pausing movement 

restartProg Closing and re-opening the program 

changeView Changing the view settings (e.g., removing the orbit lines) 

changeTimeScale Changing the time scale into something that's NOT paused 

 

J.3 Verbalizing Comments and Observations  

BOTH PC and VR Codes 

Code Label Code Description 

speakValue Saying or reading numerical values 

speakDetails Saying or reading non-numerical values 

speakPosOpinion Saying any positive statement  

speakNegOpinion Saying any negative statement 

speakUnexpected Saying if something didn't meet their expectations (e.g., they 

thought one thing and were surprised) 
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speakCompare Saying comparisons (e.g., facts about planets or whatever else) 

speakExpected Saying cases where they found a detail that confirmed 

something that they thought might be true 

speakPattern Describing any patterns (e.g., outside planets are colder, etc.) 

or things they noticed about the planets 

speakSoundSearch Talking about searching for a sound 

 

J.4 Playing or Replaying Sounds 

PC Codes 

Code Label Code Description 

pcPlaySound Playing sounds on purpose (exploring while leaving the large 

panel open) 

pcReplaySound Re-selecting a planet to hear the rings sound 

 

VR Codes 

Code Label Code Description 

vrPlaySound Playing sounds on purpose (hitting the controller button when 

the panel is open) 

vrReplaySound Re-teleporting to a planet to hear the rings sound 

 

J.5 Completing Non-Task Play  

BOTH PC and VR Codes 

Code Label Code Description 

nonTaskPlay Exploring and playing based on three different circumstances: 

1. If they verbalize they’re specifically looking at something 

outside of the exploration task they’re completing 

2. If it’s at the end in the “free explore” time 

3. If they do something like delete planets or change properties 

(PC only) 
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APPENDIX K. PROCESS CODING COUNTS AND STATISTICS 

K.1  Code Counts 

K.1.1 Group A Codes: PC – no-audio 

 

A201 A202 A203 A204 

changesTimeScale 3 3 1 1 

changeView 1 0 0 0 

infoPanelClose 7 19 7 6 

infoPanelOpen 73 69 69 116 

nonTaskPlay 8 1 1 1 

pause 0 3 1 1 

pcClimateTab 0 1 0 9 

pcCompositionTab 1 2 0 3 

pcMoonFocus 1 0 4 1 

pcMotionTab 5 1 0 7 

pcOverviewTab 4 15 0 17 

pcPanelLarge 2 8 0 3 

pcPanelSmall 5 6 4 4 

pcPlanetFocus 20 20 16 21 

pcRotate 27 42 38 10 

pcSunFocus 4 2 1 3 

pcZoom 62 46 78 91 
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restartProg 3 0 0 0 

speakCompare 5 29 3 0 

speakDetails 11 16 11 1 

speakExpected 2 15 2 0 

speakNegOpinion 0 1 0 0 

speakPattern 1 4 5 0 

speakPosOpinion 4 1 0 0 

speakSoundSearch 0 0 0 0 

speakUnexpected 8 8 0 1 

speakValue 0 21 0 0 

viewingMoons 2 5 11 6 

viewingRings 0 2 2 2 

viewingSun 3 0 2 4 

zoomedViewing 14 3 13 9 

Totals 276 343 269 317 
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K.1.2 Group B Codes: PC – audio 

 

B301 B302 B303 B304 

changesTimeScale 0 0 0 0 

changeView 0 0 0 0 

infoPanelClose 9 8 8 10 

infoPanelOpen 44 108 91 50 

 nonTaskPlay 1 0 0 0 

pause 0 0 0 0 

pcClimateTab 1 7 1 0 

pcCompositionTab 3 0 4 0 

pcMoonFocus 0 0 0 0 

pcMotionTab 2 0 9 0 

pcOverviewTab 8 9 10 5 

pcPanelLarge 3 2 3 2 

 pcPanelSmall 7 4 6 5 

 pcPlanetFocus 22 21 13 43 

pcPlaySound 3 4 5 2 

pcReplaySound 0 0 9 1 

 pcRotate 5 38 3 50 

pcSunFocus 3 2 3 6 

pcZoom 60 80 36 53 

restartProg 0 0 0 0 
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speakCompare 0 16 0 7 

speakDetails 0 21 0 14 

speakExpected 0 4 0 9 

speakNegOpinion 0 0 0 0 

speakPattern 0 3 0 1 

speakPosOpinion 0 0 0 0 

speakSoundSearch 0 10 2 1 

speakUnexpected 1 1 0 0 

speakValue 0 0 1 20 

viewingMoons 3 10 1 8 

viewingRings 2 4 1 2 

viewingSun 2 0 1 1 

zoomedViewing 17 7 4 6 

Totals 196 359 211 296 
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K.1.3 Group C Codes: VR – no-audio 

 

C401 C402 C403 C404 C405 

changesTimeScale 1 0 0 1 0 

changeView 2 0 0 1 1 

infoPanelClose 0 0 0 0 0 

infoPanelOpen 44 65 51 57 27 

nonTaskPlay 1 1 1 1 1 

pause 3 2 0 2 0 

restartProg 1 0 0 0 0 

speakCompare 4 2 16 2 0 

speakDetails 19 17 5 8 6 

speakExpected 2 0 3 0 0 

speakNegOpinion 0 0 4 0 0 

speakPattern 2 1 13 0 0 

speakPosOpinion 0 1 1 1 0 

speakSoundSearch 0 0 0 0 0 

speakUnexpected 2 0 2 0 0 

speakValue 5 0 9 2 0 

viewingMoons 7 0 2 6 0 

viewingRings 4 0 2 0 0 

viewingSun 0 0 0 1 0 

vrFly 0 4 3 5 0 
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vrGrip 0 36 4 0 0 

vrMoonTeleport 29 38 13 16 9 

vrPlanetTeleport 24 42 19 41 20 

vrPointPlanet 141 138 48 93 61 

vrReset 13 1 32 0 12 

vrSunTeleport 8 9 0 4 1 

vrTurn 120 163 69 81 61 

zoomedViewing 0 0 0 2 0 

Totals 432 520 297 324 199 
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K.1.4 Group D Codes: VR – audio 

 

D501 D205 D503 D504 

changesTimeScale 3 6 3 1 

changeView 0 0 0 0 

infoPanelClose 0 0 0 0 

infoPanelOpen 62 55 58 45 

nonTaskPlay 1 1 1 1 

pause 11 6 6 8 

restartProg 0 0 0 0 

speakCompare 14 16 8 8 

speakDetails 17 12 13 3 

speakExpected 9 2 0 1 

speakNegOpinion 0 0 1 0 

speakPattern 4 4 1 2 

speakPosOpinion 3 0 3 0 

speakSoundSearch 1 5 1 0 

speakUnexpected 5 0 4 1 

speakValue 57 9 8 1 

viewingMoons 0 2 6 0 

viewingRings 1 0 4 0 

viewingSun 0 0 0 0 

vrFly 10 1 0 0 
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vrGrip 0 1 9 3 

vrMoonTeleport 16 24 20 16 

vrPlanetTeleport 22 49 44 27 

vrPlaySound 2 50 7 0 

vrPointPlanet 60 109 84 55 

vrReplaySound 2 25 12 5 

vrReset 21 0 3 8 

vrSunTeleport 1 2 1 1 

vrTurn 124 151 130 116 

zoomedViewing 4 0 0 0 

Totals 450 530 427 302 
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K.2  Chi-square Observed 

K.2.1 Top-level Code Categories 

Observed values for top-level code categories. 

 Planet Info 

Details 

Movement 

Controls 

Verbalizations Rotating & Turning Totals 

Group A 541 504 149 117 1311 

Group B 488 438 111 96 1133 

Group C 749 877 127 494 2247 

Group D 545 800 213 521 2079 

Total 2323 2619 600 1228 6770 

Degrees of Freedom (df): 9, p < .001  

Test statistic: 318.23 

Critical value = 16.92  

Standard residuals (z-scores); note: bold scores are for where differences occurred. 

 Planet Info 

Details 

Movement 

Controls 

Verbalizations Rotating & 

Turning 

Group A 4.30 -0.14 3.04 -7.83 

Group B 5.03 0.01 1.06 -7.64 

Group C -0.79 0.26 -5.11 4.28 

Group D -6.30 -0.15 2.12 7.41 
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K.2.2 Viewing Details Only 

Observed values for codes which related to the viewing details. 

 Info Panel 

Open 

Viewing 

Moons 

Viewing 

Rings 

View 

Planet 

Totals 

Group A 327 24 6 39 396 

Group B 293 22 9 34 358 

Group C 244 15 6 146 411 

Group D 220 8 5 142 375 

Total 1084 69 26 361 1540 

df: 9, p < .001  

Test statistic: 233.66 

Critical value = 16.92  

Standard residuals; note: bold scores are for where differences occurred. 

 Info Panel 

Open 

Viewing 

Moons 

Viewing 

Rings 

View 

Planet 

Group A -1.94 0.17 -0.92 -4.47 

Group B -1.99 0.23 0.39 -7.22 

Group C -6.89 -1.85 -1.02 1.80 

Group D -6.72 -2.98 -1.14 2.54 
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K.2.3 PC-Only Comparisons 

Observed values for codes which related to the viewing details for the PC conditions. 

 Climate 

Tab 

Composition 

Tab 

Motion 

Tab 

Overview 

Tab 

PC 

Panel 

Large 

PC 

Panel 

Small 

Planet 

Focus 

Total 

Group 

A 

10 6 13 36 13 19 77 174 

Group 

B 

9 7 11 32 10 22 99 190 

Total 19 13 24 68 23 41 176 364 

df: 6, p = 0.78 

Test statistic: 3.20 

Critical value = 12.59 

 

Standard residuals were not calculated as there were no differences between the PC -

conditions for the viewing details. 
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K.2.4 VR-Only Comparisons 

Observed values for codes which related to movement and label viewing for VR 

conditions. 

 VR 

Point 

Planet 

VR 

Fly 

Grip Moon 

Tele. 

Planet 

Tele. 

Reset Sun 

Tele. 

Turn Pause Total 

Group 

C 

481 12 40 105 4146 58 22 494 7 1365 

Group 

D 

308 11 13 76 142 32 5 521 31 1139 

Total 789 23 53 181 288 90 27 1015 38 2504 

Degrees of Freedom (df): 8, p < .001 

Test statistic: 70.70 

Critical value = 15.51 

Standard residuals; note: bold scores are for where differences occurred. 

 VR 

Point 

Planet 

VR 

Fly 

Grip Moon 

Tele. 

Planet 

Tele. 

Reset Sun 

Tele. 

Turn Pause 

Group 

C 

2.45 -0.15 2.07 0.64 -0.88 1.28 1.90 -2.52 -3.01 

Group 

D 

-2.69 0.17 -2.26 -0.70 0.96 -2.08 -2.08 2.76 3.30 
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K.2.5 Verbalizations 

Observed values for codes which related to verbalizations. 

 Speak Expected Speak Compare Speak Details Speak Value Total 

Group A 19 37 39 21 116 

Group B 13 23 35 21 92 

Group C 5 24 55 16 100 

Group D 12 46 45 75 178 

Total 49 130 174 133 486 

Degrees of Freedom (df): 9, p < .001 

Test statistic: 51.50 

Critical value = 16.91 

Standard residuals; note: bold scores are for where differences occurred. 

 Speak Expected Speak Compare Speak Details Speak Value 

Group A 2.14 1.07 -0.39 -1.91 

Group B 1.22 -0.32 0.35 -0.83 

Group C -1.60 -0.53 3.21 -2.17 

Group D -1.40 -0.23 -2.35 3.77 
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APPENDIX L. POST-ACTIVITY FREE RESPONSE 

Note that all responses are quotes. 

L.1  Question 1 

What do you remember about the learning activity you just did? 

A201 

I deleted Earth 

I turned mars into light 

There are no baseballs 

Venus is the hottest even thogh mecury is the closest to the sun 

A202 
mostly it was the which planets had moons, and rings  

A203 How to say most of the planets in English. 

That many planets have moon. 

A204 The learning activity dealt with the solar system and different characteristics of 

each planet, such as mass, density, speed, location, and composition. 

B301 
mercury is the closest plant to the sun 

B302 
It was enjoyable, interesting, and simple 

B303 I remember clicking on different planets looking at and hearing different 

statistics for each. 

B304 

I remember the detail of the planets and the interface of the program, which 

showed the mass of the planets as well as important information such as their 

temperature and size measured in simpler terms (such as one earth, moon, or 

sun). 

C401 
That it was a lot of information about planets 

C403 
Seeing all the planets and some of the weird orbits some of the moons had 

C403 I remembered that only Jupiter and Saturn have rings and that Venus and 

Earth have similar gravitational strength. 

C404 I took a trip around the universe and learned some things about the planets in 

our solar system. 

C405 I remember using a virtual reality technology to explore the solar system and 

the planets 

D501 
I learned that venus is one of the hottest planets in the solar system  
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D502 Getting to see the planets up close and learning information about them. I was 

able to see Earth from space during day and night, which was interesting. 

D503 Exploring parts of the solar system. Explored all the different planets and 

found out details that I before did not know. 

D504 The planet's rotation were similar to their actual rotation. The hottest planet is 

Venus and the coldest is Uranus 
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L.2  Question 2 

What was hard to understand? 

  

A201 
Why there are no baseballs 

A202 
it was all pretty easy to understand 

A203 
The mass of the planets. 

A204 Some of the terms in the info boxes were unknown to me, so it was a bit difficult 

to understand those parts. 

B301 
no 

B302 
No, it was pretty easy 

B303 
I was a little confused about the sounds. 

B304 
Nothing that I can remember. 

C401 
The questions about the planets because I haven't studied on planets for awhile 

C403 
The gravitational strength of the planets 

C403 To see how fast the planets rotated for some of the ones with close rotation 

times. 

C404 Some of the questions were hard to answer because I haven't used this program 

before. 

C405 
Nothing 

D501 
the random sounds the planets made 

D502 
Not much. I think the information and sounds were clear enough to me. 

D503 
It was hard to understand some of the sounds sometimes. 

D504 The overall assignment was easy to understand, but the sounds were a little hard to 

understand  
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L.3  Question 3 

What was easy to understand? 

 

  

A201 
how to rename a whole planet 

A202 
mostly the moons and rings, which is why I remembered it so well 

A203 
The names and the order. 

A204 The visual aspect was easy to play around with and notice things. The overview 

of each planet gave information that was easy to understand. 

B301 
yes 

B302 
Yes 

B303 
It was simple to navigate. 

B304 The interface, as it showed a lot of information in a very compact and neat 

little box 

C401 
No 

C403 
The mass of the planets 

C403 
Where the planets are and the speed of revolution. 

C404 Most of the questions were easy to understand once I figured out what the 

meant. 

C405 
How do travel around and look at the planets 

D501 
the movements on the controller 

D502 The information displayed about a planet and the sounds that went along with 

it. 

D503 
The concept of what was supposed to happen and how to use it. 

D504 Like I previously stated, The overall assignment was easy to understand, but 

the sounds were a little hard to understand  
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L.4  Question 4 

What did you like? 

  

A201 

Deleting earth 

Renaming earth to planet 

Turning mars into light  

Blowing up the entire universe 

A202 
All that was included in the test 

A203 
I liked that I got to explore the planets that I didn't know. 

A204 
I liked being able to change the perspective of the solar system so that I could 

view it from different angles. Also, I liked being able to zoom in and out on the 

planets to do examinations. 

B301 
supernova 

B302 
I liked learning more about the solar system 

B303 
I really like how real it feels and the atmosphere.  

B304 The detail of the planets and the customization that's available (if given the 

opportunity, as none of the planet's aspects were tweaked at all) 

C401 
The VR and the directions 

C403 
Exploring the solar system 

C403 I loved the feeling of actually being there. It felt so realistic and it felt like I 

could actually touch the planets and stars. 

C404 I liked being in virtual reality I general but I also liked how I could fly and 

teleport around to different things. 

C405 
I liked that I could see information about each planet 

D501 
all that was included in the test 

D502 I liked the option of pausing time, as it made navigation easier. Being able to 

explore the moons alongside the planets was fun. 

D503 I liked how it showed facts of the solar system in a interesting way and it 

showed the facts while it was interactive/hands on. 

D504 
The fact the the sun was really bright and the fact that you can try to catch  
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L.5  Question 5 

What didn’t you like? 

 

  

A201 
writing 

A202 bummed out that it was just on the computer – imagining a VR headset, but not 

too much. Would have rather used a VR version 

A203 
nothing much 

A204 I didn't like how you had to double click on a planet to center it because I 

would keep forgetting to double click. 

B301 
nothing 

B302 
That it seemed like it was over so quickly. 

B303 
I am not sure 

B304 The zooming and navigation was a little finicky at times, but it didn't inhibit my 

ability to learn 

C401 
Nothing really 

C403 
It was a little difficult to grasp where things were in relation to each other 

C403 It was a little hard to click on then planets because the moon were usually in 

the way of it. 

C404 Nothing really but when you take off the headset you get a weird feeling 

around your eyes. 

C405 
I didn't like that the planets were moving 

D501 
i did not dislike any thing 

D502 
I don't think there is anything I don't like about the Universe Sandbox. 

D503 
Sounds were a little confusing.  

D504 
The Audio information 
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L.6  Question 6 

Did you wish you had more time with Universe Sandbox? Why or why not? 

A201 
yes 

So I can destroy more stuff 

and find the baseballs 

A202 no, thinks it was enough time. It was all very straight to the point. Summarized 

the planet in a way that I could understand it. 

A203 
Yes because you can see all the planets and especially the moons. 

A204 

I wish that I had more time so that I could figure out what some of the terms 

meant. I also would like to figure out the answers to the questions that I didn't 

know. In addition, I wanted to play around with the simulation for a little while 

longer. 

B301 
yes because it was fun 

B302 
Yes because I find it very fun to use and would like to learn more. 

B303 I do not really wish for more time with Universe Sandbox because I feel that I 

have explored enough that I am satisfied. 

B304 
Yes, because I'd like to see what happens when I begin messing with the 

temperatures and size of the planets outside of their original values, as it'd be 

interesting to see how it affects the rest of the Solar System. 

C401 
Yes so I could keep exploring 

C403 
Yes. I liked exploring and want to explore some more. 

C403 
Yes, I had a really great time and I wanted to learn more about it. It was also 

very cool because you could really see the planets and it felt like you are really 

in space. 

C404 
I do wish I had more time with a different scene because its so fun to just be 

around in virtual reality cause you an mess up or do something bad and its not 

real. 

C405 
Yes because it was fun 

D501 
Yes, it is so fun the picture looks so real and I learned a lot from this  

D502 
Yes, because I enjoyed looking at a scale of the Solar System. 

D503 Yes because it taught information in a hands on way to make it easier to 

understand. 

D504 Yes. I wanted to see if after awhile I could understand the audio information. 

Also I wanted to try to catch all the fast rotating planets 
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APPENDIX M. FOLLOW-UP INTERVIEW RESPONSES 

Note that all responses are quotes unless otherwise stated. 

M.1 Question 1 

Can you describe what your experience with solar system simulation was like? 

A202 

First off it wasn't boring it was kinda fun, being able to click on the planets 

and find out what they were. The visual representation of the moons and 

the rings was cool. And, in general it was really cool.  

A203  
It was fun cause I've got that website -- the sandbox thing, to look at the 

moons and stuff and how it's moving. 

A204 
It was kinda cool playing around and being able to see all of the things 

about the planets and being able to learn the different things 

B302 

Um, there were different sounds that meant different things. The different 

things were like mass, or moons, rings, other kinds of stuff for different 

planets about the solar system.  

B303 It was pretty cool, like you could see all the planets around it. 

B304 Uhm, it was pretty cool, I think. 

C401 It was pretty fun. It felt so real, like I was actually in the solar system 

C402 
It was like being in space, but like, I don't know -- it was, I felt like I was 

there.  

C403 

Well, I had a really good time doing it. It really did feel like I was kind of 

in space, and just looking at the planets. IT was just really fun and it was a 

great learning experience for me.  

C404 
We were in, was in a space thing and there were lots of planets and some 

moons, too.  

C405 

It was like, kind of like being there, because you couldn't see myself, but I 

could see all around, instead of just in one little spot. And, like, there were 

planets moving and stuff. 

D502 
Hmm… I think it, to me, was, it interested me. I wanted to explore it. So. I 

don't know if there's a word for it. 

D503 

I remember seeing all of the planets in a 3d looking area. Like being able 

to see, like, learning it, kind of like learning hands on, cause it was 3d and 

you could interact with it. 

D504 
So, it was really really awesome having to actually look at the other 

planets and stuff. I left feeling like it was a really awesome experience. 
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The hand mechanics made sense, but when it came to the sound 

mechanics, I had trouble keeping up with a few of them. Other than that, I 

don't think I had any difficulties keeping up with it. 
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M.2 Question 2 

What do you remember about it? 

A202 (no response) 

A203  
So, I remember the closest planet to the sun is Mercury, Venus, Earth, and 

then Mars. Jupiter, Saturn, and then…like Neptune 

A204 I remember the side bars which had info like the mass and composition 

B302 

I thought it was pretty cool. Just like, going around space, hearing sounds 

to know different things, and I liked not having to spend all of the time 

reading, b/c I'm a slow reader.  

B303 
There were different sounds for each planet, like, describing it's mass, 

density, and other features. 

B304 

I remember it was the solar system you could see all of the planets, 

orbiting around the sun and all. You could see information like the mass, 

average temp, etc. 

C401 
I'm going to say not a lot -- (about the questions). I remember looking at all 

of the planets, like the sun or mercury, or how you could stop time. 

C402 
I remember seeing all of the planets and the crazy orbits of the moons and 

stuff.  

C403 

I remember that it looked like you were surrounded by the milky way. 

There was all the planets and their moons, or some of their moons, for the 

most part.  

C404 

Well, I know you could use special controls to like move around and stuff, 

and it was really big and all of the planets were there but not all of the 

moons.  

C405 

I remember that you could teleport to the different planets and it gave you 

information about the mass and temperature, and how many moons. And 

you asked me questions about which ones had rings, and which ones were 

bigger than the others. 

D502 
I think the most memorable part was probably the sounds you heard upon 

clicking upon a planet.  

D503 And like, you learned a lot of information about the planets. 

D504 

I think, I remember the most about the actual speed -- the speed was 

comparable to what it would be like, in actual terms. But because of their 

size -- it appeared really fast. B/c of their actual size (in VR) it was smaller 

in diagram. It was moving a lot faster, and it was pretty awesome. It was 

fun to try to catch them without pausing. The teleportation mechanic was 

cool cause you can view them and go directly to the planets 
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M.3 Question 3 

Can you describe a detail or two about the simulation? 

A202 
The first detail is that I remember that saturn had both rings and moons. 

And the sun was made of hydrogen.  

A203  Like, how much degrees or how big in masses and stuff. 

A204 
There were parts where you could zoom in and see the moons and their 

motion around the planets 

B302 

I remember being able to scroll out and see all of the planets, or scrolling 

in to focus on a singular one. Like, when I was further out I could hear all 

of the masses about the planets, but when I was in, I could hear just the 

one.  

B303 
Each planet had certain information about them, like the specific numbers 

for each category of information. 

B304 
I guess, I remember some of the questions, what two planets have similar 

masses. I remember it was Neptune and Venus having similar mass.  

C401 

Some of the details that stood out were that it could actually be used for 

learning. Thought it was really cool, and thought it would be awesome if 

you could use this in schools. 

C402 
I remember, I think, one of the moons of Jupiter, or Uranus had a loopy 

orbit.  

C403 
So, the simulation in general, you could click on the planets and could see 

the details or facts about them.  

C404 
It was kinda like a simulation of the galaxy and there were lots of planets 

and it made it seem really big 

C405 
Uhm, the planets were moving, and they were like, really awesome, they 

were sort of realistic, kind-of. 

D502 
Talking details, then I do remember when I looked at the sun, it was pretty 

bright. The sun was the first thing I clicked on.  

D503 

There was, so there was 2 modes -- fly and teleport, and I used teleport the 

whole time. And, uh, there were sounds to go with each fact about the 

planets. 

D504 

I do remember that Jupiter, had the most moons. Saturn had the most 

obvious rings. From looking at it. Looking at it, neptune was the coldest 

planet. The sun -- it was really really bright, but when you looked away it 

dimmed down. 

 

  



 245 

M.4 Question 4 

Can you describe a detail or two about one of the planets? 

A202 
Remember that, I believe it was mercury and mars gravitational strengths 

were mostly the same.  

A203  
I think the earth was the hottest. Oh, um, and the planets are closest to the 

sun they're kind of hot and if they're not it's so cold. 

A204 
I remember Saturn was the only one with rings. They looked like little tiny 

black dots around it 

B302 
Jupiter was the densest gas giant, Saturn had rings, Uranus was like -- they 

all had moons except for Mercury and Venus.  

B303 

There was like, pretty sure like, I remember something about the rotation 

speeds, but I don't remember which specific planets. It sounded pretty 

interesting. 

B304 
Just like -- I remember having Jupiter having quite a few moons and all, 

spinning around, it was cool to see. 

C401 

[One that stood out to him was the sun, how bright it was.] “If you got up 

close to it, it got brighter. being able to go on the sun in the VR would be 

cool.” [additionally mentioned, un-specifically, how the planets looked. 

Would like it to be more detailed.] 

C402 
I remember that Jupiter and it was a gas giant, and that Saturn was the only 

one that had rings. And mercury was closest to the sun.  

C403 
Yeah. The main thing I was remembering was just the rings on Saturn and 

Jupiter. But I don't really remember any more details about them. 

C404 

When you clicked on, for Mars, or Venus, there was something about the 

center of gravity, or some gravitational pull or force. And it was 

complicated --one of the questions -- and you could see the stuff on the 

side 

C405 

Well, I know that, like, I knew that Saturn had rings, and Saturn and 

Jupiter were the biggest. And that, uhm, Saturn and Jupiter are moderately, 

have moons. I learned that Neptune had a moon. 

D502 

The trails that the planets left behind. The noise, that, the sounds that -- 

Saturn’s rings, or any of the rings. Saturn's stood out b/c it was both visual 

and sound. Sometimes the planets, but mainly earth, would get light or 

dark, depending on the time. 

D503 
So, uh…Jupiter was the largest planet with the biggest mass. And, it has a 

lot of moons 

D504 

Mercury at first glance looked comparable to the moon -- it looked all dry 

and no life and color at all. While, liked planets like Venus and earth had 

more texture (and nothing on mars) -- Venus appeared different than I 

thought it would be (it was a yellow-ish tan) as opposed to the amount of 

red -- light if it had lava. All the blinking lights around it. 
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M.5 Question 5 

When you answered the last few questions -- How were you imagining or thinking about 

the solar system or the planets? 

A202 

It was mostly the planets that I paid more attention to, or looked more 

interesting. Or that I've looked at over the years, like mars. In my robotics, 

I believe, I think we researched life on mars. We were researching that 

there might be bacteria in the water. So I paid a lot of attention to that (the 

sun) b/c it's a big ball of fire.  

A203  Entire solar system and like looking at the planets, they were like so big. 

A204 Kinda remember how the planets looked  

B302 

I kind of, saw it, as the simulation showed it. (thought about all of them in 

general, and then pictured one in particular while he was describing a 

detail) 

B303 I imagined it like how the simulation displayed it, I guess, in a ring format. 

B304 Um, I kinda imagined what it was like in the simulation. 

C401 
Thinking of them like physically --  that you could actually physically 

touch them. 

C402 I was thinking about it like how I saw it in that program  

C403 
Thinking about them like probably physically in there. You could imagine 

you were there. 

C404 I think, I guess it looked a lot like the simulation 

C405 I pictured them, from like, in the simulation. 

D502 
As in like, how did I picture it in my mind? Probably individually with the 

planet in the center. 

D503 
I was thinking about how this planet, what it is, and kinda learned about 

them. 

D504 

Thought about the top-down view overall. Looking at them, I kinda like, 

when we were at the individual -- I would start visualizing the planets and 

the diagrams that were shown.  
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M.6 Question 6 

Did using the simulation help you think about the distance between planets (or the size of 

space in general) differently? 

A202 

Yeah, cause some planets like mercury and Venus were closer together, 

but the gas giants, were far apart, like how Jupiter and Saturn were far 

apart, like the orbital lines helped tell how close or far apart they were. 

A203  

Oh yeah, yeah definitely. -- I didn't know that like, Mars and Jupiter or 

Jupiter and Saturn were so far away from each other. It was spinning so 

fast (their spins) 

A204 

Um, when I first saw it and saw how far away the outside planets, Uranus 

and Neptune were, I was shocked cause the ones closer to the sun were 

close together 

B302 

It did a bit, but… it helped me with being able to see the sizes of the 

planets and the distance some, but not as much, with how far they were. 

(there could still be something else to better understand the distance) 

B303 Not really. It helped get it into perspective, but I kinda already knew. 

B304 

Uhm, I think so. Originally it's like yea it's this far away (light years away) 

for planets -- all the planets being far apart. I struggled to navigate to all of 

them, since they were so far apart. 

C401 
Oh yeah it did. Thought some of the planets were pretty small -- but in the 

VR you can see how big they actually are.  

C402 
Yeah. I could see like, how big they were in relation to each other, or how 

really far apart they were. 

C403 
Yeah, you could see the differences like how the rocky planets were, way 

closer together compared to the gas giants. (to the sun) 

C404 

Yeah, I think, having to teleport to each planet made me realize it was 

vigger, you couldn't just fly to them. Even the center planets weren't as 

close.  

C405 
I realized that they were a lot further away from each other. I guess. They 

were really spaced apart. 

D502 Distance between the planets? Yes. I could definitely see the distance. 

D503 

So, the simulation allowed, to show like, it made me able to see how these 

planets are actually a lot further or a lot closer together than I used to think 

they are. Like how the farther planets are a lot more spaced out. 

D504 

It actually did make me think more about the distance, because in my head, 

in the diagrams and images, the planets are really close together (back to 

back to back) but in VR I could see the rocky giants and then the space -- 

like Uranus all the way in the very back. 
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M.7 Question 7 

Looking back at that experience, was there something you liked? 

A202 

I liked how you could click on the planets and it would bring you closer to 

it. And how you could just see the planet up close, even though you're 

sitting down in a room on one planet, where you're nowhere near the other 

planets that you're looking at.  

A203  
Yeah, so like you can double click and see the planets closer and you can 

see the moons closer, too. I like that. 

A204 Um, kinda liked playing around with it (at the end) 

B302 
I liked, really liked science, and being able to interact with it a lot. Cause, 

I'm more of a hands-on learner and have fun with that.  

B303 
Like you could look around and see the planets spinning, and the moons as 

well 

B304 
Um, I really liked that you can see the run down of the planets if you 

clicked on them. 

C401 
That you could do anything with the planets (like shrink the sun) [the 

view] 

C402 
I liked exploring space and looking at the planets and stuff. I liked being in 

the thing. 

C403 
I really liked that I learned a lot from it. I really liked that it was just, the 

whole experience in general.  

C404 Uhm, the way you could move around (look around) 

C405 

I liked that I could, uhm, that I could go to each planet and see all of the 

information about it. And that I could see what's big, and what had rings 

and moons, and stuff. 

D502 It was nice to go to each planet and look at it up close. 

D503 
I liked how you could look around the solar system as if you were there. 

And, being able to see each planet 

D504 

I did list this on the paper: I absolutely loved the planet mechanic (how fast 

they moved -- it gave it a lot of excitement). This was really entertaining to 

catch the planets and moons in mid-flight. The sound mechanic was 

enjoyable but was confusing at times. I remember than when you clicked 

on a planet, you could hear the mass and density. the lower the lower the 

mass or density. 
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M.8 Question 8 

Looking back at that experience, was there something you disliked? 

A202 Not really actually.  

A203  Not really. 

A204 Uhm, I guess like having to do the questions over and over.  

B302 Not really, no. 

B303 Uh, I can't really say anything. 

B304 Uhm, not really sure.  

C401 No, didn't dislike it. It was actually pretty good 

C402 Um… not really. 

C403 

Not just me, but when I tried to click on the far away planets, I usually 

clicked on the moons, not the planets. There's probably an easier way to do 

it. Everything else was really awesome.  

C404 
I guess, I didn't like, when you had to fly. It wasn't going really fast. I liked 

the rest of it. 

C405 No, I don't think. I liked it all. 

D502 I don't think so. 

D503 Sometimes the sounds were a little bit confusing. 

D504 The sounds -- it was confusing. 
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M.9 Question 9 

Looking back at that experience, would you try something like this again? 

A202 

Yeah, usually I would, b/c it’s a pretty big step from my learning science 

class. Usually my teacher would have us do something similar to this, 

called a gizmo, it's not as visual as yours was, it was more of, you just click 

a few buttons and it tells you something. It looks more 2D and yours was 

more 3D.  

A203  Yeah. 

A204 Yeah 

B302 Yeah -- definitely. 

B303 Yeah  

B304 Sure, probably. 

C401 Yes, I would 

C402 Yeah!  

C403 Yeah, definitely. Yeah. It was really cool. 

C404 Yeah, definitely.  

C405 Probably. 

D502 Yes, I would.  

D503 Yeah 

D504 Most definitely, I would. It was really fun. 
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M.10 Question 10 

Would you be exited to use something like this in school? 

A202 Oh yeah, it would make science or other subjects a lot more interesting. 

A203  Mhm, it will help my friends a lot, probably. 

A204 
Yeah - it's better than just doing a web class, it was more engaging and 

interactive. 

B302 Yeah - I think it'd be fun. 

B303 Yeah, it would be pretty cool. Yeah. 

B304 

Mhm, definitely. I guess it helps cause you can actually interact with all of 

the planets. It helps you remember a bit more, seeing the detailed view, in 

a place you can see. I actually haven't gone over the planets in years -- 

here's this planet, with this much mass. You could actually look around 

and view all the planets.  

C401 Yeah, I would be really excited. 

C402 Yeah, I think that would be awesome to use it in school.  

C403 Definitely. That would be a great way to learn, in class periods. 

C404 Yeah, I'd like it a lot. Like, for not just science, any subject. 

C405 
I think it would be really fun. I liked that you could explore around and 

visualize it better than looking at a picture in the textbook. 

D502 Yeah, I'd be looking forward to it. 

D503 Yeah, it would be easier to use, learning is hands on. 

D504 Yes- it would make the classroom so much more fun. 
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M.11 Question 11 

Is there anything else you would like to share? 

A202 Not really. 

A203  
It was the sun, Mercury, Venus, Earth, Mars, Jupiter, Saturn, and then the 

last one was Neptune, but… I knew it yesterday, uh. 

A204 uhm, nope. 

B302 Nope. Not that I can think of. 

B303 Nothing in particular.  

B304 

Some of them I could get (the sounds); I didn't really use or utilize the 

sounds that much. I think I remember mercury having a fast-paced high-

pitched sound.  

C401 Nope 

C402 Nope 

C403 I don't think so. 

C404 

I don't remember anything else. I felt there were lines going through the 

planets around them -- lots of lines, connecting to the planets and the 

moons (the orbits). 

C405 Um, I guess that I liked it. 

D502 Hmm. No I think that's all. 

D503 Hm, no. 

D504 
I must say that I can see the amount of hard work you put into it, the 

diagrams and the planets, I was really impressed. Thank you. 
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