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Abstract—Testing & validation of high-level autonomy 

features requires large amounts of test data, which 

conventionally is achieved by accumulating miles on the road 

and dedicated proving grounds. This places an extreme burden 

not only on original equipment manufacturers (OEMs) of 

connected and autonomous vehicles (CAVs), but also on Tier 1 

suppliers of CAV components, both in terms of cost and delivery 

time. To this end, multiple simulation platforms and techniques 

have emerged, such as hardware-in-the-loop testing methods, 

while the concept of co-simulation is gaining popularity as a 

more comprehensive solution for testing and validating CAVs. 

The aim of the DigiCAV project is to explore the feasibility of a 

co-simulation platform adopting a test-driven development 

approach for CAVs, by enabling a seamless testing and 

validation process across all stages of development, supporting 

a wide range of testing from model-in-the-loop of a CAV 

component all the way to vehicle-in-the-loop of a fully assembled 

vehicle on HORIBA MIRA’s dedicated CAV proving ground 

test facilities. Furthermore, emphasis will be put on quality 

aspects such as testing accuracy, usability and protection of 

intellectual property rights. This paper introduces the DigiCAV 

project and disseminates results from its first deliverable 

focusing on capturing user requirements for the proposed 

simulation platform. 

Keywords—autonomous vehicles, connected vehicles, 

simulation, testing, system validation 

I. INTRODUCTION 

The complexity of testing new vehicles and components 
has become a serious burden to automotive original equipment 
manufacturers (OEMs) and Tier 1 suppliers, as they adopt 
shorter product development life cycles in an effort to reduce 
the time to market of new vehicles and components while 
saving on development costs. This has resulted in adhering to 
a V-model development process where testing activities are 
incorporated in each stage of development [1]. Among the 
several benefits associated with such a process are time and 
cost savings, usually linked to a reduction in the number of 
vehicle prototypes needed, and the addressing of unplanned 
design changes earlier in the development process [2]. 

In development based on the V-model, testing typically 
starts using a model (model-in-the-loop, MiL) and it is then 
carried out using various types of software-in-the-loop (SiL) 
and hardware-in-the-loop (HiL) test bench setups, which in 
many cases are different based on the unit under test (UUT). 
This results in different testbeds for testing the vehicle’s 
individual components all the way to the fully-assembled 
vehicle. Finally, fleet testing of prototypes takes place on a test 

track or road for the final adjustments (vehicle-in-the-loop, 
ViL).  

When considering the development of CAV components, 
especially highly automated ones (SAE Level 4 and 5), there 
are additional complexities introduced, stemming from the 
exponential complexity of CAVs compared to traditional 
vehicles [3], leading to significantly increased testing times 
[4]. Furthermore, due to their different nature and operational 
environment, different testing and validation (T&V) processes 
need to be explored with a number of identified major 
challenge areas presented in [3]. In more detail, the 
importance of proving ground testing [5], testing with the 
driver out of the loop [3] as well as the consideration of human 
factors-related variables [6] have been identified as essential 
requirements for CAV T&V. Additionally, the increased 
complexity of CAVs stresses the importance of developing 
T&V processes where qualities such as usability, traceability 
and time-to-market are acknowledged. 

In an effort to address the aforementioned challenges, the 
Digital CAV Proving Ground Feasibility Study (hereon 
referred to as the DigiCAV project) builds on HORIBA 
MIRA’s vehicle testing solutions to investigate the feasibility 
of a novel simulation approach. The aim is to aid the 
development process of CAVs by enabling iterative T&V of 
their components at different stages of development against a 
complete configuration of the vehicle and the entire CAV 
ecosystem (e.g. traffic and communication infrastructure), 
allowing T&V of CAVs much earlier in the development 
cycle. This will be promoted by a component-in-the-loop 
(CiL) simulation approach where a component could range 
from individual vehicle components to a fully assembled 
vehicle. Such an approach will build upon a proposed 
simulation platform enabling the connection of both real and 
simulated CAV components (such as autonomous driving 
modules, simulation software, sensor data and algorithms) to 
entire vehicles by providing a set of appropriate interfaces, 
something which will allow conducting the respective X-in-
the-loop simulation tests across the entire V-cycle. 
Furthermore, the integration of accelerated testing processes 
will be also explored as well as the support of component 
resilience tests through the application of fault injection 
techniques on the interface level. The main components and 
data flow in the CiL simulation platform proposed here can be 
seen in Fig. 1. 

One of the key advantages of the proposed platform is its 
high level of modularity achieved by decoupling the 
functional and interface components of subsystems from each 
other, while also supporting the use of open interfaces. In this This project is funded by Innovate UK and HORIBA MIRA Ltd. 



 

Fig. 1. Overview of the proposed component-in-the-loop simulation platform architecture.  

way, the functional components will remain the same at each 
of the MiL/SiL/HiL/ViL stages, with only the interface 
components changing to suit the needs at each specific 
development stage. As a result of this, only one functional 
model will need to be maintained, and whether errors are 
functional or interface-based will be more explicit.  

Such a modular simulation approach will also allow the 
support of test-driven development (TDD) of CAVs, an 
approach traditionally used in software development. This 
will provide support of relevant test cases across all stages of 
development, testing and validation, enabling a seamless 
testing process, which can lead to time and cost benefits. 

Finally, the proposed platform will also promote 
conducting CAV tests without the need to reveal any IP 
information associated with the components under test, such 
as source code or other implementation details, to HORIBA 
MIRA or to other 3rd parties, while also taking into 
consideration the accuracy of the tests performed so that 
confidence in the use of the tested components can be inferred. 

II. RELATED WORK 

MiL and SiL testing of CAV components is usually 
performed fully in simulation and in complete isolation from 
the final vehicle. 

A common approach to MiL/SiL testing is to develop a 
model of the UUT (e.g. a vehicle controller) in a dedicated 
modelling environment and then connect this (or the resulted 
generated software) to a vehicle, a traffic simulator, or both. 
Popular vehicle simulators such as IPG CarMaker [7] and 
PreScan [8] as well as traffic simulators, such as PTV Vissim 
[3] and TRANSIMS [4] allow such integration. For example, 
the Vissim traffic simulator [9] provides an application 
programming interface (API) called Vissim external driver 
model (VEDM), which provides full control of a vehicle's 
movement, hence aiding in the development and testing of 
CAV algorithms. 

In [10], VEDM was used to code the driver model and 
vehicle clustering strategy for vehicles equipped with 
cooperative adaptive cruise control (CACC) while in [11], a 
decision-making CAV control algorithm was developed in 
Vissim using VEDM. The developed algorithm allowed a 
CAV to have “longitudinal control, search adjacent vehicles, 
identify nearby CAVs and make lateral decisions based on a 

ruleset associated with motorway traffic operations”. Other 
cases where MiL/SiL methods have been used are in [12] and 
[13]. Furthermore, some examples of MiL/SiL simulation 
platforms can be seen in [14] and [15]. 

A common limitation of MiL/SiL testing is the accuracy 
of simulation due to the increased level of abstraction of the 
environment models (vehicle, traffic and infrastructure) used. 
The DigiCAV platform attempts to increase the usefulness of 
these tests by conducting them in a simulated environment 
resembling a complete vehicle and its environment, allowing 
for early validation. 

The following stage of HiL testing is typically the first 
stage of the validation phase [4], which is where most of the 
work around CAV component testing has been identified. A 
standard configuration of a HiL test bed is to externally 
connect the UUT (e.g. an engine or a vehicle control unit) 
implemented in hardware to a traffic and/or network simulator 
through an appropriate set of interfaces. Some examples of 
traffic simulators supporting this are the Vissim and 
TRANSIMS mentioned earlier. 

In [16], a HiL simulator for developing and testing 
automated driving algorithms, such as CACC and coordinated 
lane keeping controllers, has been proposed. This consists of 
three main elements: a real time traffic simulator (dSPACE 
Scalexio), an electronic control unit (dSPACE Microautobox) 
and two dedicated short-range communication (DSRC) 
modems. 

Another HiL platform for testing CAV applications is 
presented in [17]. The platform consists of a mixture of 
physical and simulated components including a physical CAV 
controller, a traffic signal controller, communication devices, 
and a traffic simulator (Vissim). The aforementioned platform 
has a vehicle-to-infrastructure (V2I) focus, but it is suggested 
that it could potentially be modified to evaluate CAV 
applications based on vehicle-to-vehicle (V2V) technologies 
as well [17]. The platform’s capabilities for testing hardware 
vehicle components seems to be limited to the DSRC devices 
(e.g., On Board Units-OBUs or Road Side Units-RSUs), while 
no support for testing software vehicle components exists. 
This is in contrast to the DigiCAV project where the 
connection of real and simulated vehicle components to the 
simulation platform will be made possible through the use of 
open interfaces. 



In other work, a HiL testbed, based on the Robot Operating 
System, supporting the development and testing of 
autonomous vehicle algorithms and applications is proposed 
[18]. This is a CiL simulation platform integrating simulated 
and real components, allowing an easy transition from 
software to hardware-in-the-loop simulation. 

A number of proprietary HiL simulation platforms used in 
CAV development were also identified. Their common 
characteristic is their turnkey nature, requiring little 
configuration or customization before use. One example is 
National Instruments’ HiL platform for testing Advanced 
Driver Assistance Systems (ADAS) and autonomous driving 
applications [19]. This consists of NI’s PXI real-time targets1, 
each of them simulating vehicle components affected by 
typical ADAS systems. The tight synchronization achieved 
among the PXI targets enables simulations of various driving 
scenarios and sensors [20]. 

Another proprietary simulation platform is IPG’s ESC-
HiL test system used to test and validate real-world electronic 
stability control (ESC) units, enabling all ESC functionalities 
to be tested with a single HiL system [21]. The main uses of 
IPG’s platform are: (i) the verification and validation of ESC 
systems and (ii) simulation-based ESC homologation 
(certification). 

HiL testing is usually followed by ViL testing aiming at 
overcoming the common HiL limitations, such as the low 
accuracy of the vehicle models used. There are generally three 
ways identified of implementing ViL testing: (i) offline in 
simulation using a vehicle and a traffic simulator, (ii) in a 
laboratory environment using a chassis dynamometer test 
bench and (iii) on a dedicated proving ground (PG) test 
facility. ViL testing methods (i) and (ii) help bridge the gap 
between conventional HiL and real road testing. Within the 
objectives of the DigiCAV platform is the support of all three 
of the aforementioned ViL testing methods through the design 
of appropriate set of interfaces, whereas particular emphasis 
will be put on the support of ViL on PG test facilities. 

An example of a simulation only ViL test bed is presented 
in [22], where IPG CarMaker, a full-vehicle simulation engine 
also including driver and environment models, is connected to 
the Vissim traffic simulator to create a test bed for the 
evaluation of ADAS systems. 

An example of a chassis dynamometer test bench for 
CAVs is AVL’s DrivingCube ViL platform [23], [24]. In this 
platform, the mechanical inputs (torque, steering force) are 
simulated by a vehicle and powertrain simulator, while a range 
of ADAS-related sensors (camera, radar, lidar etc.) are 
stimulated through wireless communication (over the air). 

Finally, ViL on a dedicated proving ground test facility 
can be considered as a final means of validation. This enables 
one to evaluate the behavior of the component under test with 
real actors in a real vehicle, which is driven on a test track, 
enabling the revealing of potential negative consequences, 
like false positives. 

PG trials of CAVs are complementing public road trials 
addressing the more dangerous scenarios in a controlled 
environment. However, the development of dedicated CAV 

                                                           
1  NI PXI is a PC-based platform built around the PXI and PXI Express 

open standards, used for simulating a wide variety of systems. 

PGs is still an emerging area, presumably because of the high 
cost associated with their development. The interested reader 
is referred to [25] for specification details of a test track for 
driverless cars. HORIBA MIRA is one of the few companies 
offering dedicated CAV PG test facilities (City Circuit and 
TIC-IT 2  facilities) and one of the distinctive goals of the 
DigiCAV simulation platform is its integration with these 
facilities. 

A more comprehensive solution for CAV simulation is the 
use of co-simulation platforms, also referred to as integrated 
testing platforms [26]. In co-simulation, different simulators  
are coupled together such that global simulation of a coupled 
system is achieved [27]. Various approaches to co-simulation 
exist [28], such as dynamic (where components can enter and 
leave simulation during run-time), distributed (enabling the 
de-coupling of  the simulator units as well as their parallel 
execution as separate processes), co-simulation of discrete- 
and/or continuous-time models, etc. 

Generally, co-simulation is performed either adhering to 
an integrated or to a federated approach. In the first, different 
simulators are integrated into a single simulation environment, 
while in the second, simulators are self-contained units located 
and executed in the same or across different platforms, 
enabling the so-called distributed co-simulation. Typical 
advantages of this approach include dynamic management, 
incremental design and development support as well as 
parallel simulation [29]. Furthermore, a federated co-
simulation approach in theory allows the combination of any 
simulators, although this is difficult in practice [30]. 

When a federated approach is considered,  two popular co-
simulation standards used are the High-Level Architecture 
standard (HLA) [31] and the Functional Mock-Up Interface 
(FMI) [32], with the first mostly used in the aerospace industry 
and the second in the automotive industry. HLA is an 
architecture enabling distributed and parallel simulation [6], 
while FMI defines a standardized interface for coupling 
simulation tools in a co-simulation environment [33], suitable 
for the simulation of complex cyber-physical systems.  

In [34], the ACOSAR (Advanced Co-Simulation Open 
System Architecture) project is introduced. ACOSAR is based 
on the FMI, however, although FMI addresses the integration 
of simulation models, it does not support the integration of 
real-time systems into simulation environments. To address 
this gap and ease the integration and coupling of real-time 
systems (especially of HiL testbenches) to co-simulation 
platforms, ACOSAR suggested the development of a non-
proprietary interface named Advanced Co-simulation 
Interface (ACI). An overview of the simulation platform 
proposed by the ACOSAR project can be seen in Fig. 2. 

 

Fig. 2. An overview of the ACOSAR simulation platform architecture. 

2 The TIC-IT facility will provide an environment for conducting 

controllability tests for CAVs enabling testing a wide range of CAV and 

traditional driving scenarios. 



The objectives of ACOSAR have many similarities to 
those of DigiCAV, however, three distinct differences of the 
DigiCAV platform are: (i) full ViL capability, (ii) focus on 
CAV applications, especially those involving a proving 
ground and (iii) support of test-driven development 
approaches. 

In [26], an integrated co-simulation platform for 
Connected Vehicle (CV) and Vehicle Ad-hoc Network 
(VANET) related studies is presented. This is based on the 
integration of a traffic and a driving simulator by the addition 
of a middleware layer (called intermediary simulation 
middleware) providing a set of interfaces which allow both 
driver models as well a human driver in-the-loop along with 
the traffic simulator. Furthermore, the interfaces provided by 
the middleware can be used to add additional vehicle and 
infrastructure elements to the simulation platform, such as 
ones suitable for testing CAVs. Although the driving 
simulator of the platform is implemented on hardware, no 
consideration towards supporting the connection of vehicle 
components through appropriate interfaces was given. 

In [35], a co-simulation approach based on the concept of 
multi-agent-systems for the analysis of both autonomous and 
semi-assisted driving vehicles is presented. This approach 
allows the respective simulation tools to connect and 
disconnect from the simulation platform during run-time. 

The focus of the simulation platform proposed is on 
simulation of autonomous vehicles in a mixed environment. 
In particular, the main focus is to perform simulations on 
networks of vehicular traffic, preferably in urban areas, which 
could be heavily crowded and traffic jams may occur, while 
another focus is on the V2V/V2I communications, aiming to 
simulate their effectiveness as well as to which degree they 
improve operations in CAV scenarios. 

This platform allows the connection of external 
components called “agents” through the use of appropriate 
interfaces. The simulator can receive actuator values from the 
agents as well as various other information such as the 
characteristics of an agent’s sensors, actuators and physical 
properties.  Overall, there are three types of agents supported; 
(i) game type, (ii) real-vehicle type and (iii) infrastructure 
agents. Game type agents allow the user to directly control a 
vehicle within the simulator, a real vehicle type agent allows 
connection of real vehicles to the simulator and infrastructure 
agents allow the connection of road network infrastructure 
components (e.g. a smart traffic light). 

Compared to the DigiCAV platform, the granularity of the 
simulation platform presented in [35] is at a vehicle level, 
whereas the one of DigiCAV at a vehicle component-level. 
Furthermore, the objectives of DigiCAV is to enable complete 
testing and validation of CAV components and not of CAV 
scenarios. 

III. THE DIGICAV PROJECT 

A. Project Overview and Structure 

The DigiCAV project is split into eight work packages 
(WPs). At this stage of the project, WP1 has been completed 
and the project runs through WP2.  

WP1 was mainly concerned with literature review and 
requirement definition. The key results of the literature review 
have been presented in Section II of this paper. Requirement 
definition was conducted by the use of a requirements 

engineering process, which included the development of a 
requirements capture methodology and finally a list of 
requirements for the DigiCAV simulation platform. Key 
stages of the requirements engineering process followed are in 
Subsections B, C and D of this section. 

WP2 is concerned with the architecture design of the 
simulation platform and includes exploring potential 
simulation and interface architectures in order to select two 
best approaches for further investigation. 

WP3 is focused on the design of necessary hardware and 
software interfaces to enable implementation of a proof of 
concept. 

WP4 is focused on identifying accelerated test methods 
and test case scenarios which can be incorporated in the 
simulation platform and will include the systematic design of 
experiments as well as the development of fault injection 
methods. 

WP5 is concerned with establishing a proof-of-concept 
purely in simulation and finalizing the architecture and 
interfaces for subsequent HiL demonstrations. 

WP6 aims to provide a proof-of-concept demonstration of 
the DigiCAV platform by performing a series of HiL 
simulations. These will demonstrate the capability to connect 
software and hardware components to the DigiCAV platform. 

Potential demonstrations include ones of Level 4 or 5 
CAV controllers in the loop, which will be either in the form 
of an externally hosted web service or a black box ECU. An 
example of the latter can be seen in Fig. 3 where a vehicle 
controller (ECU) is connected to the proposed platform 
architecture enabling in-the-loop testing. In this example, the 
ECU is based on the Controller Area Network (CAN) 
communication protocol and is connected to the platform’s 
universal component interface through simulated CAN 
interfaces provided by the platform, whereas the outputs of the 
controller (vehicle control decision commands) could be 
vehicle commands such as acceleration & heading demands. 

 

Fig. 3. An example of a vehicle controller in-the-loop in the proposed 

simulation platform architecture. 

WP7 is concerned with evaluating the effectiveness of the 
proposed accelerated testing methods and identifying aspects 
requiring further development, as well as with developing a 
number of fault injection methods. 

Finally, WP8 runs in parallel with the other WPs and is 
focused on the dissemination and exploitation of the project 
work, including activities such as attending conferences, 
disseminating project results, engaging with potential end 
users (OEMs and Tier 1 suppliers) and developing post-
project exploitation plans. 



B. Requirements Capture Methodology 

In the DigiCAV project, a requirements engineering 
process using an agile methodology is followed. Unlike 
traditional requirements engineering processes (e.g. ones 
based on a waterfall life cycle model), agile requirements 
engineering activities are not sequential, are marked by 
extensive collaboration (e.g. face-to-face communication) and 
are performed during several short development cycles [36], 
[37]. Here, the commonly used agile techniques of User 
Stories and Use Cases are used to capture the requirements of 
the proposed simulation platform. 

User Stories include a short description of features from a 
customer’s point of view, which are used as a basis to create 
associated Use Cases. Additionally, Use Cases refer to 
structured descriptions of particular system functions the 
DigiCAV simulation platform must be able to perform in 
order to satisfy the corresponding User Stories. In more detail, 
the goals of Use Cases are: (i) to describe the set of 
interactions and events between the users or external systems 
(also known as actors) defining how different users will 
interact with the system and (ii) to document the simulation 
platform requirements needed to satisfy each Use Case. 

There are several ways to specify Use Cases, but usually 
these are described using a Use Case template. It is worth 
mentioning that at this stage of the project, the interest is 
neither put on specific implementation details (i.e. how a Use 
Case will be implemented or executed) nor on specific 
outcomes which should be provided by the platform after a 
Use Case is executed, but rather on the specific simulation 
platform requirements required to support the Use Cases, as 
these will contribute in the selection of suitable simulator and 
interface architectures in the following WPs. On that note, the 
Use Case template used in this project is shown in Table 1. 

TABLE I.  THE DIGICAV USE CASE TEMPLATE 

Field Description 

Objective The objective of the Use Case 

UUT inputs 
The list of actions the Unit Under Test (UUT) should 

conform to, provided by the user  

Simulation 

platform 

requirements 

The minimum list of features the simulation platform 

should provide to enable support of the Use Case 

 

The simulation platform requirements generated by each 
Use Case are then classified as functional and non-functional, 
which is a typical way to group system requirements in 
requirements engineering [38]. Functional requirements 
“capture the nature of interaction between the component and 
its environment”, while non-functional ones constrain the 
solutions that might be considered, considering aspects such 
as cost, time and quality attributes like usability, efficiency, 
reliability, maintainability or reusability [39]. 

C. User Stories 

As part of the requirements capture methodology 
followed, three User Stories have been created. In the context 
of this project, a user will most likely be a Tier 1 supplier of 
Level 4-5 CAV components or an OEM. 

1) User Story 1 (US1): A user wants to test a CAV 
component with sufficient accuracy and without revealing 
any IP information associated with it, such as source code or 
other implementation details, while also taking into 

consideration time and cost constraints as well as usability 
attributes. 

US1 is particularly suited to support start-up companies 
developing CAV components or technologies, or for testing 
new technological ideas around CAVs. For example, a 
company developing a battery management system for a 
hybrid (or electric) CAV aiming at optimizing their battery 
management algorithm using information provided from the 
vehicle controller require access to the vehicle controller and 
to the vehicle powertrain to enable this process. In such a 
scenario, the DigiCAV simulation platform will allow the 
connection of the UUT (battery management algorithm) to the 
platform where not only models, but also actual components 
of the aforementioned vehicle subsystems could be attached, 
hence also improving the accuracy of testing. 

2) User Story 2 (US2): US2 expands US1, however, a 
user here is required to test a CAV component or a vehicle 
throughout all development phases. To enable US2, the 
DigiCAV platform supports a TDD approach, allowing a 
seamless testing process throughout all phases of 
development using a common test configuration. 

US2 could be used as a basis for creating a new service 
provided by HORIBA MIRA, where the DigiCAV platform 
could be used to provide support to the user from the very 
early stage of idea generation (e.g. creating a novel control 
algorithm) all the way to the final stages where the component 
developed (e.g. a vehicle control unit) is integrated into a 
vehicle as well as in all other development stages in between. 

3) User Story 3 (US3): In US3, the user has similar 
objectives to the one of US1, however, instead of testing a 
CAV component, the interest here is in testing a fully 
assembled vehicle. Hence, in the context of this User Story, a 
user will most likely be an OEM or a start-up company which 
has retrofitted a vehicle with autonomous technologies. 

For example, an OEM intending to integrate different 
CAV components provided by Tier 1 suppliers into a new 
vehicle requires the use of accelerated testing procedures until 
vehicle certification is achieved. In such a scenario, the 
DigiCAV platform would allow the use of ViL testing of the 
fully assembled vehicle in conjunction with accelerated 
testing procedures, such as situation awareness and data fusion 
in-the-loop simulations. 

D. Use Cases 

The User Stories described in Section C led to the creation 
of seven Use Cases, summarized in Table 2. 

TABLE II.  THE DIGICAV USE CASES 

Use Case Name Use Case Objective 

CAV control 

algorithm in-the-

loop 

A user wants to test a CAV control algorithm 

through MiL and SiL simulation tests. 

Situation awareness 

and data fusion in-

the-loop 

A user wants to test situation awareness and 

data fusion algorithms through MiL and SiL 

simulation tests in a realistic CAV environment. 

Situation awareness 

and data fusion on 

proving ground in-

the-loop 

A user wants to test situation awareness and 

data fusion algorithms through ViL simulation 

tests in a realistic CAV environment. 

Vehicle model in-

the-loop 

A user wants to test a CAV component or an 

entire vehicle through vehicle model-in-the-

loop simulations. 

CAV control ECU 

in-the-loop 

A user wants to test a developed CAV control 

ECU through HiL simulation tests. 



Use Case Name Use Case Objective 

CAV on chassis 

dynamometer in-

the-loop 

A user wants to test a CAV component or an 

entire vehicle through chassis dynamometer-in-

the-loop simulation tests. 

CAV on proving 

ground in-the-loop 

A user wants to test a CAV component or an 

entire vehicle through ViL simulation tests. 

IV. CONCLUSION AND OUTLOOK 

In this paper, the DigiCAV project was introduced and its 
unique approach in the development, testing and validation of 
CAVs was highlighted. This project will enable accelerated 
testing and validation of CAVs on a proving ground, their 
subsystems using HiL and their software components using 
SiL/MiL. Furthermore, the paper introduced the structure of 
the project, including projected goals, while also summarized 
results derived from the completion of WP1. 
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