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SYSTEMS OF ERGODIC BSDES ARISING IN REGIME SWITCHING
FORWARD PERFORMANCE PROCESSES

YING HU∗, GECHUN LIANG† , AND SHANJIAN TANG‡

Abstract. We introduce and solve a new type of quadratic backward stochastic differential
equation systems defined in an infinite time horizon, called ergodic BSDE systems. Such systems arise
naturally as candidate solutions to characterize forward performance processes and their associated
optimal trading strategies in a regime switching market. In addition, we develop a connection
between the solution of the ergodic BSDE system and the long-term growth rate of classical utility
maximization problems, and use the ergodic BSDE system to study the large time behavior of PDE
systems with quadratic growth Hamiltonians.

Key words. Infinite horizon BSDE system, ergodic BSDE system, multidimensional comparison
theorem, regime switching, forward performance processes, large time behavior of PDE systems.
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1. Introduction. This paper introduces a new class of quadratic backward
stochastic differential equation (BSDE for short) systems in an infinite time horizon,
called ergodic BSDE systems. The systems arise in our solution of forward perfor-
mance processes for portfolio optimization problems in a regime switching market. We
show that ergodic BSDE systems are natural candidates for the characterization of
forward performance processes and associated optimal strategies in a financial market
with multiple regimes.

Let us first recall that an infinite horizon BSDE typically takes the form

(1.1) dYt = −F (t, Yt, Zt)dt+ (Zt)
trdWt, t ≥ 0

where F is called the driver of the equation, and W is a d-dimensional Brownian
motion as the driving noise of the equation. In contrast to the case of a finite time
horizon [0, T ], the infinite horizon BSDE (1.1) is defined over all time horizons and
may be ill posed, even if the driver F is Lipschitz continuous in both Y and Z. It has
been solved in [8] under a strictly monotone condition on the driver, a typical one of
which reads

F (t, Yt, Zt) = f(t, Zt)− ρYt,

for some constant ρ > 0. Then, it has been shown in [8] that (1.1) admits a unique
bounded solution (Y, Z) adapted to the Brownian filtration, if f is Lipschitz continuous
in Z. If f has a quadratic growth in Z, it has been further treated in [6].

Note that only bounded solutions are concerned here, for unbounded solutions
to BSDE (1.1) are not unique in general. The restriction within bounded solutions
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is also useful in the study of the Markovian BSDE (1.1) and its asymptotic prop-
erty. Indeed, in a Markovian framework where f(t, Zt) = f(Vt, Zt) with V being the
underlying forward diffusion process, the solution (Y, Z) admits a Markovian repre-
sentation (Yt, Zt) = (y(Vt), z(Vt)) for some pair of measurable functions y(·) and z(·),
and has been shown in [23] and later in [17] that, when ρ → 0, the bounded Markovian
solution to BSDE (1.1) converges to the Markovian solution of the ergodic BSDE

(1.2) dYt = −(f(Vt, Zt)− λ)dt+ (Zt)
trdWt, t ≥ 0.

Here, the constant λ constitutes one part of the solution to (1.2), and has a stochastic
control interpretation as the value of an ergodic control problem. The ergodic BSDE
(1.2) has been widely used to study the large time behavior of solutions of their finite
horizon counterparts (see, for example, [27] and [16]).

Both ergodic BSDE (1.2) and infinite horizon BSDE (1.1) turn out to be nat-
ural candidates for the characterization of forward performance processes and their
associated optimal portfolio strategies in portfolio optimization problems. Forward
performance processes were introduced and developed in [38, 39, 40, 41]. They com-
plement the classical expected utility paradigm in which the utility is a deterministic
function chosen at a single terminal time. The value function process is, in turn,
constructed backwards in time, as the dynamic programming principle yields. As a
result, there is limited flexibility to incorporate updating of risk preferences, rolling
horizons, learning, and other realistic “forward in nature” features if one requires that
time-consistency is being preserved at all times. Forward performance processes alle-
viate some of these shortcomings and offer the construction of a genuinely dynamic
mechanism for evaluating the performance of investment strategies as the market
evolves across (arbitrary) trading horizons. See also [24, 32, 42, 43, 47, 48] for their
developments and various applications.

The construction of (Markovian) forward performance processes is, however, dif-
ficult, due to the ill-posed nature and degeneracy of the corresponding (stochastic)
partial differential equations (see [21]). This difficulty has been recently overcome in
[36], which shows that Markovian forward performance processes in homothetic form
can be effectively constructed via the Markovian solutions of the equations like (1.1)
and (1.2). It bypasses a number of aforementioned difficulties inherited in the associ-
ated SPDE. See also [12] for a further development of this method to study forward
entropic risk measures.

Our aim herein is to generalize both (1.1) and (1.2) from scalar-valued to vector-
valued equations, i.e. systems of equations. The corresponding BSDE systems are
motivated by the construction ofMarkovian forward performance processes in a regime
switching market. Due to the interactions of different market regimes through a
given Markov chain, the corresponding infinite horizon BSDE system for a Markovian
forward performance process is expected to take the form

(1.3) dY i
t = −f i(Vt, Z

i
t)dt−

∑
k∈I

qik(eY
k
t −Y i

t − 1)dt+ (Zi
t)

trdWt,

for t ≥ 0 and i ∈ I := {1, 2, . . . ,m0}, where qik is the transition rate from market
regime i to k. The second term on the right hand side of (1.3) couples all the equa-
tions together and represents the interaction of different market regimes. A similar
feature has also appeared in [3] and [4], where the authors studied classical utility
maximization in a regime switching framework and derived a finite horizon BSDE
system.
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However, different from the finite horizon case, the infinite horizon BSDE system
(1.3) is ill posed. Indeed, in a single regime case, (1.3) then reduces to a scalar-valued
BSDE, and the strictly monotone condition fails to hold. To overcome this difficulty,
we modify (1.3) by adding a discount term ρY i

t in the driver (see (2.1) in section 2),
which serves the role of strict monotonicity. Although this additional discount term
makes the modified BSDE system well posed, it however distorts the original problem.
As a result, the solution of the modified BSDE system will no longer correspond to a
forward performance process.

As a first contribution, we construct Markovian regime switching forward perfor-
mance processes in homothetic form via the asymptotic limit of the infinite horizon
BSDE system (2.1), that is, the ergodic BSDE system (3.7) (see Theorem 4.2). Both
BSDE systems (2.1) and (3.7) are new1. They are introduced for the first time for the
characterization of regime switching forward performance processes. In particular, we
show that when there is a single regime, our representation of forward performance
processes will recover the ergodic BSDE representation appearing in [36].

Our second contribution is about solvability of the infinite horizon BSDE system
(2.1). Since the driver f i has quadratic growth in Zi, the standard Lipschitz estimates
do not apply to our system. Instead, we first apply a truncation technique and
derive a priori estimates for the solutions, and subsequently show that the truncation
constants coincide with the constants appearing in the a priori estimates. For this,
we make an extensive use of the multidimensional comparison theorem for BSDE
systems, which was firstly developed in [29]. An essential idea herein is to use the
bounded solution of an auxiliary ODE (not system!) as a universal bound to control
all the solution components of the BSDE system.

We then derive the ergodic BSDE system (3.7) as the asymptotic limit of the
infinite horizon BSDE system (2.1). This ergodic BSDE system, on one hand, char-
acterizes the regime switching forward performance processes and, on the other hand,
is also a natural extension of the ergodic equation introduced in [23]. Herein, a new
feature is that all the equation components have a common ergodic constant λ as a
part of the solution. Similar to [23], we apply the perturbation technique to construct
a sequence of approximate solutions to the ergodic BSDE system. However, the com-
monly used Girsanov’s transformation method does not imply the uniqueness of the
solution due to different probability measures induced by each equation component.
Instead, we prove the uniqueness of the solution by first converting the ergodic BSDE
system (3.7) to a scalar-valued ergodic BSDE driven by the Brownian motion and an
exogenously given Markov chain and then using the Girsanov’s transformation under
the Brownian motion and the Markov chain (see Appendix B).

Our third contribution is about a stochastic control representation for the er-
godic constant λ (see Proposition 4.4). We show that it corresponds to the long-term
growth rate of a risk-sensitive optimization problem in a regime switching frame-
work. This, in turn, connects with the long-term growth rate of a regime switching
utility maximization problem. Thus, our result also unveils an intrinsic connection
between forward performance processes and classical expected utilities in a market
with multiple regimes.

Our last contribution is using the ergodic BSDE system (3.7) to study the large
time behavior of solutions to a class of PDE systems with quadratic growth Hamil-

1Recently, [14] also introduced an ergodic BSDE system motivated from non-zero sum games.
However, the structure of their system is different from ours. In particular, there is no comparison
theorem for their system.
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tonians (see Theorem 5.1). Those PDE systems are often used to characterize the
utility indifference prices of financial derivatives in a regime switching market (see [3]
and [4]). We show that the solution of the PDE system will converge to the solution
of the ergodic BSDE system exponentially fast. To the best of our knowledge, this is
the first convergence rate result for the large time behavior of PDE systems.

Turning to literature about the quadratic BSDE (systems), most of the existing
results are only for a finite time horizon. The scalar equation with bounded terminal
data was first solved in [33] and was applied to solve utility maximization problems
in [25]. See also [7, 37, 44] for extensions. The case with unbounded terminal data is
more challenging and was solved in [9, 10, 18], with [19] and [20] further showing the
uniqueness of the solution. Their applications can be found in [2] and [26]. Recently,
there have been a renewed interest in the corresponding quadratic BSDE systems
due to their various applications in equilibrium problems, price impact models and
non-zero sum games (see, for example, [11, 30, 31, 34, 35, 45] with more references
therein). In spite of all the aforementioned results, our paper seems to be the first to
introduce and solve quadratic BSDE systems in an infinite time horizon.

The paper is organized as follows. Section 2 introduces an infinite horizon BSDE
system with quadratic growth drivers. Section 3 studies its asymptotic limit, which
leads to an ergodic BSDE system. Section 4 applies the ergodic BSDE system to
construct Markovian forward performance processes in a regime switching market.
Section 5 applies the ergodic BSDE system to study the large time behavior of a PDE
system. Section 6 then concludes. For the reader’s convenience, we also provide a
proof of the multidimensional comparison theorem in the appendix.

2. System of infinite horizon quadratic BSDE. Let W be a d-dimensional
Brownian motion on a probability space (Ω,F ,P). Denote by F = (Ft)t≥0 the aug-
mented filtration generated by W . Throughout this paper, we denote by Atr the
transpose of matrix A. Consider the infinite horizon BSDE system: for t ≥ 0 and
i ∈ I := {1, 2, . . . ,m0},

(2.1) dY i
t = −f i(Vt, Z

i
t)dt−

∑
k∈I

qik(eY
k
t −Y i

t − 1)dt+ ρY i
t dt+ (Zi

t)
trdWt.

By a solution to (2.1), we mean a pair of adapted processes (Y i, Zi)i∈I satisfying (2.1)
in an arbitrary time horizon.

To solve (2.1), we impose the following assumptions on f i.

Assumption 1. There exist three constants Cv, Cz and Kf such that, for i, k ∈ I
and v, v̄, z, z̄ ∈ Rd,

(i) |f i(v, z)− f i(v̄, z)| ≤ Cv(1 + |z|)|v − v̄|;
(ii) |f i(v, z)− f i(v, z̄)| ≤ Cz(1 + |z|+ |z̄|)|z − z̄|;
(iii) |f i(v, 0)| ≤ Kf .

Assumption 1(ii) implies that f i(v, z) has a quadratic growth in z. Thus, we are
facing a system of quadratic BSDEs defined in an infinite time horizon. The system
is coupled through the coefficients qik, i, k ∈ I, which satisfy

Assumption 2. The square matrix Q := {qik}i,k∈I is a transition rate matrix
satisfying (i)

∑
k∈I q

ik = 0; (ii) qik ≥ 0 for i 6= k. Let qmax be the maximal transition

rate, i.e. qmax = maxi,k q
ik.

The infinite horizon BSDE system (2.1) is coupled with a forward diffusion process
V satisfying
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Assumption 3. The underlying d-dimensional forward diffusion process V is
given by the solution of the mean-reverting SDE

(2.2) dVt = η(Vt)dt+ κdWt,

where the drift coefficients η(·) satisfy a dissipative condition, namely, there exists a
constant Cη > Cv such that, for v, v̄ ∈ Rd,

(η(v)− η(v̄))tr(v − v̄) ≤ −Cη|v − v̄|2.

Moreover, the volatility matrix κ ∈ Rd×d is positive definite and normalized to |κ| =
1.

The main result of this section is the following existence and uniqueness of the
solution to (2.1).

Theorem 2.1. Let Assumptions 1, 2, and 3 be satisfied. Then, there exists a
unique bounded solution (Y i, Zi)i∈I to the infinite horizon BSDE system (2.1) satis-
fying

(2.3) |Y i
t | ≤ Ky :=

Kf

ρ
and |Zi

t | ≤ Kz :=
Cv

Cη − Cv
.

Remark 1. As explained in the introduction, we restricted our discussion within
bounded solutions to BSDE (2.1). This is for the sake of (i) the uniqueness of its
adapted solutions; (ii) the discussion of its Markovian solutions; (iii) the discussion
of the asymptotic behavior of solutions to (2.1) as the time horizon goes to infinity.

The rest of this section is devoted to the proof of Theorem 2.1.

2.1. Sketch of the proof. To construct a solution of (2.1), we follow a trun-
cation procedure and a stability analysis. To this end, we first define two truncating
functions p : R → R and q : Rd → Rd by

(2.4) p(y) := max{−Ky,min{y,Ky}} and q(z) :=
min {|z|,Kz}

|z|
z1{z ̸=0}.

We consider the truncated system of (2.1), namely,

(2.5) dY i
t = −f i(Vt, q(Z

i
t))dt−

∑
k∈I

qik(ep(Y
k
t )−p(Y i

t ) − 1)dt+ ρY i
t dt+ (Zi

t)
trdWt,

for t ≥ 0 and i ∈ I.
Assumption 1 (i) and (ii) imply that the function f i(·, q(·)) is Lipschitz continu-

ous, i.e.

(2.6) |f i(v, q(z))− f i(v̄, q(z)| ≤ CηCv

Cη − Cv
|v − v̄|,

and

(2.7) |f i(v, q(z))− f i(v, q(z̄)| ≤ Cz
Cη + Cv

Cη − Cv
|z − z̄|.

It is also immediate to verify that
∑

k∈I q
ik(ep(y

k)−p(yi)−1)−ρyi is continuous and has
bounded derivatives except at finite many points. Thus, the driver of the truncated
system (2.5) is Lipschitz continuous.
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If, moreover, we can show that (2.5) admits a solution, say (Y i, Zi)i∈I , with
|Y i

t | ≤ Ky and |Zi
t | ≤ Kz, then p(Y i

t ) = Y i
t and q(Zi

t) = Zi
t , for t ≥ 0 and i ∈ I. In

turn, the pair of processes (Y i, Zi)i∈I also solve the original infinite horizon BSDE
system (2.1).

Next, we construct a solution to (2.5) by an approximation procedure. For m ≥ 1
and t ∈ [0,m], we consider the finite horizon BSDE system

Y i
t (m) =

∫ m

t

[
f i(Vs, q(Z

i
s(m))) +

∑
k∈I

qik(ep(Y
k
s (m))−p(Y i

s (m)) − 1)− ρY i
s (m)

]
ds

−
∫ m

t

(Zi
s(m))trdWs.(2.8)

For t > m, we define Y i
t (m) = Zi

t(m) ≡ 0. Note that (2.8) is a standard BSDE system
with Lipschitz continuous driver, so it admits a unique solution (Y i(m), Zi(m))i∈I .

We shall first establish uniform bounds (independent of m) on Y i(m) and Zi(m)
in Section 2.3. Subsequently, we shall show in Section 2.4 that the pair of processes
(Y i(m), Zi(m))m≥1 is a Cauchy sequence in an appropriate space, whose limit then
provides a solution to the infinite horizon BSDE system (2.1). Moreover, the unique-
ness of the solution relies on the multidimensional comparison theorem introduced in
the next subsection.

2.2. Multidimensional comparison theorem. The multidimensional com-
parison theorem for systems of BSDE, was first established in [29]. A different proof
is given in Appendix A for the reader’s convenience.

Lemma 2.2. For T > 0, consider a system of BSDEs (ξi, F i, Gi) with the terminal
data ξi and the driver (F i, Gi), namely,

Y i
t = ξi +

∫ T

t

[
F i
s(Z

i
s) +Gi

s(Y
i
s , Y

−i
s )

]
ds−

∫ T

t

(Zi
s)

trdWs, t ∈ [0, T ],

where Y −i
s := (Y 1

s , . . . , Y
i−1
s , Y i+1

s , . . . , Y m0

s ). Let (Ȳ i, Z̄i) be the solution of the sys-
tem of BSDEs (ξ̄i, F̄ i, Ḡi) with the terminal data ξ̄i and the driver (F̄ i, Ḡi). Suppose
that

(i) both ξi and ξ̄i are square integrable and satisfying ξi ≤ ξ̄i for i ∈ I;
(ii) there exist constants Cf and Cg such that, for i ∈ I and z, z̄ ∈ Rd, y =

(yi, y−i), ȳ = (ȳi, ȳ−i) ∈ Rm0

,

|F i
s(z)− F i

s(z̄)| ≤ Cf |z − z̄|,(2.9)

|Gi
s(y

i, y−i)−Gi
s(ȳ

i, ȳ−i)| ≤ Cg|y − ȳ|;(2.10)

(iii) the driver Gi
s(y

i, y−i) is nondecreasing in all of its components other than
yi, i.e. it is nondecreasing in yk, for k 6= i;

(iv) the following inequalities hold,

F i
s(Z̄

i
s) ≤ F̄ i

s(Z̄
i
s),(2.11)

Gi
s(Ȳ

i
s , Ȳ

−i
s ) ≤ Ḡi

s(Ȳ
i
s , Ȳ

−i
s ).(2.12)

Then, Y i
t ≤ Ȳ i

t for t ∈ [0, T ] and i ∈ I.
Remark 2. Lemma 2.2, and its proof, simply correct a minor loss of inefficiency

in the arguments developed in [29]. In [29], the Lipschitz conditions (2.9) and
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(2.10) are required to hold also for (F̄i, Ḡi), and both inequalities (2.11) and (2.12)

are required to hold for all zi ∈ R and y = (yi, y−i) ∈ Rm0

. In Lemma 2.2, the
Lipschitz conditions on (F̄i, Ḡi) are not necessary, and both inequalities (2.11) and
(2.12) are required to hold only at the solution (Ȳ i, Z̄i). Such an improvement is
crucial and tailor made for our later use.

2.3. A priori estimates. We show that the pair of processes (Y i(m), Zi(m))i∈I ,
as the solution to the finite horizon BSDE system (2.8), have the estimates

(2.13) |Y i
t (m)| ≤ Ky and |Zi

t(m)| ≤ Kz,

where the constants Ky and Kz, independent of m, are given in Theorem 2.1.

The boundedness of Y i(m). For z ∈ Rd and y = (yi, y−i) ∈ Rm0

, let

F i
s(z) := f i(Vs, q(z)) and Gi

s(y
i, y−i) :=

∑
k∈I

qik(ep(y
k)−p(yi) − 1)− ρyi.

Note that both F i
s(z) and Gi

s(y
i, y−i) are Lipschitz continuous, and Gi

s(y
i, y−i)

is nondecreasing in yk for k 6= i. Moreover, by Assumption 1(iii), F i
s(0) ≤ Kf and

Gi
s(Ȳs, Ȳ

−i
s ) = −ρȲs, where Ȳ −i := (Ȳ , . . . , Ȳ︸ ︷︷ ︸

m0−1

) and Ȳ solves the ODE

Ȳt =

∫ m

t

(Kf − ρȲs)ds.

Consequently, it follows from Lemma 2.2 that Y i
t (m) ≤ Ȳt ≤ Kf

ρ , for t ∈ [0,m] and

i ∈ I. Likewise, we also obtain that Y i
t (m) ≥ −Kf

ρ , so |Y i
t (m)| ≤ Kf

ρ = Ky. Hence,

we have p(Y i
t (m)) ≡ Y i

t (m), i.e. the truncation function p(·) does not play a role in
BSDE system (2.8).

The boundedness of Zi(m). Denote by V r,v the solution of SDE (2.2) starting
from v ∈ Rd at the initial time r, and by (Y i,r,v

t (m), Zi,r,v
t (m)), t ∈ [r, T ] the solution

of BSDE (2.8) where the process V is replaced with V r,v. Identically just as before,
we have |Y i,r,v

t (m)| ≤ Ky.
For t ∈ [r,m] and v, v̄ ∈ Rd, let

δY i,r
t (m) := Y i,r,v

t (m)− Y i,r,v̄
t (m) and δZi,r

t (m) := Zi,r,v
t (m)− Zi,r,v̄

t (m).

It then follows from (2.8) that

δY i,r
t (m) =

∫ m

t

[
f i(V r,v

s , q(Zi,r,v
s (m)))− f i(V r,v̄

s , q(Zi,r,v̄
s (m)))

]
ds

+

∫ m

t

∑
k∈I

(
qik(eY

k,r,v
s (m)−Y i,r,v

s (m) − 1)− qik(eY
k,r,v̄
s (m)−Y i,r,v̄

s (m) − 1)
)
ds

−
∫ m

t

ρ δY i,r
s (m)ds−

∫ m

t

(δZi,r
s (m))trdWs

=

∫ m

t

[
F i,r
s (δZi,r

s (m)) +Gi,r
s (δY i,r

s (m), δY −i,r
s (m))

]
ds−

∫ m

t

(δZi,r
s (m))trdWs,

(2.14)

where

F i,r
s (z) = f i(V r,v

s , q(Zi,r,v
s (m)))− f i(V r,v̄

s , q(Zi,r,v
s (m)))

+ f i(V r,v̄
s , q(z + Zi,r,v̄

s (m)))− f i(V r,v̄
s , q(Zi,r,v̄

s (m)))
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and

Gi,r
s (yi, y−i) =

∑
k∈I

qik
(
ey

k−yi+Y k,r,v̄
s (m)−Y i,r,v̄

s (m) − eY
k,r,v̄
s (m)−Y i,r,v̄

s (m)
)
− ρyi,

for z ∈ Rd and y = (yi, y−i) ∈ Rm0

, with |yi| ≤ 2Ky for i ∈ I.

Note that F i,r
s (z) andGi,r

s (yi, y−i) are Lipschitz continuous. Moreover, Gi,r
s (0, 0−i) =

0 and, by Assumption 1(i) and the Lipschitz estimate (2.6),

|F i,r
s (0)| = |f i(V r,v

s , q(Zi,r,v
s (m)))− f i(V r,v̄

s , q(Zi,r,v
s (m)))|

≤ CvCη

Cη − Cv
|V r,v

s − V r,v̄
s | ≤ CvCη

Cη − Cv
e−Cη(s−r)|v − v̄|, s ∈ [r, T ],

where the last inequality follows from the dissipative condition in Assumption 3
and Gronwall’s inequality. Thus, (δY i,r(m), δZi,r(m))i∈I is the unique solution to
(2.14). Furthermore, note that Gi,r

s (yi, y−i) is nondecreasing in yk for k 6= i and
Gi,r

s (Ȳ r
s , (Ȳ

r
s )

−i) = −ρȲ r
s , where Ȳ r is the unique solution of the ODE

Yt =

∫ m

t

(
CvCη

Cη − Cv
e−Cη(s−r)|v − v̄| − ρYs

)
ds, t ∈ [r, T ].

Consequently, from Lemma 2.2, we have

δY i,r
t (m) ≤ Ȳ r

t =
CvCη

Cη − Cv

eρt(e−(ρt+Cη(t−r)) − e−(ρm+Cη(m−r)))

ρ+ Cη
|v − v̄|

≤ Cv

Cη − Cv
|v − v̄|(2.15)

for t ∈ [r,m] and i ∈ I. Likewise, we also have

(2.16) δY i,r
t (m) ≥ −Cv

Cη − Cv
|v − v̄|.

Note that the process Y i,r,v(m) admits a Markovian representation, i.e. there ex-
ists a measurable function yi(·, ·;m) such that Y i,r,v

t (m) = yi(t, V r,v
t ;m) (see Theorem

4.1 in [22]). If the coefficient η and the driver f i are further continuously differen-
tiable functions with bounded derivatives, the function v 7→ yi(t, v;m) is continuously
differentiable such that (see [22, Corollary 4.1])

(2.17) κtr∇vy
i(t, V r,v

t ;m) = Zi,r,v
t (m).

From (2.15) and (2.16), we have for (i, v1, v2) ∈ I × Rd × Rd,

(2.18) |yi(t, v1;m)− yi(t, v2;m)| ≤ Kz|v1 − v2| with Kz :=
Cv

Cη − Cv
.

In view of Assumption 3 on κ, we have |Zi,r,v
t (m)| ≤ Kz, which can be shown (via

mollifying the coefficient η and the driver f i in a straightforward manner) to hold also
for our general (η, f). Therefore, the a priori estimates (2.13) on Y i(m) = Y i,0,v(m)
and Zi(m) = Zi,0,v(m) have been proved.
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2.4. Proof of Theorem 2.1. Existence. We first prove that (Y i(m))m≥1 is a
Cauchy sequence. For m ≥ n ≥ 1 and t ∈ [0,m], let

δY i
t (m,n) := Y i

t (m)− Y i
t (n) and δZi

t(m,n) := Zi
t(m)− Zi

t(n).

Since we have already shown in the last section that |Y i
t (m)| ≤ Ky and |Zi

t(m)| ≤ Kz,
the truncation functions p(·) and q(·) actually do not play any role in (2.8), and we
have (p(Y i

t (m)), q(Zi
t(m)) = (Y i

t (m), Zi
t(m)). In turn,

δY i
t (m,n) =

∫ m

t

[
f i(Vs, Z

i
s(m))− f i(Vs, Z

i
s(n))

]
ds+

∫ m

t

f i(Vs, 0)χ{s≥n}ds

+

∫ m

t

∑
k∈I

(
qik(eY

k
s (m)−Y i

s (m) − 1)− qik(eY
k
s (n)−Y i

s (n) − 1)
)
ds

−
∫ m

t

ρδY i
s (m,n)ds−

∫ m

t

(δZi
s(m,n))trdWs

=

∫ m

t

[
F i
s(δZ

i
s(m,n)) +Gi

s(δY
i
s (m,n), δY −i

s (m,n))
]
ds

−
∫ m

t

(δZi
s(m,n))trdWs,(2.19)

where

F i
s(z) = f i(Vs, z + Zi

s(n))− f i(Vs, Z
i
s(n)) + f i(Vs, 0)χ{s≥n},

and

Gi
s(y

i, y−i) =
∑
k∈I

qik
(
ey

k−yi+Y k
s (n)−Y i

s (n) − eY
k
s (n)−Y i

s (n)
)
− ρyi,

for z ∈ Rd and y = (yi, y−i) ∈ Rm0

, with |z| ≤ 2Kz and |yi| ≤ 2Ky for i ∈ I.
Following along similar arguments as in section 2.3, we deduce that (2.19) is with

Lipschitz continuous driver and, therefore, (δY i(m,n), δZi(m,n))i∈I is the unique
solution to (2.19). Moreover, by Assumption 1(iii), we have F i

s(0) = f i(Vs, 0)χ{s≥n} ≤
Kfχ{s≥n} and Gi

s(Ȳs, Ȳ
−i
s ) = −ρȲs, with Ȳ solving the ODE

Ȳt =

∫ m

t

(
Kfχ{s≥n} − ρȲs

)
ds

Hence, using Lemma 2.2, we obtain

(2.20) δY i
t (m,n) ≤ Ȳt ≤ Kf

∫ m

n

e−ρ(s−t)ds =
Kf

ρ
eρt(e−ρn − e−ρm),

for t ∈ [0,m] and i ∈ I. Likewise, we also have

(2.21) δY i
t (m,n) ≥ −Kf

ρ
eρt(e−ρn − e−ρm).

Sending m,n → ∞, we obtain that, for any T > 0, supt∈[0,T ] |δY i
t (m,n)| → 0 and,

therefore, there exists a limit process Y i such that Y i
t (m) → Y i

t for almost every
(t, ω) ∈ [0,∞)× Ω, with |Y i

t | ≤ Ky.
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To prove that Zi(m) is also a Cauchy sequence, we introduce the Banach space

L2,ρ :=

{
(Zt)t≥0 : Z is progressively measurable and E[

∫ ∞

0

e−2ρs|Zs|2ds] < ∞
}
.

Applying Itô’s formula to e−2ρt|δY i
t (m,n)|2 and using (2.19), we get

|δY i
0 (m,n)|2 +

∫ m

0

e−2ρs|δZi
s(m,n)|2ds

=

∫ m

0

2e−2ρsδY i
s (m,n)

[
f i(Vs, Z

i
s(m))− f i(Vs, Z

i
s(n))

]︸ ︷︷ ︸
(I)

ds

+

∫ m

0

2e−2ρsδY i
s (m,n)f i(Vs, 0)χ{s≥n}ds

+

∫ m

0

2e−2ρsδY i
s (m,n)

∑
k∈I

qik
(
eY

k
s (m)−Y i

s (m) − eY
k
s (n)−Y i

s (n)
)
ds

−
∫ m

0

2e−2ρsδY i
s (m,n)(δZi

s(m,n))trdWs.(2.22)

Furthermore, we apply the elementary inequality 2ab ≤ 1
ϵ |a|

2 + ϵ|b|2 to term (I) and
obtain

(I) ≤ 1

2
e−2ρs |f i(Vs, Z

i
s(m))− f i(Vs, Z

i
s(n))|2

C2
z (1 + 2Kz)2

+ 2C2
z (1 + 2Kz)

2e−2ρs|δY i
s (m,n)|2

≤ 1

2
e−2ρs|δZi

s(m,n)|2 + 2C2
z (1 + 2Kz)

2e−2ρs|δY i
s (m,n)|2,

where we also used Assumption 1(ii) and the a priori estimate (2.13) on Zi(m) in the
second equality.

In turn, taking expectation on both sides of (2.22) and using the a priori estimate
(2.13) on Y i(m) yield

1

2
E
[∫ m

0

e−2ρs|δZi
s(m,n)|2ds

]
≤ 2C2

z (1 + 2Kz)
2E

[∫ m

0

e−2ρs|δY i
s (m,n)|2ds

]
+ 2KfE

[∫ m

n

e−2ρsδY i
s (m,n)ds

]
+ 4m0qmaxe2KyE

[∫ m

0

e−2ρsδY i
s (m,n)ds

]
.

The dominated convergence theorem then implies δZi(m,n) → 0 in L2,ρ and, there-
fore, there exists a limit process Zi such that Zi(m) → Zi in L2,ρ, with |Zi

t | ≤ Kz.
It is standard to check that the pair of limit processes (Y i, Zi)i∈I indeed satisfy

the infinite horizon BSDE system (2.1). See, for example, section 5 of [8].
Uniqueness. Since both Y i and Zi are bounded, the uniqueness of the bounded

solution (Y i, Zi)i∈I to (2.1) follows from the multidimensional comparison theorem
in Lemma 2.2. Indeed, suppose (Y i, Zi)i∈I and (Ȳ i, Z̄i)i∈I are two bounded solutions
to (2.1). For t ≥ 0, let

δY i
t := e−ρt(Y i

t − Ȳ i
t ) and δZi

t := e−ρt(Zi
t − Z̄i

t).
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For T ≥ t, let εT := 2Kye
−ρT . Then, for 0 ≤ t ≤ T ,

δY i
t = δY i

T +

∫ T

t

e−ρs
[
f i(Vs, Z

i
s)− f i(Vs, Z̄

i
s)
]
ds

+

∫ T

t

e−ρs
∑
k∈I

(
qik(eY

k
s −Y i

s − 1)− qik(eȲ
k
s −Ȳ i

s − 1)
)
ds

−
∫ T

t

(δZi
s)

trdWs

= δY i
T +

∫ T

t

[
F i
s(δZ

i
s) +Gi

s(δY
i
s , δY

−i
s )

]
ds−

∫ T

t

(δZi
s)

trdWs,(2.23)

where

F i
s(z) = e−ρs[f i(Vs, e

ρsz + Z̄i
s)− f i(Vs, Z̄

i
s)],

and

Gi
s(y

i, y−i) = e−ρs
∑
k∈I

qik
(
ee

ρs(yk−yi)+Ȳ k
s −Ȳ i

s − eȲ
k
s −Ȳ i

s

)
,

for z ∈ Rd and y = (yi, y−i) ∈ Rm0

, with |z| ≤ 2Kz and |yi| ≤ 2Ky for i ∈ I.
We apply similar arguments as in section 2.3 to deduce that (2.23) is with Lips-

chitz continuous driver and, therefore, (δY i, δZi)i∈I is the unique solution to (2.23).
Moreover, note that

|δY i
T | ≤ 2Kye

−ρT = εT , F i
s(0) = 0 and Gi

s(εT , ε
−i
T ) = 0.

By Lemma 2.2, we deduce that |δY i
t | ≤ εT and, therefore, δY i

t = 0 by sending
T → ∞. Consequently, δZi

t = 0, which proves the uniqueness of the solution to the
infinite horizon BSDE system (2.1).

3. System of ergodic quadratic BSDEs. We study the asymptotics of the
infinite horizon BSDE system (2.1) when ρ → 0, which leads to a new type of er-
godic BSDE systems. The ergodic BSDE system will in turn be used to construct
regime switching forward performance processes (section 4) and obtain the large time
behavior of PDE systems (section 5). To this end, we require that the transition rate
matrix Q in Assumption 2 satisfies some sort of irreducible property.

Assumption 4. The transition rate matrix Q satisfies qik > 0, for i 6= k. Let
qmin > 0 be the minimal transition rate, i.e. qmin = mini ̸=k q

ik.
We first show that, under Assumption 4, the difference of any two components,

say Y i and Y j , of the solution to (2.1) is actually bounded uniformly in ρ .
Lemma 3.1. Suppose that Assumptions 1-4 are satisfied. For i, j ∈ I and t ≥ 0,

let ∆Y ij
t = Y i

t − Y j
t . Then,

(3.1) |∆Y ij
t | ≤ 1

qmin

(
Kf +

CvCηCz

(Cη − Cv)2

)
,

with the constants Kf , Cv, Cz as in Assumption 1, and Cη as in Assumption 3.
Proof. It suffices to prove that, for m ≥ 1,

(3.2) |∆Y ij
t (m)| := |Y i

t (m)− Y j
t (m)| ≤ 1

qmin

(
Kf +

CvCηCz

(Cη − Cv)2

)
.
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Then, (3.1) follows by sending m → ∞.
To this end, let ∆Zij

t (m) = Zi
t(m) − Zj

t (m). It is immediate to check that the
pair of processes (∆Y ij(m),∆Zij(m))i,j∈I satisfy

∆Y ij
t (m) =

∫ m

t

[
f i(Vs, Z

i
s(m))− f j(Vs, Z

j
s(m))

]
ds

+

∫ m

t

∑
k∈I

(
qik(eY

k
s (m)−Y i

s (m) − 1)− qjk(eY
k
s (m)−Y j

s (m) − 1)
)
ds

−
∫ m

t

ρ∆Y ij
s (m)ds−

∫ m

t

(∆Zij
s )trdWs

=

∫ m

t

[
F ij
s (∆Zij

s (m)) +Gij
s (∆Y ij

s (m),∆Y −ij
s (m))

]
ds

−
∫ m

t

(∆Zij
s (m))trdWs,(3.3)

where

F ij
s (z) = f i(Vs, z + Zj

s(m))− f j(Vs, Z
j
s(m)),

and

Gij
s (y

ij , y−ij) = qije−yij

− qjiey
ij

− ρyij +
∑
k ̸=j

qikey
ki

−
∑
k ̸=i

qjke−yjk

,

for z ∈ Rd and y = (yij , y−ij) ∈ Rm0

, with |z| ≤ 2Kz and |yij | ≤ 2Ky for i, j ∈ I.
Since F ij

s (z) and Gij
s (y

ij , y−ij) are Lipschitz continuous, following along similar
arguments as in section 2.3, we deduce that (∆Y ij(m),∆Zij(m))i,j∈I is the unique
solution to BSDE system (3.3). Moreover, by Assumption 1(ii)-(iii), we have, for
v, z ∈ Rd, |f i(v, z)| ≤ Kf + Cz(|z|+ |z|2), so

F ij
s (0) = f i(Vs, Z

j
s(m))− f j(Vs, Z

j
s(m)) ≤ 2Kf + 2Cz(Kz +K2

z ).

Using
∑

k ̸=j q
ik = −qij and

∑
k ̸=i q

jk = −qji, we also have

Gi
s(Ȳs, Ȳ

−i
s ) = −(qij + qji)(eȲs − e−Ȳs)− ρȲs,

where Ȳ solves the ODE

Ȳt =

∫ m

t

2
[
Kf + Cz(Kz +K2

z )− qminȲs

]
ds.

Since 0 ≤ Ȳt ≤ Kf+Cz(Kz+K2
z )

qmin , we further have

Gi
s(Ȳs, Ȳ

−i
s ) ≤ −(qij + qji)(eȲs − e−Ȳs)

≤ −2qmin(Ȳs + 1− e−Ȳs) ≤ −2qminȲs,

and, consequently, using Lemma 2.2 we deduce that

∆Y ij
t (m) ≤ Ȳt ≤

Kf + Cz(Kz +K2
z )

qmin
.
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By the symmetric property, we also have ∆Y ji
t (m) ≤ Kf+Cz(Kz+K2

z )
qmin , from which we

obtain estimate (3.2).
Next, we send ρ → 0 in the infinite horizon BSDE system (2.1). To emphasize

the dependencies on ρ and V0 = v, we use the notations V v
t , Y

i,ρ,v
t and Zi,ρ,v

t in the
rest of this section. Sending m → ∞ in the estimate (2.18) yields that, for the first
component Y i,ρ,v

t = yi,ρ(V v
t ) of the solution to (2.1),

(3.4) |yi,ρ(v1)− yi,ρ(v2)| ≤
Cv

Cη − Cv
|v1 − v2|, v1, v2 ∈ Rd.

Given a fixed reference point, say v0 ∈ Rd, we define the processes Ȳ i,ρ,v
t :=

Y i,ρ,v
t − Y m0,ρ,v0

0 , for t ≥ 0, i ∈ I and v ∈ Rd, and consider the perturbed version of
the infinite horizon BSDE system (2.1)2, i.e.

Ȳ i,ρ,v
t = Ȳ i,ρ,v

T +

∫ T

t

[∑
k∈I

qik(eȲ
k,ρ,v
s −Ȳ i,ρ,v

s − 1)− ρȲ i,ρ,v
s + ρY m0,ρ,v0

0

]
ds

+

∫ T

t

f i(V v
s , Z

i,ρ,v
s )ds−

∫ T

t

(Zi,ρ,v
s )trdWs,(3.5)

for 0 ≤ t ≤ T < ∞, i ∈ I and v ∈ Rd. By the Markov property of Y i,ρ,v (see Theorem

4.1 in [22]), we have Ȳ i,ρ,v
t = ȳi,ρ(V v

t ) with ȳi,ρ(·) := yi,ρ(·)− ym0,ρ(v0).
Note that, by estimate (3.4), yi,ρ(·) is Lipschitz continuous uniformly in ρ, and

by estimate (3.1), ȳi,ρ(v0) = yi,ρ(v0)− ym0,ρ(v0) is bounded uniformly in ρ. In turn,
we deduce that, for v ∈ Rd,

|ȳi,ρ(v)| = |yi,ρ(v)− yi,ρ(v0) + yi,ρ(v0)− ym0,ρ(v0)|

≤ Cv

Cη − Cv
|v − v0|+

1

qmin

(
Kf +

CvCηCz

(Cη − Cv)2

)
.(3.6)

Moreover, (2.3) implies that |ρym0,ρ(v0)| ≤ ρKy = Kf . Hence, by a standard diagonal
procedure, there exists a sequence, denoted by {ρn}n≥1, such that, for v in a dense
subset of Rd,

lim
ρn→0

ρny
m0,ρn(v0) = λ, lim

ρn→0
ȳi,ρn(v) = yi(v),

for some λ ∈ R and the limit function yi(v).
Since ȳi,ρ(·) is Lipschitz continuous uniformly in ρ, the limit function yi(·) can

be further extended to a Lipschitz continuous function defined for all v ∈ Rd, i.e. for
v ∈ Rd,

lim
ρn→0

ȳi,ρn(v) = yi(v).

Thus, for the infinite horizon BSDE system (3.5), it holds that limρn→0 Ȳ
i,ρn,v
t =

yi(V v
t ) and limρn→0 ρnȲ

i,ρn,v
t = 0.

As a result, by defining the processes Yi,v
t := yi(V v

t ), for t ≥ 0, i ∈ I and v ∈ Rd,
it is standard to show that (see [17] and [23]) there exist a limit function zi(·) such

2There is nothing special about the choice of the reference point m0. Any regime j ∈ I will also
serve the purpose.
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that Zi,ρn,v converges to Zi,v := zi(V v
t ) ∈ L2 as ρn → 0, and

(
(Yi,v,Zi,v)i∈I , λ

)
solve

the ergodic BSDE system

(3.7) dYi,v
t = −f i(V v

t ,Z
i,v
t )dt−

∑
k∈I

qik(eY
k,v
t −Yi,v

t − 1)dt+ λdt+ (Zi,v
t )trdWt,

for t ≥ 0, i ∈ I and v ∈ Rd.
The main result of this section is the following existence and uniqueness of the

solution to the ergodic BSDE system (3.7). Clearly, ergodic BSDE (3.7) admits
multiple ( possibly non-Markovian) solutions. It is more reasonable to consider the
uniqueness of functions rather than processes (see Remark 4.7 in [23]). This explains
why we are only concerned with Markovian solutions of (3.7) in the rest of the paper.

Theorem 3.2. Suppose that Assumptions 1-4 are satisfied. Then, there exists
a unique Markovian solution ((Yi,v

t ,Zi,v
t )i∈I , λ) = ((yi(V v

t ), z
i(V v

t ))i∈I , λ), t ≥ 0, to
the ergodic BSDE system (3.7), such that the functions (yi(·), zi(·)) satisfy

|yi(v)| ≤ Cy(1 + |v|),(3.8)

|zi(v)| ≤ Kz =
Cv

Cη − Cv
,(3.9)

|yi(v)− yj(v)| ≤ 1

qmin

(
Kf +

CvCηCz

(Cη − Cv)2

)
,(3.10)

for some constant Cy > 0, where all other constants are given in Lemma 3.1. The
function yi(·) is unique up to an additive constant and, without loss of generality, it
is set that yi(0) = 0.

Proof. We have already shown the existence of a Markovian solution to (3.7). The
estimates (3.8), (3.8), and (3.10) follow, respectively, from (3.6), (2.3), and (3.1) by
sending ρ → 0. Hence, it remains to show the uniqueness. The idea is to convert the
ergodic BSDE system (3.7) to a scalar-valued ergodic BSDE driven by the Brownian
motion W and an exogenously given Markov chain α. We postpone this part of the
proof to Appendix B after we introduce the Markov chain α in the next section.

Remark 3. The conditions (3.8)-(3.10) are essential for the uniqueness of the
Markovian solution to (3.7). We provide examples of Markovian solutions which do
not satisfy them. Assume that d = m0 = 1, η(v) = − 1

2v, and κ = 1. Then, (3.7)
reduces to

dYv
t = −f(V v

t ,Zv
t )dt+ λdt+ ZvdWt,

with dV v
t = − 1

2V
v
t dt+ dWt and V v

0 = v.

As the first example, we consider f(v, z) = v
2e

−v2/2. Assumptions 1-4 are then all
satisfied. The unique Markovian solution satisfying (3.8)-(3.10) is given by (Yv

t ,Zv
t , λ) =

(y(V v
t ), z(V

v
t ), 0) with

(y(v), z(v)) =

(
1

2

∫ v

−∞
e−

y2

2 dy,
1

2
e−

v2

2

)
.

It is easy to check that both triplets(
1

2

∫ v

0

[e−
y2

2 − e
y2

2 ]dy,
1

2
[e−

v2

2 − e
v2

2 ], 0

)
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and (∫ v

0

e
y2

2 [
1

2
e−y2

+N(y)− 1]dy, e
v2

2 [
1

2
e−v2

+N(v)− 1],
1

2
√
2π

)
,

where N(x) := 1√
2π

∫ x

−∞ e−
y2

2 dy, also satisfy (3.7). However, neither of them satisfies

the conditions (3.8) and (3.9).

As the second example, we consider f(v, z) = |v|
2 e−v2/2. The unique Markovian

solution satisfying (3.8)-(3.10) is given by the triplet (y(·), z(·), 1
2
√
2π

) with

y(v) = χ{v≥0}

∫ v

0

e
y2

2 [
1

2
e−y2

+N(y)− 1]dy + χ{v<0}

∫ v

0

e
y2

2 [−1

2
e−y2

+N(y)]dy;

z(v) = χ{v≥0}e
v2

2 [
1

2
e−v2

+N(v)− 1] + χ{v<0}e
v2

2 [−1

2
e−v2

+N(v)].

However, it is easy to check that the triplet (ȳ(·), z̄(·), 0) with

ȳ(v) = χ{v≥0}

∫ v

0

(
1

2
e

−y2

2 − e
y2

2 )dy − χ{v<0}

∫ v

0

1

2
e−

y2

2 dy;

z̄(v) = χ{v≥0}(
1

2
e

−v2

2 − e
v2

2 )− χ{v<0}
1

2
e−

v2

2 ,

also satisfies (3.7), but fails to satisfy the conditions (3.8) and (3.9).

4. Application to regime switching forward performance processes. Let
(Ω,F ,F,P) be the filtered probability space introduced in section 2. Assume the
probability space also supports a Markov chain α with its augmented filtration H =
{Ht}t≥0 independent of the Brownian filtration F. The Markov chain α has the
transition rate matrix Q as specified in Assumption 2, and admits the representation

dαt =
∑

k,k′∈I

(k − k′)χ{αt−=k′}dN
k′k
t ,

where (Nk′k)k′,k∈I are independent Poisson processes each with intensity qk
′k (see

chapter 9.1.2 in [5]). Let T0 = 0 and T1, T2, . . . be the jump times of the Markov
chain α, and (αj)j≥1 be a sequence of HTj -measurable random variables representing
the position of α in the time interval [Tj−1, Tj). Hence, αt =

∑
j≥1 α

j−1χ[Tj−1,Tj)(t).

Without loss of generality, assume that α0 = i ∈ I. Denote the smallest filtration
generated by F and H as G = {Gt}t≥0, i.e. Gt = Ft ∨Ht.

We consider a market consisting of a risk-free bond offering zero interest rate and
n risky assets, with n ≤ d. The prices of the n risky assets are driven by the Markov
chain α and a d-dimensional stochastic factor process V , which satisfies Assumption
3.

Each state i ∈ I of the Markov chain α represents a market regime, and in regime
i, the corresponding market price of risk at time t is θi(Vt). The n-dimensional price
process S = (S1, . . . , Sn)tr of the risky assets follows

(4.1) dSt = diag(St)σ(Vt)(θ
αt−(Vt)dt+ dWt),

where σ(Vt) ∈ Rn×d
+ is the volatility matrix of the risky assets at time t, and diag(St) =

{diag(St)kj}1≤k,j≤n, with diag(St)kk = Sk
t and diag(St)kj = 0 for k 6= j, represents

the prices of the risky assets at time t.
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Assumption 5. The market coefficients of the n risky assets satisfy that
(i) σ(v) is uniformly bounded in v ∈ Rd and has full rank n;
(ii) for i ∈ I, θi(v) is uniformly bounded and Lipschitz continous in v ∈ Rd.
Remark 4. When n < d, the financial market is incomplete. A typical example

is n = 1 and d = 2 for the following regime switching stochastic volatility model

dSt = Stσ(Vt)(θ
αt−(Vt)dt+ dWt),

dVt = η (Vt) dt+ κ dWt.

Here, the function σ(·) takes values in a two-dimensional row vector space, all the
m0 +1 functions θi(·), i ∈ I, and η(·) take values in a two-dimensional column vector
space, and the constant matrix κ ∈ R2×2 is positive definite and normalized to |κ| = 1.

4.1. Trading strategies. In this market environment, an investor trades dy-
namically among the risk-free bond and the risky assets. Let π̃ = (π̃1, . . . , π̃n)tr

denote the (discounted by the bond) proportions of her wealth in the risky assets.
They are taken to be self-financing and, thus, the (discounted by the bond) wealth
process satisfies

dXt(π̃) = Xt(π̃)π̃
tr
t σ(Vt) (θ

αt−(Vt)dt+ dWt) .

As in [36], we work with the trading strategies rescaled by the volatility matrix,
namely, πtr

t := π̃tr
t σ(Vt). Then, the wealth process in regime i satisfies

(4.2) dXt(π) = Xt(π)π
tr
t (θαt−(Vt)dt+ dWt) .

For any t ≥ 0, we denote by AG
[0,t] the set of admissible trading strategies in [0, t],

defined as

AG
[0,t] :=

πs = πi
0χ{0}(s) +

∑
j≥1

παj−1

s χ(Tj−1,Tj ](s), s ∈ [0, t] : πj
s ∈ Πj ,

πj is F-progressively measurable and

∫ t

0

|πj
s|2ds < ∞,P-a.s.

}
,

where Πj , j ∈ I, are closed and convex subsets in Rd. So Πj models the investor’s
trading constraints, and the investor will adjust her trading constraint sets according
to different market regimes.

For 0 ≤ t ≤ s, the set AG
[t,s] is defined in a similar way, and the set of admissible

trading strategies for all t ≥ 0 is, in turn, defined as AG = ∪t≥0AG
[0,t].

For the regime switching stochastic volatility model in Remark 4, a typical choice
of the trading constraint set Πj is Πj = R× {0} for j ∈ I.

4.2. Regime switching forward performance processes. The investor uses
a forward criterion to measure the performance for her admissible trading strate-
gies. We introduce the definition of regime switching forward performance processes
associated with this market.

Definition 4.1. A family of stochastic processes
(
U i(x, t)

)
i∈I

, for (x, t) ∈ R2
+,

is a regime switching forward performance process if the following conditions are sat-
isfied:

(i) For each i ∈ I and x ∈ R+, t 7→ U i (x, t) is F-progressively measurable;
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(ii) For each i ∈ I and t ≥ 0, the mapping x 7→ U i(x, t) is strictly increasing and
strictly concave;

(iii) Define the process

(4.3) U(x, t) :=
∑
j≥1

Uαj−1

(x, t)χ[Tj−1,Tj)(t).

Then, for all π ∈ AG and 0 ≤ t ≤ s,

(4.4) U(Xt(π), t) ≥ E [U(Xs(π), s)|Gt] ,

and there exists an optimal π∗ ∈ AG such that

(4.5) U(Xt(π
∗), t) = E [U(Xs(π

∗), s)|Gt] ,

with X(π), X(π∗) solving (4.2).

The above (super)martingale conditions (4.4) and (4.5) can be restated as follows:
For j ≥ 1, on the event {Tj−1 ≤ t < Tj},

U(x, t) = Uαj−1

(x, t) = ess sup
π∈AG

[t,s]

E
[
Uαj−1

(Xs(π), s)χ{s<Tj}

+Uαj

(XTj
(π), Tj)χ{s≥Tj}|Ft, Xt = x

]
,

and on {t = Tj}, U(x, t) has a jump with size

U(x, Tj)− U(x, Tj−) = Uαj

(x, Tj)− Uαj−1

(x, Tj−).

Hence, we have the following decomposition formula for U(x, t) (recall that α0 = i):

U(x, t) = U(x, 0) +
∑
j≥1

[U(x, t ∧ Tj−)− U(x, t ∧ Tj−1)]

+
∑
j≥1

[U(x, t ∧ Tj)− U(x, t ∧ Tj−)]

= U i(x, 0) +
∑
j≥1

[
Uαj−1

(x, t ∧ Tj−)− Uαj−1

(x, t ∧ Tj−1)
]

+
∑
j≥1

[
Uαj

(x, Tj)− Uαj−1

(x, Tj−)
]
χ{Tj≤t}.(4.6)

The first sum on the right hand side of (4.6) is the continuous component of U(x, t),
while the second sum is the jump component of U(x, t).

Here, we focus on Markovian regime switching forward performance processes in
power form, namely, the processes that are deterministic functions of the stochastic
factor process V ,

U i(x, t) =
xδ

δ
eK

i(Vt,t)

for δ ∈ (0, 1) and appropriate function(s) Ki : Rd × R+ → R.
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4.3. Representation via system of ergodic BSDE. We now characterize
Markovian regime switching forward performance processes via the ergodic BSDE
system (3.7) introduced in Section 3. For i ∈ I and (v, z) ∈ Rd ×Rd, we consider the
driver

(4.7) f i(v, z) =
1

2
δ(δ − 1)dist2

(
Π,

z + θi(v)

1− δ

)
+

δ

2(1− δ)
|z + θi(v)|2 + |z|2

2
.

It is easy to check that f i satisfies Assumption 1. Then, from Theorem 3.2, the ergodic
BSDE system (3.7) admits a unique Markovian solution

(
(Yi,Zi)i∈I , λ

)
satisfying

(3.8), (3.9) and (3.10).
Theorem 4.2. Suppose that Assumptions 1-5 are satisfied. Let ((Yi

t ,Zi
t)i∈I , λ) =

((yi(V v
t ), z

i(V v
t ))i∈I , λ), t ≥ 0, be the unique Markovian solution of the ergodic BSDE

system (3.7) with driver f i as in (4.7), and satisfy (3.8), (3.9) and (3.10). Then,

(4.8) U i(x, t) =
xδ

δ
eY

i
t−λt =

xδ

δ
ey

i(V v
t )−λt, i ∈ I,

form a Markovian regime switching forward performance process, and in each regime
i,

(4.9) πi,∗
t = ProjΠi

(
Zi

t + θi(Vt)

1− δ

)
is the associated optimal trading strategy in this regime.

Remark 5. The boundedness conditions (3.9) and (3.10) are crucial for the veri-
fication of the (super)martingale conditions of U(x, t) (see step 3 in section 4.4), while
the linear growth condition (3.8) is used to connect forward performance processes and
classical utility maximization (see Proposition 4.4).

In particular, if there is only a single regime, i.e. m0 = 1, then the ergodic BSDE
system (3.7) reduces to

dY1
t = −f1(Vt,Z1

t )dt+ λdt+ (Z1
t )

trdWt.

In this case, the Markovian forward performance process has the representation

U1(x, t) =
xδ

δ
eY

1
t −λt =

xδ

δ
ey

1(V v
t )−λt,

which is precisely the representation formula established in [36, Theorem 3.2 ].
To prove Theorem 4.2, we need Itô’s formula for the Markov chain α. We recall

it in the following lemma, which will be frequently used in the rest of the paper. Its
proof is a straightforward extension of [5] and [46] and is thus omitted here.

Lemma 4.3. For i ∈ I, let F i
t , t ≥ 0, be a family of F-progressively measurable

and continuous stochastic processes. Then,∑
j≥1

[
F

αTj

Tj
− F

αTj−

Tj−

]
χ{Tj≤t}

=

∫ t

0

∑
k∈I

qαs−k[F k
s − Fαs−

s ]ds+

∫ t

0

∑
k,k′∈I

[F k
s − F k′

s ]χ{αs−=k′}dÑ
k′k
s ,

where Ñk′k
t = Nk′k

t −qk
′kt, t ≥ 0, are the compensated Poisson martingales under the

filtration G = F ∨H.
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4.4. Proof of Theorem 4.2. We divide the proof into three steps. The first
two steps derive, locally and globally, the stochastic dynamics of the regime switching
forward performance process. The last step verifies the super(martingale) conditions
in Definition 4.1.

Step 1. For t ≥ 0 and i ∈ I, let Ȳi
t := Yi

t − λt. Then, in each time interval
[Tj−1, Tj), we have

U(x, t) = Uαj−1

(x, t) =
xδ

δ
eȲ

αj−1

t .

On the other hand, for t ∈ (Tj−1, Tj ], note that any admissible trading strategy

π ∈ AG takes the form πt = παj−1

t , with παj−1

being F-progressively measurable. In
turn, applying Itô’s formula and using the equations (2.1) and (4.2), we obtain

(XTj−(π))
δ

δ
e
Ȳαj−1

Tj− −
(XTj−1

(π))δ

δ
e
Ȳαj−1

Tj−1

=

∫ Tj

Tj−1

(Xs(π))
δ

δ
eȲ

αj−1

s

[
fαj−1

(Vs,Zαj−1

s ;παj−1

s )− fαj−1

(Vs,Zαj−1

s )
]
ds

+

∫ Tj

Tj−1

(Xs(π))
δ

δ
eȲ

αj−1

s

∑
k∈I

qα
j−1k

[
1− eȲ

k
s −Ȳαj−1

s

]
ds

+

∫ Tj

Tj−1

(Xs(π))
δ

δ
eȲ

αj−1

s

(
δπαj−1

s + Zαj−1

s

)tr

dWs,(4.10)

where

(4.11) f i(v, z;π) :=
1

2
δ(δ − 1)|π|2 + δπtrθi(v) + δπtrz +

1

2
|z|2,

for i ∈ I and (v, z, π) ∈ Rd × Rd × Rd.

Step 2. Then, for t ≥ 0 and π ∈ AG, i.e. πt = πi
0 +

∑
j≥1 π

αj−1

t χ(Tj−1,Tj ](t), using
the decomposition formula (4.6), we further have

(Xt(π))
δ

δ
eȲ

αt
t − xδ

δ
eȲ

i
0 =

∑
j≥1

[
(Xt∧Tj−(π))

δ

δ
e
Ȳαj−1

t∧Tj− −
(Xt∧Tj−1

(π))δ

δ
e
Ȳαj−1

t∧Tj−1

]

+
∑
j≥1

[
(XTj (π))

δ

δ
e
Ȳαj

Tj −
(XTj−(π))

δ

δ
e
Ȳαj−1

Tj−

]
χ{Tj≤t}

= (I) + (II).

For the continuous component (I), using (4.10) and the facts that αs− = αj−1,

πs = παj−1

s , for s ∈ (t ∧ Tj−1, t ∧ Tj ], we deduce that

(I) =

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s [fαs−(Vs,Zαs−

s ;πs)− fαs−(Vs,Zαs−
s )] ds

+

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s

∑
k∈I

qαs−k
[
1− eȲ

k
s −Ȳ

αs−
s

]
ds

+

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s (δπs + Zαs−

s )
tr
dWs.(4.12)
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For the jump component (II), using Lemma 4.3, we deduce that

(II) =

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s

∑
k,k′∈I

[
eȲ

k
s −Ȳk′

s − 1
]
χ{αs−=k′}dÑ

k′k
s

+

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s

∑
k∈I

qαs−k
[
eȲ

k
s −Ȳ

αs−
s − 1

]
ds.(4.13)

It then follows from (4.12) and (4.13) that

(Xt(π))
δ

δ
eȲ

αt
t − xδ

δ
eȲ

i
0 =

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s [fαs−(Vs,Zαs−

s ;πs)− fαs−(Vs,Zαs−
s )] ds

+

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s (δπs + Zαs−

s )
tr
dWs

+

∫ t

0

(Xs(π))
δ

δ
eȲ

αs−
s

∑
k,k′∈I

[
eȲ

k
s −Ȳk′

s − 1
]
χ{αs−=k′}dÑ

k′k
s .

In turn,

(Xt(π))
δ

δ
eȲ

αt
t =

xδ

δ
eY

i
0 × e

∫ t
0
fαs− (Vs,Z

αs−
s ;πs)−fαs− (Vs,Z

αs−
s )ds

× Et
(∫ ·

0

(δπs + Zαs−
s )

tr
dWs

)

× Et

∫ ·

0

∑
k,k′∈I

[
eY

k
s −Yk′

s − 1
]
χ{αs−=k′}dÑ

k′k
s

 ,(4.14)

for any π ∈ AG, where E(·) denotes Doléans-Dade stochastic exponential.
Step 3. We verify the conditions in Definition 4.1. It is clear that (i) and (ii)

hold, so we only verify the super(martingale) conditions in (iii). It follows from (4.7)
and (4.11) that

fαs−(Vs,Zαs−
s ;πs)− fαs−(Vs,Zαs−

s ) ≤ 0,

for any π ∈ AG. So the process (Xt(π))
δ

δ eȲ
αt
t , t ≥ 0, is a local super-martingale (see

(4.14)). Next, we verify the second stochastic exponential on the right hand side of
(4.14) is a nonnegative bounded G-martingale. Indeed, define

ηk
′k

s :=
[
eȲ

k
s −Ȳk′

s − 1
]
χ{αs−=k′} =

[
eY

k
s −Yk′

s − 1
]
χ{αs−=k′}, s ≥ 0.

In turn,

Et

∫ ·

0

∑
k,k′∈I

[
eY

k
s −Yk′

s − 1
]
χ{αs−=k′}dÑ

k′k
s


=

∏
k,k′∈I

Et
(∫ ·

0

ηk
′k

s (dNk′k
s − qk

′kds)

)
=

∏
k,k′∈I

e−
∫ t
0
ηk′k
s qk

′kds
∏

0<s≤t

(1 + ηk
′k

s ∆Nk′k
s ).
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The estimate (3.10) in Theorem 3.2 implies that the difference of any two components
Yk and Yk′

is bounded:

(4.15) |Yk
s − Yk′

s | ≤ 1

qmin

(
Kf +

CvCηCz

(Cη − Cv)2

)
,

so ηk
′k is bounded. Since 1+ηk

′k
s ∆Nk′k

s ≥ 0, it follows that E
(∫ ·

0

∑
k,k′∈I η

k′k
s dÑk′k

s

)
is a nonnegative bounded G-martingale. In turn, (Xt(π))

δ

δ eȲ
αt
t , t ≥ 0, is a nonnegative

local super-martingale, so it is a super-martingale for any π ∈ AG, and the super-
martingale condition (4.4) has been verified.

Finally, note that with π∗
s = ProjΠαs−

(
Z

αs−
s +θαs− (Vs)

1−δ

)
, we have

fαs−(Vs,Zαs−
s ;π∗

s )− fαs−(Vs,Zαs−
s ) = 0.

The estimate (3.9) in Theorem 3.2 implies that Zi is bounded, so the optimal trading
strategy π∗ is also bounded and therefore π∗ ∈ AG. Note that

∫ ·
0
(δπi,∗

s + Zi
s)

trdWs

is an F-BMO martingale. In turn, E
(∫ ·

0
(δπ∗

s + Z
αs−
s )trdWs

)
is a uniformly integrable

G-martingale. On the other hand, we have shown that E
(∫ ·

0

∑
k,k′∈I η

k′k
s dÑk′k

s

)
is a nonnegative bounded G-martingale. Thus, we easily conclude from (4.14) the

martingale condition (4.5) for (Xt(π
∗))δ

δ eȲ
αt
t , t ≥ 0.

4.5. Connection with classical utility maximization. We provide an inter-
pretation of the constant λ, appearing in the representation of the Markovian forward
performance process (4.8), as the solution of the risk-sensitive control problem (4.16)
below. It turns out that the constant λ is also the optimal long-term growth rate of
the utility maximization problem (see (4.17) below). For this, we need to shrink the
admissible set AG to ĀG defined as per below:

ĀG
[0,t] =

{
π ∈ AG

[0,t] :

∫ ·

0

(πj
s)

trdWs is an F-BMO martingale.

}
Let ĀG = ∪t≥0ĀG

[0,t]. Note that for π
∗ given in (4.9), since it is bounded, we also have

π∗ ∈ ĀG ⊂ AG.
Proposition 4.4. Let T > 0 and π ∈ ĀG. Define the probability measure Pπ as

dPπ

dP
:= ET

(∫ ·

0

δπtr
u dWu

)
,

and the cost functional

Li(v;π) :=
1

2
δ(δ − 1)|π|2 + δπtrθi(v),

for i ∈ I and (v, z) ∈ Rd × Rd.
Let

(
(Yi,Zi)i∈I , λ

)
be the unique Markovian solution of the ergodic BSDE system

(3.7) with driver f i as in (4.7), and satisfy (3.8), (3.9) and (3.10). Then, λ is the
long-term growth rate of the risk-sensitive control problem

(4.16) λ = sup
π∈ĀG

lim sup
T↑∞

1

T
lnEPπ

[
e
∫ T
0

Lαs− (Vs,πs)ds
]
,
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or, alternatively,

(4.17) λ = sup
π∈ĀG

lim sup
T↑∞

1

T
lnE

[
(XT (π))

δ

δ

]
.

For both problems (4.16) and (4.17), the associated optimal control in each regime i
is πi,∗ as in (4.9).

Proof. We first observe that the driver f i in (4.7) can be written as

f i(v, z) = sup
π∈Π

(
Li(v, π) + ztrδπ

)
+

1

2
|z|2.

Therefore, for arbitrary admissible π̃, we apply Itô’s formula to the ergodic BSDE
system (3.7) on [Tj−1, Tj), and obtain

e
Yαj−1

Tj− − e
Yαj−1

Tj−1

=

∫ Tj

Tj−1

eY
αj−1

s

[
− sup

παj−1
s ∈Π

(
Lαj−1

(Vs, π
αj−1

s ) + (Zαj−1

s )trδπαj−1

s

)
+ (Zαj−1

s )trδπ̃αj−1

s

]
ds

+

∫ Tj

Tj−1

eY
αj−1

s

[
λ−

∑
k∈I

qα
j−1k(eY

k
s −Yαj−1

s − 1)

]
ds

+

∫ Tj

Tj−1

eY
αj−1

s (Zαj−1

s )tr(dWs − δπ̃αj−1

s ds).

In general, we decompose eY
αT
T into continuous and jump components as

eY
αT
T − eY

i
0 =

∑
j≥1

[
e
Yαj−1

T∧Tj− − e
Yαj−1

T∧Tj−1

]
+
∑
j≥1

[
e
Yαj

Tj − e
Yαj−1

Tj−

]
χ{Tj≤T}

= (I) + (II).

It follows from the facts that αs− = αj−1, πs = παj−1

s and π̃s = π̃αj−1

s for
s ∈ (T ∧ Tj−1, T ∧ Tj ] that (I) has the expression

(I) =

∫ T

0

eY
αs−
s

[
− sup

πs∈Π

(
Lαs−(Vs, πs) + (Zαs−

s )trδπs

)
+ (Zαs−

s )trδπ̃s + λ

]
ds

−
∫ T

0

eY
αs−
s

∑
k∈I

qαs−k(eY
k
s −Y

αs−
s − 1)ds

+

∫ T

0

eY
αs−
s (Zαs−

s )tr(dWs − δπ̃sds).(4.18)

Furthermore, it follows from Lemma 4.3 that (II) has the expression

(II) =

∫ T

0

eY
αs−
s

∑
k,k′∈I

(
eY

k
s −Yk′

s − 1
)
χ{αs−=k′}dÑ

k′k
s

+

∫ T

0

eY
αs−
s

∑
k∈I

qαs−k
(
eY

k
s −Y

αs−
s − 1

)
ds.(4.19)
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Consequently, combining (4.18) and (4.19), we obtain

eY
αT
T − eY

i
0 =

∫ T

0

eY
αs−
s

[
− sup

πs∈Π

(
Lαs−(Vs, πs) + (Zαs−

s )trδπs

)
+ (Zαs−

s )trδπ̃s + λ

]
ds

+

∫ T

0

eY
αs−
s (Zαs−

s )trdW Pπ̃

s

+

∫ T

0

eY
αs−
s

∑
k,k′∈I

(
eY

k
s −Yk′

s − 1
)
χ{αs−=k′}dÑ

k′k
s ,

where the process W Pπ̃

t := Wt −
∫ t

0
δπ̃udu, t ≥ 0, is a Brownian motion under Pπ̃. In

turn,

eY
αT
T = eY

i
0+λTET

(∫ ·

0

(Zαs−
s )trdW Pπ̃

s

)
ET

 ∑
k,k′∈I

(
eY

k
s −Yk′

s − 1
)
χ{αs−=k′}dÑ

k′k
s


× e−

∫ T
0

Lαs− (Vs,π̃s)ds

× e
∫ T
0 [(Lαs− (Vs,π̃s)+(Z

αs−
s )trδπ̃s)−supπs∈Π(L

αs− (Vs,πs)+(Z
αs−
s )trδπs)]ds.

Next, we observe that for any π̃ ∈ ĀG, the last exponential term on the right
hand side is bounded above by 1. Taking expectation under Pπ̃ then yields

EPπ̃
[
e
∫ T
0

Lαs− (Vs,π̃s)ds
]
e−Yi

0−λT

≤ EPπ̃

e−YαT
T ET

(∫ ·

0

(Zαs−
s )trdW Pπ̃

s

)
ET

 ∑
k,k′∈I

(
eY

k
s −Yk′

s − 1
)
χ{αs−=k′}dÑ

k′k
s

 .

Define the probability measure Qπ̃ as

dQπ̃

dPπ̃
:= ET

(∫ ·

0

(Zαs−
s )trdW Pπ̃

s

)
ET

∫ ·

0

∑
k,k′∈I

(
eY

k
s −Yk′

s − 1
)
χ{αs−=k′}dÑ

k′k
s

 .

Then, it follows from the linear growth condition (3.8) of Yi
T = yi(VT ) and Assump-

tion 3 on V that

1

C
≤ EQπ̃

(
e−YαT

T

)
≤ C,

for some constant C independent of T (see (B.6)). Consequently,

1

T
lnEPπ̃

[
e
∫ T
0

Lαs− (Vs,π̃s)ds
]
≤ λ+

Y i
0

T
+

1

T
lnEQπ̃

(
e−YαT

T

)
.

Sending T → ∞, we obtain, for any π̃ ∈ ĀG,

λ ≥ lim sup
T↑∞

1

T
lnEPπ

[
e
∫ T
0

Lαs− (Vs,π̃s)ds
]
,

with equality choosing π̃s = π∗
s , with π∗

s as in (4.9).



24 Ying Hu, Gechun Liang and Shanjian Tang

To show that λ also solves (4.17), we observe that for π ∈ ĀG, we have

E
[
(Xπ

T )
δ

δ

]
=

Xδ
0

δ
E
[
e
∫ T
0

Lαs− (Vs,πs)dsET
(∫ ·

0

δπtr
s dWs

)
T

]
=

xδ

δ
EPπ

[
e
∫ T
0

Lαs− (Vs,πs)ds
]
,

and the rest of the arguments follow.

5. Application to the large time behavior of PDE systems with quadratic
growth Hamiltonians. As the second application, we use the ergodic BSDE sys-
tem (3.7) to study the large time behavior of the PDE system with quadratic growth
Hamiltonians, namely

−∂ty
i(t, v) +

1

2
Trace(κtrκ∇2

vy
i(t, v)) + η(v)tr∇vy

i(t, v)

+ f i(v, κtr∇vy
i(t, v)) +

∑
k∈I

qik
(
e(y

k−yi)(t,v) − 1
)
= 0,(5.1)

with initial condition yi(0, v) = hi(v), for (t, v) ∈ R+ × Rd and i ∈ I. The data
κ, η(·), f i(·, ·) and qik of the PDE system are assumed to satisfy Assumptions 1-4
and, moreover, the initial condition hi(·) is bounded and Lipschitz continuous. Due
to Assumption 1(ii), the Hamiltonians f i(·, ·) has quadratic growth in the gradients
∇vy

i(t, v). For this reason, (5.1) is dubbed as a PDE system with quadratic growth
Hamiltonians. A special case of the above PDE system (5.1) has been considered in
[3] and [4] to study the utility indifference prices of financial derivatives in a regime
switching market.

The scalar case of (5.1) and its large time behavior has been studied in [27]
using the ergodic BSDE approach. We extend their result from the scalar case to
the system of equations. First, we provide a probabilistic representation for the PDE
system (5.1). For T > 0, let (Yi,v(T ),Zi,v(T ))i∈I be a solution to the finite horizon
BSDE system

Yi,v
t (T ) = hi(V v

T ) +

∫ T

t

[
f i(V v

s ,Zi,v
s (T )) +

∑
k∈I

qik(eY
k,v
s (T )−Yi,v

s (T ) − 1)

]
ds

−
∫ T

t

(Zi,v
s (T ))trdWs.(5.2)

Following along the similar arguments used to solve the finite horizon BSDE system
(2.8) (see section 2.3 with ρ = 0), we deduce that (Yi,v(T ),Zi,v(T ))i∈I is actually the
unique bounded solution of (5.2) with

(5.3) |Zi,v
t (T )| ≤ Cv

Cη − Cv
+ Ch.

Note that the bound of Yi,v(T ) may depend on T . Furthermore, following from [1,
Theorems 3.4 and 3.5], we deduce that yi(·, ·), defined as yi(T − t, V v

t ) := Yi,v
t (T ), is

the unique viscosity solution to the PDE system (5.1). Since the monotone condition
for yk in the last nonlinear term of (5.1) holds, a comparison result similar to Lemma
2.2 also holds for (5.1) (see Remark 3.9 in [1]).
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Theorem 5.1. Suppose that Assumptions 1-4 hold, and hi(·), i ∈ I, is bounded
by a constant Kh and Lipschitz continuous with its Lipschitz constant Ch.

Let
(
(Yi,v,Zi,v)i∈I , λ

)
be the unique Markovian solution of the ergodic BSDE

system (3.7) with Yi,v
t = yi(V v

t ) and Zi,v
t = zi(V v

t ) satisfying (3.8), (3.9) and (3.10).
Let yi(·, ·) be the unique viscosity solution to the PDE system (5.1). Then, there exists
a constant L, independent of v ∈ Rd and i ∈ I, such that

(5.4) lim
T→∞

(yi(T, v)− λT − yi(v)) = L,

and moreover, there exist constants C and Kv, independent of T , such that

(5.5) |yi(T, v)− λT − yi(v)− L| ≤ C(1 + |v|2)e−KvT .

Proof. The proof is adapted from the arguments in [27, Section 4.2] (see also
[28]). In the following, we only highlight the key difference from their proof.

We first convert the BSDE system (5.2) to a scalar-valued BSDE driven by the
Brownian motion W and the Markov chain α. To this end, similar to Appendix B,
for t ∈ [0, T ] and v ∈ Rd, we introduce

Yv
t (T ) := Yαt,v

t (T ) = yαt(T − t, V v
t ),

Zv
t (T ) := Zαt−,v

t (T ) = zαt−(T − t, V v
t ),

and for k′, k ∈ I,

Uv
t (k

′, k;T ) := Yk,v
t (T )− Yk′,v

t (T ) = (yk − yk′
)(T − t, V v

t ).

Then, following along the similar arguments in the proof of Lemma 3.1, we deduce
that

(5.6) |Uv
t (k

′, k;T )| ≤ 1

qmin

(
Kf +

CvCηCz

(Cη − Cv)2

)
+Kh.

In turn, using Lemma 4.3, we deduce that (Yv(T ),Zv(T ), (Uv(k′, k;T ))k′,k∈I) satisfies
the scalar-valued BSDE driven by W and α, i.e. for t ∈ [0, T ],

Yv
t (T ) = hαT (V v

T ) +

∫ T

t

fαs−(V v
s ,Zv

s (T ))dt−
∫ T

t

(Zv
s (T ))

trdWs

+

∫ T

t

∑
k∈I

qαs−k
[
eU

v
s (αs−,k;T ) − 1− Uv

s (αs−, k;T )
]
ds

−
∫ T

t

∑
k,k′∈I

Uv
s (k

′, k;T )χ{αs−=k′}dÑ
k′k
s .(5.7)

Next, we define δYv
t (T ) := yαt(T − t, V v

t ) − yαt(V v
t ) − λ(T − t) for t ∈ [0, T ].

Then, we have the following key estimates.
Lemma 5.2. The function δYv

0 (T ) = yi(T, v) − yi(v) − λT, v ∈ Rd, admits the
following properties: There exist constants C and Kv, independent of T , such that for
arbitrary v1, v2 ∈ Rd,

(i) |δYv1
0 (T )| ≤ C(1 + |v1|);
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(ii) |δYv1
0 (T )− δYv2

0 (T )| ≤ C|v1 − v2|;
(iii) |δYv1

0 (T )− δYv2
0 (T )| ≤ C(1 + |v1|2 + |v2|2)e−KvT .

Proof. First, we prove Assertion (ii). When η and f are continuously differentiable
functions with bounded derivatives, noting

κtr∇vy
i(T − t, V v

t ) = Zi,v
t (T ) and κtr∇vy

i(V v
t ) = Zi,v

t ,

the desired assertion follows from the boundedness of both Zi,v
t (T ) and Zi,v

t (cf. (5.3)
and (3.9)) and Assumption 3 on κ. For our general η and f , Assertion (ii) can be
proved by a standard mollification argument.

Next, we prove the assertions (i) and (iii). To this end, for t ∈ [0, T ], define

δZv
t (T ) := Zv

t (T )−Zv
t , and δUv

t (k
′, k;T ) := Uv

t (k
′, k;T )− Uv

t (k
′, k)

with k′, k ∈ I. Then, we deduce from (5.7) and (B.1) that (δYv(T ), δZv(T ), (δUv(k′, k;T ))k′,k∈I)
satisfies

δYv
0 (T ) = hαT (V v

T )− yαT (V v
T )

+

∫ T

0

[fαs−(V v
s ,Zv

s (T ))− fαs−(V v
s ,Zv

s )] ds−
∫ T

0

(δZv
s (T ))

trdWs

+

∫ T

0

∑
k∈I

qαs−k [g(Uv
s (αs−, k;T ))− g(Uv

s (αs−, k))] ds

−
∫ T

0

∑
k,k′

δUv
s (k

′, k;T )χ{αs−=k′}dÑ
k′k
s ,(5.8)

where g(·) is given in (B.3). Since Zv(T ), Zv, Uv(k′, k;T ) and Uv(k′, k) are all
uniformly bounded (cf. (5.3), (3.9), (5.6) and (3.10)), analogous to Appendix B, we
may introduce an equivalent probability measure Q, under which we have

(5.9) δYv
0 (T ) = EQ[hαT (V v

T )− yαT (V v
T )].

Since both hi(·) and yi(·) with i ∈ I, have at most a linear growth, we deduce assertion
(i) from the estimate in (B.6).

To prove assertion (iii), from (5.9), we have, for v, v̄ ∈ Rd,

δYv
0 (T )− δY v̄

0 (T ) = EQ [
(hαT (V v

T )− yαT (V v
T ))− (hαT (V v̄

T )− yαT (V v̄
T ))

]
.

The conclusion then follows from the linear growth of both hi(·) and yi(·) for i ∈ I,
and the estimate in (B.7).

Let us return to the proof of Theorem 5.1. Using the first estimate (i) in Lemma
5.2, by a standard diagonal procedure, we may construct a sequence {Tk} such that

lim
Tk→∞

(yi(Tk, v)− yi(v)− λTk) = L(v)

for some limit function L(v). Moreover, the second estimate (ii) in Lemma 5.2 implies
that the limit function L(v) can be extended to a Lipschitz continuous function, and
the third estimate (iii) in Lemma 5.2 further implies that the limit actually satisfies
L(v) = L with L being a constant. This establishes the limit (5.4).
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To show the convergence rate (5.5), we deduce from (5.4) and (5.9) that, for
T ′ > T ,

|δYv
0 (T )− L| = lim

T ′→∞
|δYv

0 (T )− δYv
0 (T

′)|

= lim
T ′→∞

∣∣∣∣δYv
0 (T )− EQ

[
hα

m(T ′)
T ′ (V v

T ′)− yα
m(T ′)
T ′ (V v

T ′)

]∣∣∣∣ ,
wherem(T ′) := 2i−αi

T ′−T . Here we use α
i to emphasize the initial data of the Markov

chain α0 = i. It then follows from the tower property of conditional expectations that,

EQ
[
hα

m(T ′)
T ′ (V v

T ′)− yα
m(T ′)
T ′ (V v

T ′)

]
= EQ

[
EQ

[
hα

m(T ′)
T ′ (V v

T ′)− yα
m(T ′)
T ′ (V v

T ′)|GT ′−T

]]
= EQ

[
y
α

m(T ′)
T ′−T (T, V v

T ′−T )− y
α

m(T ′)
T ′−T (V v

T ′−T )− λT

]
= EQ [

yi(T, V v
T ′−T )− yi(V v

T ′−T )− λT
]

where we also used the relationship α
m(T ′)
T ′−T = α

i−(αi
T ′−T

−i)

T ′−T = i in the last equality. In

turn, using the definition δYv
0 (T ) = yi(T, v)− yi(v)− λT , we obtain

|δYv
0 (T )− L| = lim

T ′→∞

∣∣∣∣δYv
0 (T )− EQ

[
hα

m(T ′)
T ′ (V v

T ′)− yα
m(T ′)
T ′ (V v

T ′)

]∣∣∣∣
= lim

T ′→∞
EQ [

yi(T, v)− yi(v)− (yi(T, V v
T ′−T )− yi(V v

T ′−T ))
]
,

≤ lim
T ′→∞

C
(
1 + |v|2 + EQ [

|V v
T ′−T |2

])
e−KvT ,

where the assertion (iii) in Lemma 5.2 is used in the last inequality. The convergence
rate then follows from the moment estimate (B.6). The proof of Theorem 5.1 is
complete.

6. Conclusions. In this paper, we introduced and solved a new type of quadratic
BSDE systems in an infinite time horizon and, subsequently, derived their asymptotic
limit as ergodic BSDE systems. The ergodic BSDE system is used to characterize
Markovian regime switching forward performance processes and their associated opti-
mal portfolio strategies. We have also shown a connection between Markovian regime
switching forward performance processes and their classical expected utility counter-
parts via the constant λ in the corresponding ergodic BSDE system. Finally, we use
the ergodic BSDE system to study the large time behavior for a class of PDE systems
with quadratic growth Hamiltonians.

Appendix A. Proof of Lemma 2.2. The idea of the proof is adapted from
the arguments used in [29]. For t ∈ [0, T ], let

δY i
t := Y i

t − Ȳ i
t , δZi

t := Zi
t − Z̄i

t and δξi := ξi − ξ̄i.

Applying Itô’s formula to (δY i+
t )2 yields

(δY i+
t )2 = (δξi+)2 +

∫ T

t

2δY i+
s [F i

s(Z
i
s)− F̄ i

s(Z̄
i
s)]ds

+

∫ T

t

2δY i+
s [Gi

s(Y
i
s , Y

−i
s )− Ḡi

s(Ȳ
i
s , Ȳ

−i
s )]ds

−
∫ T

t

χ{δY i
s >0}|δZi

s|2ds−
∫ T

t

2δY i+
s (δZi

s)
trdWs.
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Using (2.9) and (2.11), we obtain

F i
s(Z

i
s)− F̄ i

s(Z̄
i
s) = F i

s(Z
i
s)− F i

s(Z̄
i
s) + F i

s(Z̄
i
s)− F̄ i

s(Z̄
i
s) ≤ Cf |δZi

s|.

Using (2.10) and (2.12), together with the monotone condition of Gi
s, we further

obtain

Gi
s(Y

i
s , Y

−i
s )− Ḡi

s(Ȳ
i
s , Ȳ

−i
s )

= Gi
s(Y

i
s , Y

−i
s )−Gi

s(Ȳ
i
s , Ȳ

−i
s ) +Gi

s(Ȳ
i
s , Ȳ

−i
s )− Ḡi

s(Ȳ
i
s , Ȳ

−i
s )

≤ Cg

|δY i
s |+

∑
k ̸=i

δY k+
s

 .

In turn, since δξi+ = 0, we have

E[(δY i+
t )2]

≤ E

∫ T

t

2CfδY
i+
s |δZi

s|+ 2CgδY
i+
s (|δY i

s |+
∑
k ̸=i

δY k+
s )− χ{δY i

s >0}|δZi
s|2

 ds


≤ E

[∫ T

t

χ{δY i
s >0}

(
−|δZi

s|2 + 2CfδY
i
s |δZi

s| − C2
f (δY

i
s )

2
)
ds

]

+ E

∫ T

t

(2Cg + C2
f )(δY

i+
s )2 + C2

g (δY
i+
s )2 +

∑
k ̸=i

(δY k+
s )2

 ds

 .

Thus, there exists a constant C such that

∑
i∈I

E[(δY i+
t )2] ≤ C

∫ T

t

∑
i∈I

E[(δY i+
s )2]ds.

It then follows from Gronwall’s inequality that E[(δY i
t )

2] = 0, for t ∈ [0, T ] and i ∈ I,
so Y i

t ≤ Ȳ i
t and we conclude.

Appendix B. Proof of Theorem 3.2. Let α be the Markov chain intro-
duced in section 4 satisfying Assumptions 2 and 4. Let

(
(Yi,v,Zi,v)i∈I , λ

)
and(

(Ȳi,v, Z̄i,v)i∈I , λ̄
)
be two Markovian solutions to the ergodic BSDE system (3.7)

both satisfying (3.8), (3.9) and (3.10).
For t ≥ 0 and v ∈ Rd, define

Yv
t := Yαt,v

t = yαt(V v
t ),

Zv
t := Zαt−,v

t = zαt−(V v
t ),

and for k′, k ∈ I,

Uv
t (k

′, k) := Yk,v
t − Yk′,v

t = (yk − yk′
)(V v

t ).

We may also define (Ȳv, Z̄v, (Ūv(k′, k))k′,k∈I) in an analogous way. Furthermore, let
δYv

t := Yv
t −Ȳv

t , δZv
t := Zv

t −Z̄v
t , δUv

t (k
′, k) := Uv

t (k
′, k)−Ūv

t (k
′, k) and δλ := λ− λ̄.
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First, using Lemma 4.3, we deduce that (Yv,Zv, (Uv(k′, k))k′,k∈I , λ) satisfies the
scalar-valued ergodic BSDE driven by the Brownian motion W and the Markov chain
α, i.e. for t ≥ 0,

dYv
t = − fαt−(V v

t ,Zv
t )dt−

∑
k∈I

qαt−k
[
eU

v
t (αt−,k) − 1− Uv

t (αt−, k)
]
dt+ λdt

+ (Zv
t )

trdWt +
∑

k,k′∈I

Uv
t (k

′, k)χ{αt−=k′}dÑ
k′k
t .(B.1)

In turn, (δYv, δZv, (δUv(k′, k))k′,k∈I , δλ) satisfies

d(δYv
t ) = −

[
fαt−(V v

t ,Zv
t )− fαt−(V v

t , Z̄v
t )
]
dt+ (δZv

t )
trdWt

−
∑
k∈I

qαt−k
[
g(Uv

t (αt−, k))− g(Ūv
t (αt−, k))

]
dt

+
∑
k,k′

δUv
t (k

′, k)χ{αt−=k′}dÑ
k′k
t + δλdt,(B.2)

where

(B.3) g(x) := ex − 1− x, with |x| ≤ 1

qmin

(
Kf +

CvCηCz

(Cη − Cv)2

)
.

Next, we introduce

δfαt−(V v
t ) :=

fαt−(V v
t ,Zv

t )− fαt−(V v
t , Z̄v

t )

|δZv
t |2

δZv
t χ{δZv

t ̸=0},

and, for k ∈ I,

δgαt−k(V v
t ) :=

g(Uv
t (αt−, k))− g(Ūv

t (αt−, k))

δUv
t (αt−, k)

χ{δUv
t (αt−,k)̸=0}.

Note that Assumption 1(ii) and (3.9) imply that δfαt−(V v
t ), t ≥ 0, is uniformly

bounded. Moreover, the mean value theorem (applied to the function g(·)) and (3.10)
imply that δgαt−k(V v

t ), t ≥ 0, is also uniformly bounded. Thus, for any T > 0, define
an equivalent probability measure Q as

dQ
dP

:= ET
(∫ ·

0

(δfαs−(V v
s ))

trdWs

)
ET

∫ ·

0

∑
k,k′∈I

δgk
′k(V v

s )χ{αs−=k′}dÑ
k′k
s

 ,

so that under Q, we have

(B.4) δλ =
EQ [δYv

T − δYv
0 ]

T
=

EQ [yαT (V v
T )− ȳαT (V v

T )]−
[
yi(v)− ȳi(v)

]
T

.

Since both yk(·) and ȳk(·), k ∈ I, have at most linear growth (cf. (3.8)), it follows
from (B.6) that δλ = 0 by sending T → ∞ in (B.4).

We are left to show that yi(·) = ȳi(·) and zi(·) = z̄i(·) for i ∈ I. To this end, it
suffices to show that

(B.5) δYv
0 = Yv

0 − Ȳv
0 = (yi − ȳi)(v) = 0.
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The rest of the proof then follows from Theorem 3.11 in [17]. To prove (B.5), we have,
from (B.2), that

δYv
0 = EQ[δYv

T ] = EQ[yαT (V v
T )− ȳαT (V v

T )].

Using (B.7) and the fact that yi(0) = ȳi(0) = 0, we obtain

EQ[yαT (V v
T )− ȳαT (V v

T )] ≤ C(1 + |v|2)e−KvT .

Hence, (B.5) follows by sending T → ∞ in the above inequality.
To conclude the paper, we recall the following moment estimate and coupling

estimate, which can be proved in a similar way to [17] (Proposition 2.3 and Theorem
2.4 for the Brownian motion case), [15] (section 3 for the Markov chain case) and [13]
(section 3.2 for the Lévy process case).

Proposition B.1. Let T > 0 be fixed. Let Hi : Rd → Rd and Gik : Rd → R,
i, k ∈ I, be measurable bounded functions. Under Assumption 3, suppose that the
processes (V v, α) follow

dV v
t = [η(V v

t ) +Hαt−(V v
t )]dt+ κdWQ

t ,

and

dαt =
∑
k∈I

qαt−k(k − αt−)(1 +Gαt−k(V v
t ))dt+

∑
k,k′∈I

(k − k′)χ{αt−=k′}dÑ
Q,k′k
t ,

where Q is an equivalent probability measure defined as

dQ
dP

:= ET
(∫ ·

0

(Hαs−(V v
s ))

trdWs

)
ET

∫ ·

0

∑
k,k′∈I

Gk′k(V v
s )χ{αs−=k′}dÑ

k′k
s

 ,

with WQ := W −
∫ ·
0
Hαt−(V v

t )dt and ÑQ,k′k := Ñk′k −
∫ ·
0
qk

′kGk′k(V v
t )dt, k

′, k ∈ I,
being the corresponding Brownian motion and compensated Poisson martingales under
Q, respectively. Then, there exists a constant C > 0 such that for any measurable
functions ϕi : Rd → R (i ∈ I) with a polynomial growth rate µ > 0,

(B.6) EQ[ϕαT (V v
T )] ≤ C(1 + |v|µ), v ∈ Rd.

Furthermore, there exists a constant Kv > 0 such that for v1, v2 ∈ Rd,

(B.7) EQ[ϕαT (V v1
T )− ϕαT (V v2

T )] ≤ C(1 + |v1|1+µ + |v2|1+µ)e−KvT .

The constants C and Kv depend on the functions Hi(·) and Gik(·), i, k ∈ I, through
their supremum norms.
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[47] Zariphopoulou, T. and Žitković, G. (2010). Maturity-independent risk measures. SIAM J. Fi-
nanc Math. 1(1) 266–288.
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