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UAV-Enabled Wireless Power Transfer with Base
Station Charging and UAV Power Consumption

Hua Yan, Student Member, IEEE, Yunfei Chen, Shuang-Hua Yang, Senior Member, IEEE

Abstract—Wireless power transfer (WPT) is a promising charg-
ing technology for battery-limited sensors. In this paper, we study
the use of an unmanned aerial vehicle (UAV) as a charger for
WPT. Unlike the previous works, our study takes into account
the power consumption of the UAV (power consumption during
hovering and flight), the charging process from a base station (BS)
to the UAV and the conversion loss of the energy harvester. Both
one-dimensional (1D) and two-dimensional (2D) WPT systems are
considered. The sum-energy received by all sensors is maximized
to find the optimal strategy for UAV deployment. Two different
charging schemes are proposed. Numerical results show that the
sum-energy received by all sensors is determined by sensors’
topology, the flight speed of the UAV and the transmit power.
They also show that, when the BS charging process and the UAV
power consumption are considered in the optimization, the optimal
location of the UAV in the 1D and 2D WPT systems is closer to
the BS than in the previous works that ignore these two practical
factors.

Index Terms—Energy efficiency, energy harvesting, radio fre-
quency, sensor, unmanned aerial vehicle, wireless power transfer.

I. INTRODUCTION

IN recent years, unmanned aerial vehicles (UAVs) have found
a significant number of applications in wireless communica-

tion and transportation systems due to their decreasing expense
and increasing functionality [1] – [2]. From the viewpoint
of communications, the UAV can be used as an aerial base
station (BS) for wireless coverage, or as a mobile relay to
provide reliable communication links for distant users [3] –
[4]. For example, in remote areas when the communication
infrastructure is damaged by natural disasters, UAVs can serve
as an aerial BS to provide wireless services [5]. Other UAV
applications include UAV-assisted wireless networking [6] –
[8], future intelligent and secure UAV networks for 6G [9].
This paper mainly focuses on the application where a UAV
employs radio frequency (RF) wireless power transfer (WPT)
to charge a set of ground sensors in a remote area, that is,
UAV-enabled WPT.

Wireless charging [10] – [11] has been recognized as a
promising technique to provide energy supply for battery-
limited nodes, such as Internet of Things (IoT) devices and
sensors. There have been quite a few works on the use of
UAVs for WPT. For instance, UAV-enabled WPT systems were
proposed in [12] – [20], where the UAV was used to broadcast
wireless energy to ground receivers. Due to the line-of-sight
(LoS) links between the UAV and ground sensors, UAV-
enabled WPT system can improve the energy transfer efficiency
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greatly by deploying UAV as a mobile energy transmitter in
these works. Specifically, reference [12] studied the achievable
energy region of a basic two-user UAV-enabled WPT system by
optimizing the UAV’s trajectory with constraints on the UAV’s
maximum speed. Reference [13] extended the work in [12] to
the multi-user scenario and maximized the minimum energy
received by all energy receivers to optimize the trajectory
design. In [14], both UAV’s optimal hovering location for
maximum sum-energy and UAV’s optimal hovering time to
maximize the minimum received energy among all energy
receivers were investigated by trajectory optimization. In [15], a
one-dimensional (1D) UAV trajectory was designed for a multi-
user WPT system, where all ground nodes stay on a line, such
as a motorway or river. Reference [16] considered a two-user
scenario, but the UAV was equipped with a directional antenna.
In [17], a new UAV-enabled wireless powered communication
network was studied, where a UAV is deployed as a mobile
access point to charge the ground users in the air-to-ground
(A2G) link and collect information from ground users in the
ground-to-air (G2A) link. The uplink minimum throughput
was maximized by optimizing both the UAV trajectory and
other resources. In [18], the maximum network throughput was
discussed in a UAV-enabled relaying system where the UAV
receives both energy and information from a BS, and then
forwards the information to the ground user. The authors in [19]
studied the use of a rotary-wing UAV as an energy transmitter
to charge a set of energy receivers (ERs) taking into account
the UAV’s flight altitude and coverage performance. The energy
harvested by all ERs was maximized via jointly optimizing the
UAV’s placement, beam pattern and charging time. Finally, in
[20], a UAV-Aided Air-to-Ground cooperative non-orthogonal
multiple access system for cellular users was studied, where
the energy efficiency and spectrum efficiency were improved
by jointly scheduling cellular users and the UAV.

All the above works have provided very valuable guidance
on the use of UAV-enabled WPT system. However, several
challenges in this field remain. Firstly, the power consumption
of the UAV (i.e., power consumption from its hovering for
charging and discharging, and from its propulsion for flight)
is very important in these applications, but this issue has been
largely overlooked in the existing works. Secondly, the UAV
is an energy-limited node itself. Thus, it has to be charged
by a BS wirelessly without landing [21] before transferring
power to remote nodes. Most works only consider the power
transfer from the UAV to the remote sensors but do not consider
the power transfer from the BS to the UAV. In [22], the
energy transfer efficiency from BS to sensors by employing
UAV as a mobile energy transmitter has been analysed without
optimizing the location of UAV in multiple sensors case.
Thirdly, many of the previous works (i.e., [14] – [16] and [18])
have ignored the radio frequency to direct current (RF-to-DC)
energy conversion efficiency by assuming perfect discharging
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Fig. 1: 1D and 2D topologies

at the energy receiver. Due to the increased use of UAVs in
communication systems [23] – [25], these issues require urgent
attention. To the best of the authors’ knowledge, the UAV-
enabled WPT problem considering all these three issues has
not been studied yet.

Motivated by these observations, in this paper, we study the
use of the UAV in a UAV-enabled WPT system, where the
UAV is deployed to charge the ground sensors after being
charged by the BS. In the study, we take into account the
power consumption at the UAV, the power transfer from the BS
to UAV and the practical conversion efficiency at the energy
receiver. To do this, we will first derive the optimal location
of the UAV when the ground sensors are deployed in a 1D
topology, as the case in [15]. Then, we will investigate the
more complicated case when the ground sensors are deployed
in a two-dimensional (2D) topology. For both cases, the optimal
locations of UAVs will be derived by maximizing the sum-
energy received by all ground sensors. Numerical results will
be presented to show that the optimal locations have to be
closer to the BS than what was reported in previous works that
did not consider the power consumption of the UAV. The main
contributions of this work can be summarized as follows:
• Two different charging schemes for both 1D and 2D

topologies in UAV-enabled WPT systems are studied by
considering the BS charging process and the UAV power
consumption.

• The optimal locations of the UAV in WPT system in these
two different cases are derived analytically.

• The effects of different system parameters on the energy
transfer performance are examined to give useful guidance
for system designs.

The rest of the paper is organized as follows. In Section II,
the system model is explained. Section III and IV derive the
optimal location of UAVs in WPT system in 1D and 2D cases,
respectively. Section V presents numerical results. Finally, the
work is concluded in Section VI.

II. SYSTEM MODEL

Consider two typical scenarios, where the ground sensors are
distributed either in a 1D or 2D topology, as shown in Fig. 1.
A rotary-wing UAV is first charged by a BS wirelessly in its
close proximity, then flies to K > 2 remote ground sensors to
charge them wirelessly for sustained operations. Let k index the
sensors with 1 6 k 6 K. In our study, only the locations of the
sensors are needed. The structure and topology of the ground
sensor network will not affect the derivation. In Fig. 1(a), all

ground sensors are located on a straight line, as the case in [15].
In Fig. 1(b), they are assumed to be located on a 2D surface.
Let (0, 0, Hbs) denote the location of the BS with a height of
Hbs, and the kth ground sensor is located at (xk, yk, Hsr) with
a common antenna height of Hsr, i.e., (xk, 0, Hsr) for 1D and
(xk, yk, Hsr) for 2D. The UAV is assumed to fly at a fixed
height H above the ground [12] – [17]. Thus, its location can
be denoted as (x, y,H). Also, it is assumed that all sensors
have enough battery capacity for charging.

In this work, we assume wireless charging by the BS to the
UAV. This is the case when there is no dedicated landing dock
at the BS for wired charging, as in conventional BSs. This is
also the case when it is not convenient or safe for the UAV
to land due to the complicated environment surrounding the
BS. In the case when wired charging is available at the BS,
the following results are still valid by ignoring the Load stage
of the BS charging or assuming zero loss from the BS to the
UAV. In order to quantify the energy consumption of the UAV
during the WPT from the UAV to ground sensors, the energy
consumption in different phases of the process will be analysed.
The energy consumption mainly comes from the transmission
loss from the BS to the UAV, and from the UAV to the ground
sensors, the conversion loss from RF to DC at both the UAV
and ground sensors, and the UAV power consumption due to the
UAV manoeuvring, such as hovering, acceleration, deceleration
and flying at a constant speed. These will be discussed in the
following.

A. Transmission Loss

As the UAV hovers above the BS in its close proximity to be
charged, a LoS link can be established between the BS and the
UAV 1. Similarly, we assume a LoS link between the UAV and
ground sensors, as in [12] – [18]. According to the free-space
path loss (FSPL) model, the transmission loss in these links
can be expressed as

PLFS = 20 lg {f}+ 20 lg {d} − 147.55 dB, (1)

where d (d > 1) is the distance between the transmitter and
the receiver, and f is the carrier frequency. Note that in FSPL
model d > 1, because the received power per unit area starts
at a reference distance of 1 m [27].

As the channel between the BS and the UAV is dominated
by LoS, the transmission loss from the BS to the UAV in both
Fig. 1(a) and Fig. 1(b) can be expressed as

PLbs−uav = 20 lg (f) + 20 lg (H −Hbs)− 147.55 dB, (2)

where H −Hbs > 1 m is the distance between the BS and the
UAV.

Also, since the wireless channel between the UAV and each
ground sensor is dominated by LoS, similar to [12] – [18], the
transmission loss from the UAV to the kth sensor in Fig. 1(a)
can be expressed by adopting the FSPL model in (1) as

PL1D
uav−gs = 20 lg (f) + 20 lg

(
d1Duav−gsk

)
− 147.55 dB, (3)

1Note that fading or probability of LoS may exist when H is large [3] –
[26]. When H is small, as in works [12] – [18], fading and probability of LoS
can be ignored. We use the same system model as [12] – [18] by ignoring
fading and LoS probability. However, the result of this paper can be easily
extended to the scenario considering fading or LoS probability.
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and in Fig. 1(b) as

PL2D
uav−gs = 20 lg (f) + 20 lg

(
d2Duav−gsk

)
− 147.55 dB, (4)

where d1Duav−gsk =

√
(x− xk)

2
+ (H −Hsr)

2 is the dis-
tance between the UAV and the kth sensor in the 1D case,
d2Duav−gsk =

√
(x− xk)

2
+ (y − yk)

2
+ (H −Hsr)

2 in the 2D
case, and H −Hsr > 1.

B. UAV Power Consumption

In addition to the energy transferred to the ground sensors,
the UAV also requires energy for various manoeuvres (i.e.
hovering, acceleration, deceleration and flying to fly to the
sensors). For example, the authors in [28] studied the trade-
off between power consumption and flight performance of fixed
wing UAV. In [29], the authors derived an analytical propulsion
power consumption model for rotary-wing UAVs flying at a
speed of V as

P (V ) = P0

(
1 + 3V 2

U2
tip

)
+Pi

(√
1 + V 4

4v4
0
− V 2

2v2
0

) 1
2

+
d0ρsAV

3

2
,

(5)
where P0 and Pi are two constants related to the physical
properties of UAV and the flight environment, such as weight,
rotor radius and air density, Utip denotes the tip speed of
the rotor blade, v0 is the mean rotor induced velocity during
hovering, d0 and s are the fuselage drag ratio and rotor
solidity, respectively, and ρ and A denote the air density and
rotor disc area, respectively. Details and discussions on this
model can be found in [29]. We will calculate the internal
energy consumption of UAV using the above model. Denote
the energy consumption during hovering, flying, acceleration
and deceleration as Ehover, EV , EAcc and EDec, respectively.
By substituting V = 0 into (5), the power consumption for
hovering can be obtained as P (0) = P0 +Pi. Thus, the energy
required for hovering can be calculated as

Ehover = P (0) · Thover, (6)

where Thover is the hovering time at a speed of 0. For flying
at a speed of V , one has

EV = P (V ) · Tflying, (7)

where Tflying is the flying time. For linear acceleration or
deceleration, the relationship between velocity and time can
be expressed as

V = v0 + at, (8)

where v0 is the initial velocity, a is the acceleration and t is
the time. In this study, we consider the process when the UAV
accelerates from an initial velocity of 0 to V and continues
to fly to the sensors at the speed of V , and finally decelerates
from V to 0 to hover over the sensors for charging. Hence, the
energy consumed by the UAV during the acceleration can be
calculated as

EAcc =

∫ V
a

0

P (t) dt, (9)

where V
a is the acceleration time, as v0 = 0, P (t) =

P0

(
1 + 3(at)2

U2
tip

)
+ Pi

(√
1 + (at)4

4v4
0
− (at)2

2v2
0

)1/2
+ 1

2d0ρsA(at)
3

by substituting (8) into (5). Since acceleration and deceleration

in this study are symmetric, the energy consumed during
deceleration is the same as that during acceleration, i.e., EAcc =
EDec.

For both the 1D case in Fig. 1(a) and the 2D case in Fig. 1(b),
the UAV hovers above the BS to be charged wirelessly, then
accelerates to a constant speed of V and flies to the sensors.
When it approaches the ground sensors, it decelerates from
V to 0 and then hovers above the sensors to charge them
before flying back to the BS in the same way. Thus, hovering,
acceleration, deceleration, and flying are the four operations
that need to be considered in our study.

C. RF-to-DC Conversion Loss

In [30] and [31], linear and non-linear models for the RF-
to-DC conversion efficiency have been obtained. From the
simulation results in [30], it was found that the conversion
efficiency depends on the input power. When the input power is
below a threshold, the output power increases linearly with the
input power. Thus, we assume that the energy harvester works
in this linear region and the linear model is used in this case,
similar to [12] – [13], [17] and [22]. One has the relationship
between the input and output of the energy harvester as

PDC = η · PRF , (10)

where PRF is the received RF power, η is the constant RF-to-
DC conversion efficiency and PDC is the converted DC power
at the harvester.

Remark 1: Note that many factors could affect the optimal
location of the UAV that maximizes the sum-energy received
by all sensors, such as the number of sensors, the trajectory
and the velocity of the UAV, etc. The UAV has to fly back to
the BS after charging the sensors but needs to maximize the
energy delivered to sensors. Firstly, the actual topology of the
1D and 2D WPT systems may be less important, as long as they
are within the coverage area of the UAV WPT. If the area is
too large, although the sum-energy is maximized, it may lead to
unfairness among the sensors, especially those at the edge of the
cell. Secondly, placing the UAV at different optimal locations
for different sensors by exploiting the UAV’s trajectory designs,
such as [13] and [14], will inevitably consume much more
energy because of the extra propulsion power. This is not
energy-efficient compared with our scheme that fixes the UAV
at some point during charging and discharging to only consume
hovering power.

III. OPTIMAL LOCATION OF UAV MAXIMIZING
SUM-ENERGY IN 1D CASE

In this section, in order to study the optimal location of UAV
that maximizes the sum-energy received by all sensors, the 1D
case is considered first. As mentioned before, the UAV hovers
above the BS to be charged, and then accelerates to a constant
speed of V to fly to the destination. When it approaches the
ground sensors, it decelerates and finally hovers above these
sensors to charge them. Two schemes are considered, as shown
in Fig. 2. In Scheme 1, the UAV only charges the sensors
when it arrives and hovers at their top. This minimizes the
transmission loss by having the shortest distance but limits
the charging time. In Scheme 2, the UAV starts to charge the
sensors before it arrives at their top, that is, the UAV starts
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Fig. 2: Schemes 1 and 2 of 1D case

charging while it is flying close to the sensors. This increases
the charging time but suffers from possible larger transmission
loss for each sensor.

A. 1D Scheme 1

This scheme can be divided into three stages: load, fly, and
charge. In the first stage, the UAV is charged by the BS. This is
the load stage. In the second stage, the UAV carries the stored
energy and flies towards the ground sensors. This is the fly
stage. Finally, the UAV hovers above these sensors to charge
them by transferring wireless power. This is the charge stage.

1) Load: In the first stage, the received RF power in dB by
the UAV can be derived as [22]

P 1Ds1
uav−r = Pt +Gt +Guav − PLbs−uav, (11)

where Pt is the transmitted power in dBW, Gt is the gain of
the transmitting antenna at the BS in dBi, Guav is the receiving
antenna gain at the UAV in dBi (assumed to be the same as
the transmitting antenna gain later), PLbs−uav is the path loss
between the BS and the UAV in dB, as defined in (2). Then,
the received DC energy can be calculated by applying the RF-
to-DC conversion model in (10) as

E1Ds1
uav−r = η10

P 1Ds1
uav−r
10 T 1Ds1

loading, (12)

where T 1Ds1
loading is the loading time. Note that, during the load

stage, the UAV also consumes energy as it needs energy to keep
aloft above the BS. This energy consumption can be calculated
as

E
T 1Ds1
loading

hover = P (0) · T 1Ds1
loading. (13)

Also, to ensure that the UAV does not fall and is being charged,
the received DC power must be greater than the hovering power

P (0). i.e., η10
P 1Ds1
uav−r
10 > P (0).

2) Fly: Then, an acceleration – fly(v) – and – deceleration
operation will be performed by the UAV to carry the charged
energy to the sensors. We denote the final hovering position
of the UAV as (xh, 0, H) since the BS and all sensors are
located in a straight line. The energy required during the second
stage can be calculated according to the propulsion power
consumption model in (5) as

E1Ds1
fly−to = E1Ds1

Acc + E1Ds1
V + E1Ds1

Dec

= 2

∫ V
a

0

P (t) dt+ P (V )
xh − V 2

a

V
,

(14)

Algorithm 1: Optimization of (20)
Input: Sensors’ location array S = [x1, · · · , xk, · · · , xK ],

Pt, Gt, Guav , Ggs, Puav−t, V , a, H , X = min(S) :
Step-size : max(S) and T 1Ds1

loading .
Output: Optimal location x∗.

1 for i=1: length(X) do
2 Initialize E1Ds1

sum

3 Calculate E1Ds1
available(i) using (15)

4 if E1Ds1
available(i) ≥ 0 then

5 for k=1: length(S) do
6 Calculate Q1Ds1

gs−k(k) using (16) – (19)
7 E1Ds1

sum (i) = E1Ds1
sum (i) + Q1Ds1

gs−k(k)

8 else
9 break;

Result: x∗ = X(i∗)← i∗ = arg maxE1Ds1
sum (i)

where V is the final constant flight speed, a is the acceleration,
and P (t) is the power consumption at time t. Note that, in
order to ensure that the UAV has enough energy to fly back to
the BS after charging the sensors, the energy for flying back
should be considered and must not be less than that in the fly
stage. Thus, the minimum energy required for flying back is
E1Ds1
fly−back = E1Ds1

fly−to, assuming that the flying back operation
is symmetric to the flying to operation.

3) Charge: After the UAV decelerates to a speed of 0 and
hovers at (xh, 0, H), it starts to transfer wireless power to the
ground sensors. In this case, the amount of energy available for
transfer can be derived as

E1Ds1
available = E1Ds1

uav−r − E
T 1Ds1
loading

hover − 2E1Ds1
fly−to. (15)

During this stage, the received RF power at the kth sensor can
be expressed as

P 1Ds1
gs−k = Puav−t +Guav +Ggs − PL1D

uav−gsk , (16)

where Puav−t is the transmission power of the UAV in dBW,
Guav is the transmitting antenna gain, the same as the receiving
antenna gain Guav in (11), Ggs is the receiving antenna gain
at each sensor in dBi, assumed to be the same for all sensors,
PL1D

uav−gsk is the path loss between the UAV and the kth sensor
in dB, defined in (3). Note that, during this stage, the UAV also
consumes energy with a power of P (0) in watt to stay aloft,
similar to the load stage. As a result, the charging time can be
obtained as

T 1Ds1
charging =

E1Ds1
available

10

Puav−t
10 +P (0)

. (17)

Consequently, the DC energy received by the kth sensor when
the UAV hovers at (xh, 0, H) can be derived as

Q1Ds1
gs−k (xh, 0, H) = η10

P 1Ds1
gs−k
10 T 1Ds1

charging. (18)

The sum-energy received by all sensors can be calculated as

E1Ds1
sum (xh, 0, H) =

K∑
k=1

Q1Ds1
gs−k (xh, 0, H). (19)

The optimization problem can be formulated as

(x∗, 0, H) = arg max
xh

E1Ds1
sum (xh, 0, H) , (20a)

s.t.: E1Ds1
available ≥ 0, (20b)
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where x∗ in (20a) is the optimal UAV location which maxi-
mizes the sum-energy function E1Ds1

sum (xh, 0, H), (20b) is the
constraint on available energy to ensure the UAV can fly back.

4) Optimization: The solution to (20) is summarized in
Algorithm 1, as it is challenging to derive its closed-form
solution when K is large. The step-size setting in the algorithm
determines the accuracy of x∗, and it can be changed according
to the accuracy requirement.

B. 1D Scheme 2

The main difference between Scheme 1 and Scheme 2 is
that in Scheme 2 the UAV starts to charge the sensors before
it arrives at the top of sensors. Hence, in both deceleration
and hovering operations, the sensors can receive power from
the UAV. We denote the charging time in these two phases
as T 1Ds2

charge1 and T 1Ds2
charge2, and the energy received by sensors

as E1Ds2
received1 and E1Ds2

received2, respectively. Since the energy
harvester has an activation energy, a minimum power of Pε
dB needs to be ensured at the closest sensor. This leads to
a threshold value of xstart, at which the UAV starts energy
transfer, as

Puav−t +Guav +Ggs − PL1D
uav−gs1 > Pε dB, (21)

where PL1D
uav−gs1 is defined in (3), the distance be-

tween the UAV and the first sensor is d1Duav−gs1 =√
(x1 − xstart)2 + ∆H2, ∆H = H −Hsr, and

xstart > x1 −
√

10
Puav−t+Guav+Ggs−20 lg{f}+147.55−Pε

10 −∆H2.
(22)

Denote the final static hovering position of the UAV as
(xh, 0, H). Two sub-cases needs to be discussed, as shown in
Fig. 3.

1) Case a): In Fig. 3(a), when xh − xstart 6 ∆XDec, the
UAV is in the deceleration when it arrives at xstart. Thus,
the velocity of the UAV when it starts energy transfer can be
calculated as

Vstart =
√
−2a(xh − xstart), (23)

where a (a < 0) is the deceleration. In the special case when
xh−xstart = ∆XDec, we have Vstart = V . Then, the charging
time during deceleration is

T 1Ds2
charge1 =

0− Vstart
a

, a < 0. (24)

Since deceleration from Vstart to 0 is symmetric to the accel-
eration from 0 to Vstart, the received RF power by the kth

sensor in T 1Ds2
charge1 period can be calculated as

P 1Ds2
gs−k = Ω− 20 lg

(
d1Duav−gsk

)
, (25)

where Ω = Puav−t + Guav + Ggs − 20 lg (f) + 147.55,

d1Duav−gsk =

√(
xh − 1

2at
2 − xk

)2
+ ∆H2, 0 6 t 6 T 1Ds2

charge1,
and a in d1Duav−gsk is the acceleration when the UAV accelerates
from xh to xstart with the velocity from 0 to Vstart, which
is the same as deceleration from Vstart to 0 when the UAV

Base station Sensors
xstart

(a)  Xh-Xstart    X_Dec

x1 xK

V0 V 0

xh

 x_Acc  x_Dec

Base station Sensors
x1 xK

V0 V 0

xh

 x_Acc  x_Dec

(b)  Xh-Xstart >  X_Dec

V

V

xstart

Fig. 3: Two cases in 1D Scheme 2

decelerates from xstart to xh. As a result, the total energy
received by the kth sensor can be obtained as

Q1Ds2
gs−k = η

∫ T 1Ds2
charge1

0

10
P1Ds2
gs−k
10 dt

=
η10

Ω
10

4C1q3 sinα
sin α

2 ln
τ2+2qτ cos

α
2 +q2

τ2−2qτ cos
α
2 +q2

+
η10

Ω
10

2C1q3 sinα
cos α2

(
arctan τ2−q2

2qτ sin
α
2

+ π/2

)
,

(26)

where α = arccos(− B1

2
√
A1C1

), τ = T 1Ds2
charge1, q = 4

√
A1

C1
, A1 =

(xh − xk)
2

+ ∆H2, B1 = −a (xh − xk), C1 = 1
4a

2, and we
have used the integral in [32, eq. (2.161.1)]. Finally, the total
energy received by all sensors in this case can be calculated as

E1Ds2
received1 =

K∑
k=1

Q1Ds2
gs−k. (27)

2) Case b): In Fig. 3(b), when xh − xstart > ∆XDec, the
UAV has to fly at the constant speed of V for some time before
decelerating, although it has already started energy transfer.
Denote the time flying at a constant speed of V and decelerating
as T 1Ds2−1

charge1 and T 1Ds2−2
charge1 , respectively. Then, one has

T 1Ds2−1
charge1 =

xh − xstart −∆XDec

V
,

T 1Ds2−2
charge1 =

0− V
a

, a < 0,

T 1Ds2
charge1 = T 1Ds2−1

charge1 + T 1Ds2−2
charge1 . (28)

If the received RF power at the kth sensor during T 1Ds2−1
charge1 and

T 1Ds2−2
charge1 are denoted by P 1Ds2−1

gs−k and P 1Ds2−2
gs−k , respectively.

one has

P 1Ds2−1
gs−k = Ω− 20 lg

(
d1Ds2−1uav−gsk

)
,

P 1Ds2−2
gs−k = Ω− 20 lg

(
d1Ds2−2uav−gsk

)
, (29)

where

d1Ds2−1uav−gsk =

√
(xstart + V t− xk)

2
+ ∆H2,

0 6 t 6 T 1Ds2−1
charge1 ,

d1Ds2−2uav−gsk =

√(
xh −

1

2
at2 − xk

)2

+ ∆H2,

a > 0, 0 6 t 6 T 1Ds2−2
charge1 . (30)
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Denote the total energy received by the kth sensor during
T 1Ds2−1
charge1 and T 1Ds2−2

charge1 as Q1Ds2−1
gs−k and Q1Ds2−2

gs−k , respectively.
Then, one has

Q1Ds2−1
gs−k = η

∫ T 1Ds2−1
charge1

0

10
P

1Ds2−1
gs−k

10 dt

=
2η10

Ω
10√

4A2C2 −B2
2

arctan
B2 + 2C2T

1Ds2−1
charge1√

4A2C2 −B2
2

− 2η10
Ω
10√

4A2C2 −B2
2

arctan
B2√

4A2C2 −B2
2

,

(31)

where A2 = (xstart − xk)
2

+ ∆H2, B2 = 2V (xstart − xk),
C2 = V 2, and the integral in [32, eq. (2.172)] is used here (or
[32, eq. (2.103.4)]). Similarly, during T 1Ds2−2

charge1 , one has

Q1Ds2−2
gs−k = η

∫ T 1Ds2−2
charge1

0

10
P

1Ds2−2
gs−k

10 dt

=
η10

Ω
10

4C1q3 sinα
sin α

2 ln
T 2+2qT cos

α
2 +q2

T 2−2qT cos
α
2 +q2

+
η10

Ω
10

2C1q3 sinα
cos α2

(
arctan T 2−q2

2qT sin
α
2

+ π/2

)
,

(32)

where α = arccos(− B1

2
√
A1C1

), T = T 1Ds2−2
charge1 , q = 4

√
A1

C1
,

A1 = (xh − xk)
2
+∆H2, B1 = −a (xh − xk), C1 = 1

4a
2, and

the integral in [32, eq. (2.161.1)] has been used here. Hence,
the total energy received by the kth sensor during T 1Ds2

charge1 can
be calculated as

Q1Ds2
gs−k = Q1Ds2−1

gs−k +Q1Ds2−2
gs−k , (33)

and the sum-energy received by all sensors in this case can be
calculated as

E1Ds2
received1 =

K∑
k=1

Q1Ds2
gs−k. (34)

After the UAV decelerates to the speed of 0, the energy
available for transfer can be calculated as

E1Ds2
available =E1Ds2

uav−r − E
T 1Ds2
loading

hover − 2E1Ds2
fly−to

− 10
Puav−t

10 · T 1Ds2
charge1,

(35)

where E1Ds2
uav−r, E

T 1Ds2
loading

hover , E1Ds2
fly−to can be calculated using

the method in Scheme 1, Puav−tT 1Ds2
charge1 is the total energy

delivered by the UAV from xstart to xh. The received RF power
at the kth sensor can be expressed as

P 1Ds2
gs−k = Ω− 20 lg

(
d1Duav−gsk

)
, (36)

where d1Duav−gsk =

√
(xh − xk)

2
+ ∆H2. The delivery time

can be derived as

T 1Ds2
charge2 =

E1Ds2
available

10

Puav−t
10 +P (0)

. (37)

Hence, the DC energy received by kth sensor in this time can
be calculated as

Q1Ds2
gs−k(xh, 0, H) = η10

P1Ds2
gs−k
10 T 1Ds2

charge2, (38)

Algorithm 2: Optimization of (41)
Input: Sensors’ location array S = [x1, · · · , xk, · · · , xK ], Pt, Gt,

Guav , Ggs, Puav−t, V , a, H , Pε, X = min(S) : Step-size
: max(S) and T 1Ds2

loading which is equal to T 1Ds1
loading .

Output: Optimal location x∗.
1 for i=1: length(X) do
2 xstart,∆XDec ← calculate xstart using min(S), V , a and Pε
3 Initialize E1Ds2

sum , E1Ds2
received1 and E1Ds2

received2
4 Calculate E1Ds2

available(i) using (35)
5 if E1Ds2

available(i) ≥ 0 then
6 if X(i)− xstart ≤ ∆XDec then
7 for j=1: length(S) do
8 Calculate E1Ds2

received1(i) using (25) – (27)

9 else
10 for j=1: length(S) do
11 Calculate E1Ds2

received1(i) using (28) – (34)

12 for k=1: length(S) do
13 Calculate E1Ds2

received2(i) using (36) – (39)

14 E1Ds2
sum (i) = E1Ds2

received1(i) + E1Ds2
received2(i)

15 else
16 break;

17 i∗ = arg maxE1Ds2
sum (i)

Result: x∗ = X(i∗)

and the energy received by all sensors in T 1Ds2
charge2 can be

derived as

E1Ds2
received2 =

K∑
k=1

Q1Ds2
gs−k(xh, 0, H). (39)

Finally, the sum-energy can be expressed as

E1Ds2
sum = E1Ds2

received1 + E1Ds2
received2, (40)

which leads to the optimization problem

(x∗, 0, H) = arg max
xh

E1Ds2
sum (xh, 0, H) , (41a)

s.t.: E1Ds2
available ≥ 0, (41b)

where x∗ in (41a) is the optimal UAV location that maximizes
the sum-energy function E1Ds2

sum , (41b) is the constraint on
the available energy to ensure the UAV can fly back to the
BS. The objective function is determined by the delivery time
allocation, velocity V , acceleration a (a > 0 or a < 0), and
the number and distribution of sensors. It is too complicated
to be solved analytically. We will solve it numerically. Details
on the numerical solution to (41) is summarized in Algorithm
2. Note that, xstart in our work is calculated by using (22) to
satisfy the minimum power Pε. However, xstart can also be
jointly optimized with xh. This will be a future work.

C. Further Discussion

The above results assume the RF-to-DC conversion effi-
ciency is a constant that is linear and independent of the input
power whether the input power is large or small. Nevertheless,
it has been revealed that the RF-to-DC conversion efficiency
actually depends on the input power [31] when the input power
is relatively small, which means the RF-to-DC conversion
efficiency is non-linear. One has the relationship between the
input RF power x and output DC power f(x) of the energy
harvester as [31]

f(x) =
a0x+ b0
x+ c0

− b0
c0
, (42)
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where a0, b0 and c0 are constants derived by standard curve-
fitting. As a result, the non-linear RF-to-DC conversion effi-
ciency at the kth sensor can be expressed as

ηk =
PDC
PRF

, (43)

where PRF is the received RF power at the kth sensor, and
PDC = f(PRF ) is the output DC power changed non-linearly
by PRF .

According to [31], it is found that the ηk keeps unchanged
when the PRF is below a threshold and thus, the conversion
efficiency in (12) in Load stage can be seen as a constant
when Pt at the BS is chosen carefully. For the 1D Scheme
1, the UAV only charges sensors when hovering at the top of
sensors. Hence, using (42) and (43), the RF-to-DC conversion

efficiency in (18) is ηk = f(10
P1Ds2
gs−k
10 )/10

P1Ds2
gs−k
10 .

For the 1D Scheme 2, as the UAV charges sensors before
it arrives at the top of the sensors. Therefore, the RF-to-DC
conversion efficiency changes with the time in both deceleration
and flying operation. In Case a, using (42) and (43), the total
energy received by the kth sensor in (26) can be obtained as

Q1Ds2
gs−k =

∫ T 1Ds2
charge1

0

a0 ∗ 10
P1Ds2
gs−k
10 + b0

10
P1Ds2
gs−k
10 + c0

− b0
c0

 dt

=
(a0c0 − b0)10

Ω
10

4F1q3 sinα
sin α

2 ln
τ2+2qτ cos

α
2 +q2

τ2−2qτ cos
α
2 +q2

+
(a0c0 − b0)10

Ω
10

2F1q3 sinα
cos α2

(
arctan τ2−q2

2qτ sin
α
2

+ π/2

)
,

(44)

where α = arccos(− E1

2
√
D1F1

), τ = T 1Ds2
charge1, q = 4

√
D1

F1
, D1 =

c0(xh − xk)
2

+ c0∆H2 + c010
Ω
10 , E1 = −a (xh − xk) c0

2,
F1 = 1

4a
2c0

2, and the integral in [32, eq. (2.161.1)] is used.
In Case b, since the calculation during the deceleration is the
same as that in Case a, we only calculate the energy received
by the kth sensor during T 1Ds2−1

charge1 at constant speed. Using
(42) and (43), the energy received by the kth sensor in (31)
can be obtained as

Q1Ds2−1
gs−k =

∫ T 1Ds2−1
charge1

0

a0 ∗ 10
P

1Ds2−1
gs−k

10 + b0

10
P

1Ds2−1
gs−k

10 + c0

− b0
c0

 dt

=
2(a0c0 − b0)10

Ω
10√

4D2F2 − E2
2

arctan
E2 + 2F2T

1Ds2−1
charge1√

4D2F2 − E2
2

− 2(a0c0 − b0)10
Ω
10√

4D2F2 − E2
2

arctan
E2√

4D2F2 − E2
2

,

(45)

where D2 = c0
2(xstart − xk)

2
+ c0

2∆H2 + c010
Ω
10 , E2 =

2c0
2V (xstart − xk), F2 = c0

2V 2, and the integral in [32, eq.
(2.172)] is used here. Finally, considering the non-linear RF-
to-DC conversion efficiency, the DC energy received by kth

sensor during hovering in (38) can be calculated as

Q1Ds2
gs−k(xh, 0, H) = f(10

P1Ds2
gs−k
10 )T 1Ds2

charge2. (46)

Base station Sensors2D Scheme 1

Base station Sensors2D Scheme 2

(xstart , ystart , H)

xmaxxmin

xmaxxmin

Fig. 4: Schemes 1 and 2 of 2D case.

IV. OPTIMAL LOCATION OF UAV MAXIMIZING
SUM-ENERGY IN 2D CASE

In this section, we extend the result from 1D to 2D. Two
schemes are depicted in Fig. 4.

A. 2D Scheme 1

The charging process is similar to the 1D case in Scheme 1.
1) Load: The received RF power in dB during the load stage

can be expressed as

P 2Ds1
uav−r = Pt +Gt +Guav − PLbs−uav, (47)

where the symbols are defined the same as before. Thus, the
received DC energy can be calculated as

E2Ds1
uav−r = η10

P2Ds1
uav−r

10 T 2Ds1
loading, (48)

where T 2Ds1
loading is the loading time. Since the UAV also con-

sumes energy during hovering with a power of P (0) in watt,
this can be calculated as

E
T 2Ds1
loading

hover = P (0) · T 2Ds1
loading. (49)

Again, to ensure that the UAV does not fall, η10
P2Ds1
uav−r

10 > P (0)
needs to be satisfied.

2) Fly: Denote the energy required for carrying the obtained
energy to the destination as E2Ds1

fly−to. In the fly stage, one has

E2Ds1
fly−to = E2Ds1

Acc + E2Ds1
V + E2Ds1

Dec

= 2

∫ V
a

0

P (t) dt+ P (V )
xh − V 2

a

V
, xh >

v2

a
.

(50)

Since the UAV also needs energy to fly back after each
charging, we let E2Ds1

fly−back = E2Ds1
fly−to.

3) Charge: In the final stage, the amount of energy available
for transmission is

E2Ds1
available = E2Ds1

uav−r − E
T 2Ds1
loading

hover − 2E2Ds1
fly−to. (51)

Then, the received RF power at the kth sensor can be expressed
as

P 2Ds1
gs−k = Puav−t +Guav +Ggs − PL2D

uav−gsk , (52)

where Guav is the transmitting antenna gain at the UAV in
dBi, Ggs is the receiving antenna gain at the sensors in dBi,
PL2D

uav−gsk is the path loss between the UAV and the kth sensor
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Algorithm 3: Optimization of (56)
Input: Sensors’ location array

S = [(x1, y1), · · · , (xk, yk), · · · , (xK , yK)], Pt, Gt,
Guav , Ggs, Puav−t, V , a, H , X = min(S → x) :
Step-size : max(S → x), Y = min(S → y) : Step-size
: max(S → y) and T 2Ds1

loading .
Output: Optimal location x∗ and y∗.

1 for i=1: length(X) do
2 for j=1: length(Y ) do
3 Initialize E2Ds1

sum index(i, j) =
(X(i)−min(X)) ∗ length(Y ) + Y (j)−min(Y ) + 1

4 Calculate E2Ds1
available(index(i, j)) using (47) – (51)

5 if E2Ds1
available(index(i, j)) ≥ 0 then

6 for k=1: length(S) do
7 Calculate Q2Ds1

gs−k(k) using (52) – (54)
8 E2Ds1

sum (index(i, j)) =
E2Ds1
sum (index(i, j)) +Q2Ds1

gs−k(k)

9 else
10 break;

11 index∗(i, j) = arg maxE2Ds1
sum (index(i, j))

12 i, j ← index∗(i, j)
Result: x∗ = X(i), y∗ = Y (i)

in dB, which is defined in (4). Due to the extra energy for
hovering, the charging time can be calculated as

T 2Ds1
charging =

E2Ds1
available

10
Puav−t

10 + P (0)
. (53)

Consequently, the DC energy received by the kth sensor during
T 2Ds1
charging period can be obtained as

Q2Ds1
gs−k(xh, yh, H) = η10

P2Ds1
gs−k
10 T 2Ds1

charging, (54)

and the sum-energy received by all sensors is

E2Ds1
sum (xh, yh, H) =

K∑
k=1

Q2Ds1
gs−k(xh, yh, H). (55)

Then, the optimization becomes

(x∗h, y
∗
h, H) = arg max

xh,yh
E2Ds1
sum (xh, yh, H), (56a)

s.t.: E1Ds2
available ≥ 0, (56b)

where (x∗h, y
∗
h, H) in (56a) is the optimal location of the UAV

that maximizes the sum-energy received by all sensors, and
(56b) is the constraint on the energy to ensure the UAV can fly
back to the BS.

4) Optimization: The solution to (56) is summarized in
Algorithm 3.

B. 2D Scheme 2

Compared with Scheme 1, the UAV in Scheme 2 can fly
at any directions as long as its destination is within the box
mentioned earlier, as shown in Fig. 5. Let T 2Ds2

charge1 and T 2Ds2
charge2

denote the delivery time of these two phases, and E2Ds2
received1,

E2Ds2
received2 denote the energy received by sensors, respectively.

Since the received RF power by sensors is expressed as

P 2Ds2
gs−k = Puav−r +Guav +Ggs − PL2D

uav−gsk , (57)

Pε can be calculated through P 2Ds2
gs−k > Pε, where k depends

on the flying direction. Denote the final hovering location of
the UAV as (xh, yh, H).

(xstart , ystart)

xmaxxmin

(xstart , ystart)

xmaxxmin
ymin

ymax

ymin

ymax

0 V V 0

V0 V 0

(xh , yh )

(xh , yh )

 x_Acc

 x_Acc  x_Dec

 x_Dec

Base station Sensors(a) sqrt((xh-xstart)^2+(yh-ystart)^2)  x_Dec

Base station Sensors(b) sqrt((xh-xstart)^2+(yh-ystart)^2)> x_Dec

Fig. 5: Sub-cases (a) and (b) of 2D Scheme 2.

1) Case a): In Fig. 5(a), when√
(xh − xstart)2 + (yh − ystart)2 6 ∆XDec, the UAV

is in deceleration when it passes over point (xstart, ystart).
Hence, the velocity of the UAV when it starts to broadcast
wireless power can be expressed as

Vstart =

√
−2a

√
(xh − xstart)2 + (yh − ystart)2, (58)

where a (a < 0) is deceleration. When√
(xh − xstart)2 + (yh − ystart)2 = ∆XDec, we have

Vstart = V . As a result, the delivery time in this case can be
expressed as

T 2Ds2
charge1 =

0− Vstart
a

, a < 0. (59)

The received RF power by the kth sensor in T 2Ds2
charge1 is

P 2Ds2
gs−k = Ω− 20 lg(

√
(x(t)− xk)2 + (y(t)− yk)2 + ∆H2),

(60)
where Ω = Puav−t + Guav + Ggs − 20 lg(f) + 147.55,
x(t) = xh − 1

2axt
2, y(t) = yh − 1

2ayt
2, 0 6 t 6 T 2Ds2

charge1,
ax = a cos arctan( yhxh ) and ay = a sin arctan( yhxh ). Herein, ax
and ay are the projected acceleration to x and y coordinates,
as shown in Fig. 6, a (a > 0) is acceleration when the UAV
accelerates from (xh, yh, H) to (xstart, ystart, H). Note that,
although the UAV can fly in any direction, its trajectory is still
a straight line to save flying time and internal power consump-
tion. Thus its direction can be given by θ = arctan( yhxh ) as
shown in Fig. 6. Then, the total energy received by the kth

sensor during T 2Ds2
charge1 can be calculated as

Q2Ds2
gs−k =

η10
Ω
10

4C3q3 sinα
sin α

2 ln
τ2+2qτ cos

α
2 +q2

τ2−2qτ cos
α
2 +q2

+
η10

Ω
10

2C3q3 sinα
cos α2

(
arctan τ2−q2

2qτ sin
α
2

+ π/2

)
,

(61)

where α = arccos(− B3

2
√
A3C3

), τ = T 2Ds2
charge1, q =

4

√
A3

C3
, A3 = (xh − xk)

2
+ (yh − yk)2 + ∆H2, B3 =

− [ax (xh − xk) + ay(yh − yk)], C3 = 1
4

(
ax

2 + ay
2
)
, and we

have used the integral in [32, eq. (2.161.1)]. Finally, the sum-
energy received by all sensors in T 2Ds2

charge1 can be calculated
as

E2Ds2
received1 =

K∑
k=1

Q2Ds2
gs−k. (62)
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(xstart , ystart)

(xh , yh )
0

Vstart

ay

ax

ᶿ 

Base station
(0 , 0 )

Vx

Vy
V

Fig. 6: Symmetrical process of 2D Scheme 2.

2) Case b): In Fig. 5(b), when√
(xh − xstart)2 + (yh − ystart)2 > ∆XDec, the UAV

starts to transfer wireless power at a the speed of V before
deceleration. Denote the time flying at a constant speed of V
and decelerating as T 2Ds2−1

charge1 and T 2Ds2−2
charge1 , respectively. Then,

one has

T 2Ds2−1
charge1 =

√
(xh − xstart)2 + (yh − ystart)2 −∆XDec

V
,

T 2Ds2−2
charge1 =

0− V
a

, a < 0,

T 2Ds2
charge1 = T 2Ds2−1

charge1 + T 2Ds2−2
charge1 . (63)

If we denote the received RF power by the kth sensor as
P 2Ds2−1
gs−k and P 2Ds2−2

gs−k , respectively, we have

P 2Ds2−1
gs−k = Ω− 20 lg

(
d2Ds2−1uav−gsk

)
,

P 2Ds2−2
gs−k = Ω− 20 lg

(
d2Ds2−2uav−gsk

)
. (64)

Herein,

d2Ds2−1uav−gsk =
√
χ1

2 + γ12 + ∆H2,

d2Ds2−2uav−gsk =
√
χ2

2 + γ22 + ∆H2, (65)

where χ1 = xstart + Vxt1 − xk, γ1 = ystart + Vyt1 − yk,
0 6 t1 6 T 2Ds2−1

charge1 , Vx = V cos θ, Vy = V sin θ, χ2 = xh −
1
2axt2

2 − xk, γ2 = yh − 1
2ayt2

2 − yk, 0 6 t2 6 T 2Ds2−2
charge1 ,

ax = a cos θ, ay = a sin θ, θ = arctan( yhxh ). Thus, the total
energy received by the kth sensor during the T 2Ds2−1

charge1 can be
expressed as

Q2Ds2−1
gs−k =

2η10
Ω
10√

4A4C4 −B4
2

arctan
B4 + 2C4T

2Ds2−1
charge1√

4A4C4 −B4
2

− 2η10
Ω
10√

4A4C4 −B4
2

arctan
B4√

4A4C4 −B4
2
,

(66)

where A4 = (xstart − xk)2 + (ystart − yk)2 + ∆H2, B4 =
2(xstart − xk)Vx + 2(ystart − yk)Vy , C4 = Vx

2 + Vy
2, and

the integral in [32, eq. (2.172)] is used here. For T 2Ds2−2
charge1 , the

total energy received by kth sensor can be expressed as

Q2Ds2−2
gs−k =

η10
Ω
10

4C3q3 sinα
sin α

2 ln
T 2+2qT cos

α
2 +q2

T 2−2qT cos
α
2 +q2

+
η10

Ω
10

2C3q3 sinα
cos α2

(
arctan T 2−q2

2qT sin
α
2

+ π/2

)
,

(67)

where α = arccos(− B3

2
√
A3C3

), T = T 2Ds2−2
charge1 q =

4

√
A3

C3
, A3 = (xh − xk)

2
+ (yh − yk)2 + ∆H2, B3 =

− [ax (xh − xk) + ay(yh − yk)], C3 = 1
4

(
ax

2 + ay
2
)
, and we

have used the integral in [32, eq. (2.161.1)].
The total energy received by the kth sensor during T 2Ds2

charge1

can be calculated as

Q2Ds2
gs−k = Q2Ds2−1

gs−k +Q2Ds2−2
gs−k , (68)

and the sum-energy received by all sensors in this period can
be obtained as

E2Ds2
received1 =

K∑
k=1

Q2Ds2
gs−k. (69)

When the UAV decelerates to the speed of 0, and hovers
above sensors at a location (xh, yh, H), the energy available
for transfer can be calculated as

E2Ds2
available = E2Ds2

uav−r − E
T 2Ds2
loading

hover − 2E2Ds2
fly−to

− 10
Puav−t

10 · T 2Ds2
charge1,

(70)

where E2Ds2
uav−r, E

T 2Ds2
loading

hover , E2Ds2
fly−to are calculated using the

same method as in Scheme 1, P
T 2Ds2
charge1

uav−t is the total energy
delivered by the UAV in the process of from (xstart, ystart, H)
to (xh, yh, H). The received RF power at the kth sensor can
be expressed as

P 2Ds2
gs−k = Ω− 20 lg

(
d2Duav−gsk

)
, (71)

where d2Duav−gsk =
√

(xh − xk)2 + (yh − yk)2 + ∆H2. As a
result, the charge time is

T 2Ds2
charge2 =

E2Ds2
availabel

10
Puav−t

10 + P (0)
, (72)

where P (0) is the power for hovering. Hence, the DC energy
received by the kth sensor in T 2Ds2

charge2 can be expressed as

Q2Ds2
gs−k (xh, yh, H) = η10

P2Ds2
gs−k
10 T 2Ds2

charge2, (73)

and the total energy received by all sensors in T 2Ds2
charge2 can be

derived as

E2Ds2
received2 (xh, yh, H) =

K∑
k=1

Q2Ds2
gs−k (xh, yh, H) . (74)

Finally, the sum-energy can be derived as

E2Ds2
sum (xh, yh, H) = E2Ds2

received1 + E2Ds2
received2, (75)

and the optimization problem is obtained as

(x∗, y∗, H) = arg max
xh,yh

E2Ds2
sum (xh, yh, H) . (76a)

s.t.: E2Ds2
available ≥ 0, (76b)

where (x∗, y∗, H) in the objective function (76a) is the opti-
mal UAV location which maximizes the sum-energy function
E2Ds2
sum , (76b) is the constraint on the energy to ensure the

UAV can fly back to the BS. Details on the solution to (76) is
summarized in Algorithm 4. The calculation using non-linear
RF-to-DC model is similar to the 1D case, and they are not
discussed here to make the paper compact.
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Algorithm 4: Optimization of (76)
Input: Sensors’ location array

S = [(x1, y1), · · · , (xk, yk), · · · , (xK , yK)], Pt, Gt,
Guav , Ggs, Puav−t, V , a, H , Pε,
X = min(S → x) : Step-size : max(S → x),
Y = min(S → y) : Step-size : max(S → y) and
T 2Ds2
loading which is equal to T 2Ds1

loading .
Output: Optimal location x∗ and y∗.

1 for i=1: length(X) do
2 for j=1: length(Y ) do
3 Calculate xstart, ystart,∆XDec ← using min(S), V ,

a and Pε
4 Initialize E2Ds2

sum , E2Ds2
received1 and E2Ds2

received2

5 index(i, j) =
(X(i)−min(X))∗ length(Y )+Y (j)−min(Y )+1

6 Calculate E2Ds2
available(index(i, j)) using (35)

7 if E2Ds2
available(index(i, j)) ≥ 0 then

8 if
√

(X(i)− xstart)2 + (Y (j)− ystart)2 ≤
∆XDec then

9 for k=1: length(S) do
10 Calculate E2Ds2

received1(index(i, j))←
using (57) – (62) // Case a

11 else
12 for k=1: length(S) do
13 Calculate E2Ds2

received1(index(i, j))←
using (63) – (69) // Case b

14 for k=1: length(S) do
15 calculate E2Ds2

received2(index(i, j))← using
(71) – (75)

16 E2Ds2
sum (index(i, j)) = E2Ds2

received1(index(i, j)) +
E2Ds2
received2(index(i, j))

17 else
18 break;

19 index∗(i, j) = arg maxE2Ds2
sum (index(i, j))

20 i, j ← index∗(i, j)
Result: x∗ = X(i), y∗ = Y (i)

V. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical examples are presented to show
the optimal UAV location maximizing the sum-energy received
by all sensors. In the simulation, we set Pt = 35.68 dBW,
Gt = 15 dBi [33], Guav = 2 dBi, Ggs = 5 dBi, Puav−t = 10
dBW, Hbs = 4.5 m, H = 5.5 m, Hsr = 0.5 m, f = 915 MHz,
a = 1 m/s2, K = 10 and the RF-to-DC conversion efficiency
η = 0.6, if not stated otherwise. Our expressions are general
enough for all possible values of parameters but these values
are chosen as examples. The time for the UAV to load energy
from the BS is set to 600 s, and the parameters of the UAV
are summarized in Table I.

Fig. 7 shows the optimal location that maximizes the sum-
energy in 1D Scheme 1, and compares it with the optimal
location derived in [14]. In this figure, V is set to 10 m/s.
In the upper part of the figure, ten sensors with X coordinates
(1005, 1010, 1015, 1020, 1025, 1030, 1035, 1040, 1045, 1050)
are used as a case study. One can see that the curve of the
sum-energy increases first and then decreases when the flight
distance increases, as expected as, when the UAV flies from
the left side of the sensors to the right side, the distance-
dependent path loss decreases first and then increases. The
optimal location derived in [14] marked by five-pointed star

TABLE I: UAV parameters.

Notation Physical meaning Value
m Airframe mass in kg 0.8
W Aircraft weight in Newton, g = 9.8 m/s2 7.84
ρ Air density in kg/m3 1.225
b Number of blades 4
R Rotor radius in meter m 0.2
A Rotor disc area in m2, A = πR2 0.1256
c Blade or aerofoil chord length 0.0196

s Rotor solidity, s ∆
= bc

πR
0.1248

δ Profile drag coefficient 0.012
Ω Blade angular velocity in radians/second 400
k Incremental correction factor to induced power 0.05

Utip Tip speed of the rotor blade, Utip
M
= ΩR 80

v0 Mean rotor induced velocity, v0 =
√

W
2ρA

5.0463

SFP Fuselage equivalent flat plate area in m2 0.0079

d0 Fuselage drag ratio, d0
M
= SFP

sA
0.5009

P0 Blade power, P0 = δ
8
ρsAΩ3R3 14.7517

Pi Induced power, Pi = (1 + k) W
3
2√

2ρA
41.5409
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Fig. 7: Optimal location of UAV in 1D Scheme 1.

is x = 1028, which is at the centre position of the sensors.
However, the optimal location in our study is x = 1020, smaller
than that in [14] or closer to the BS. This is because we have
taken the UAV power consumption and BS charging process
into account, while [14] ignored them. When the UAV flies
from x = 1020 to x = 1028, more propulsion energy is
needed, which will reduce the energy harvested by the sensors.
In the lower part of the figure, another ten sensors with X
coordinates (1042, 1047, 1052, 1057, 1062, 1068, 1073, 1078,
1083, 1088) are used. Similar observations can be made. Note
that the optimal locations of our study and [14] are 1052 and
1065, respectively in this case. The gap between these two
optimal locations is 13 m, which is larger than 8 m in the
upper part. This is due to the fact that, when the sensors are
placed further away from the BS, the UAV needs to consume
more extra energy, which in turn leads to less energy that can
be transferred to the sensors, 61.24 mw·s and 72.34 mw·s in
the figure. As a result, the optimal location has to be closer to
the BS.

Fig. 8 examines the effects of the speed and the UAV
transmit power on the sum-energy received by all sensors at
different hovering locations in 1D Scheme 1. Ten sensors with
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Scheme 1.
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Fig. 8: The effects of different system parameters on 1D case.

Sum-energy of each sensor when UAVx=1052 m

1 2 3 4 5 6 7 8 9 10

Sensors

0

5

10

15

20

25

D
e
liv

e
re

d
 e

n
e
rg

y
 (

m
w

*s
)

Sum-energy of each sensor when UAVx=1065 m

1 2 3 4 5 6 7 8 9 10

Sensors

0

5

10

15

20

25

D
e
liv

e
re

d
 e

n
e
rg

y
 (

m
w

*s
)

Fig. 9: Comparison of total energy received by each sensors in 1D
Scheme 1 when x = 1052 as optimal UAV location in our study and
x = 1065 as optimal UAV location in [14].

X coordinates (1042, 1047, 1052, 1057, 1062, 1068, 1073,
1078, 1083, 1088) are used as a case study. In Fig. 8(a), we fix
Puav−t = 10 dBW to examine the speed. From Fig. 8(a), one
can see that the sum-energy received by all sensors increases
with the speed. This is because the propulsion power of the
UAV decreases when the speed increases [29], and hence this
reduces the UAV power consumption and the gap between the
optimal location in our study and the one in [14]. However, as
seen from Fig. 8(a), the change in energy becomes marginal
when the speed is large. This is because high speed requires
more time to accelerate from and decelerate to the speed
of 0 for hovering and acceleration or deceleration consume
extra energy. Next, we examine the transmit power by fixing
V = 8 m/s in Fig. 8(b). One can see that the sum-energy
received by all sensors increases with the transmit power. This
is because the time for hovering decreases with the increase of
the transmit power and the power consumption for hovering can
be saved or reduced to transfer more energy to sensors. Note
that there is a valley near the five-pointed star position. This is
because the sensors are not placed equidistant. As shown in the
lower or right part of Fig. 7 and Fig. 8, the distance between
the 5th sensor and the 6th sensor is larger than others and thus,
it leads to a relatively low sum-energy with local peak points.
In this case, the UAV can be dispatched to the two peak points
alternately to charge them in turn to improve fairness.

For the optimal sum-energy shown in Fig. 8, Fig. 9 shows the
energy received by the individual sensors. In this figure, V is set
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(b) Comparison of the received energy
by each sensor.

Fig. 10: Simulation results of 1D Scheme 2.

to 10 m/s, and Puav−t is set 10 dBW. Firstly, we compare the
optimal location of [14] with the one derived in our study. As
seen from Fig. 9, there is unfairness among different sensors.
In the upper part of the figure, the sensors located closer to
the BS harvest more energy than those further away from the
BS. In the lower part of the figure, the sensors located in the
middle have much more energy than those at the edge. This
is because the optimal location in [14] is the physical centre
of the sensors. Besides, the total energy received by 1st, 2nd,
3rd and tth sensor, when x∗ = 1052, is much higher than
that in [14] when x∗ = 1065. From the viewpoint of the sum-
energy, the optimal location derived in our study has a higher
WPT efficiency. However, for a fixed spatial distribution, the
unbalanced energy among sensors is a problem. One possible
solution is to use multiple UAVs.

Fig. 10 shows the optimal location that maximizes the
sum-energy in 1D Scheme 2. Ten sensors with X coordinates
(1000, 1008, 1011, 1014, 1018, 1022, 1028, 1031, 1038, 1044)
are used in this simulation. In Fig. 10(a), one can see that
the sum-energy received by all sensors increases with the
speed when the transmit power is fixed. The optimal locations
derived in [14] x∗ = 1018. In our study, when the speed is
set to 9 m/s, 10 m/s and 11 m/s, the optimal location is
x∗ = 1013. Again, this is because when the speed increases,
the propulsion power reduces and the flight time reduces to
save more energy transferred to the sensors. This was ignored
in [14]. However, the change in energy becomes marginal
when the speed is large, as in Fig. 8(a). Next, we examine the
total energy received by individual sensors for V = 9 m/s
and Puav−t = 10 dBW. As seen in Fig. 10(b), the first
four sensors receive more energy when x∗ = 1013 m than
when x∗ = 1018 m. As expected, the maximum sum-energy
received by all sensors in our schemes is much more than
that in previous works, and thus it has much higher energy
efficiency. Comparing with Scheme 1 and Scheme 2 of 1D
case, as seen from Fig. 7 and Fig. 10(a), Scheme 2 has much
higher energy efficiency than Scheme 1. Hence, a longer
charging time is more beneficial than a lower transmission
loss in this case.

Fig. 11 shows the optimal location that maximizes the
sum-energy, and compares the energy received by individ-
ual sensors when the UAV hovering at the optimal location
in Scheme 1 of 2D case. In this simulation, ten sensors
with (1003, 13), (1008, 31), (1016, 11), (1018, 33), (1020, 23),
(1022, 18), (1029, 19), (1055, 29), (1060, 27), (1065, 38) as
2D coordinates are used and we set V = 9 m/s. As seen
from Fig. 11(a), the optimal location tends to be above the
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(a) The sum-energy of hovering at dif-
ferent locations.
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Fig. 11: Simulation results of 2D Scheme 1.

area where sensors are denser. In this scheme, the optimal
location is (x∗ = 1020, y∗ = 23) with a sum-energy of 200.7
mw·s. Compared with the one (x∗ = 1030, y∗ = 24) from the
previous works, it tends to be closer to the BS. In Fig. 11(b),
one can see that the total energy received by individual sensors
decreases as the distance from the UAV increases. In particular,
as the UAV hovers above the 6th sensor, the sum-energy
reaches its maximum, as expected. The 10th sensor receives
the minimum energy as it is the farthest. Next, we investigate
Scheme 2.

Fig. 12 shows the optimal location that maximizes the sum-
energy in Scheme 2 of 2D case. Similar observations can be
made. Again, the denser the sensors are, the higher the sum-
energy they can receive. As shown in Fig. 12(a), it reaches
the maximum 207.8 mw·s when the UAV hovers at (x∗ =
1022, y∗ = 19), and hence (x∗ = 1022, y∗ = 19) is the optimal
location in this scheme. In Fig.12(b), the energy received by
individual sensors is presented when the UAV hovering at the
optimal location. The 6th sensor receives more energy than
others, as expected, as it is the closest to the UAV. Comparing
Scheme 1 and Scheme 2 in 2D case, as can be seen from
Fig.11 and Fig. 12, both the maximum sum-energy and the
energy received by individual sensor in Scheme 2 are larger
than Scheme 1. The optimal locations in Scheme 1 and 2 are
the same when V is not large. Both are close to the BS.

VI. CONCLUSION

In this paper, we have studied the optimal location of UAV-
enabled WPT by taking the UAV power consumption, the
conversion loss and the BS charging process into account. We
have proposed two schemes for UAV-enabled WPT in both 1D
and 2D cases. Algorithms 3 and 4 in the 2D case are similar to
Algorithms 1 and 2 in the 1D case. However, the calculations in
Algorithms 3 and 4 are more complicated, because the velocity
in the 2D case is decomposed to Vx and Vy , and so does the
acceleration a. By maximizing the sum-energy received by all
sensors, the optimal locations for the UAV have been derived.
Numerical results have shown that the optimal locations of the
UAV tend to be close to the BS compared with the optimal
locations in previous works that ignore the BS charging process
or the UAV power consumption. In both 1D and 2D cases,
Scheme 2 shows a better energy efficiency than Scheme 1.
Moreover, the higher the speed and transmit power, the higher
the sum-energy will be.

(a) The sum-energy of hovering at dif-
ferent locations.
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Fig. 12: Simulation results of 2D Scheme 2.
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