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Area law violation for the mutual information in a nonequilibrium steady state
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We study the nonequilibrium steady state of an infinite chain of free fermions, resulting from
an initial state where the two sides of the system are prepared at different temperatures. The
mutual information is calculated between two adjacent segments of the chain and is found to scale
logarithmically in the subsystem size. This provides the first example of the violation of the area law
in a quantum many-body system outside a zero temperature regime. The prefactor of the logarithm
is obtained analytically and, furthermore, the same prefactor is shown to govern the logarithmic
increase of mutual information in time, before the system relaxes locally to the steady state.

I. INTRODUCTION

In recent years, studies on correlations between sub-
systems in many-body states have attracted great atten-
tion. At the heart of these investigations is the realiza-
tion that for naturally occurring states, the correlations
are most often restricted by an area law [1]. Historically
this topic arose from black-hole physics, where the en-
tropy of a black hole, scaling with the area of the event
horizon, was interpreted to emerge from a general holo-
graphic principle [2–4]. Later it turned out that similar
bounds on quantum correlations, measured by the en-
tanglement entropy, also hold for ground states of local
quantum many-body systems [5–7]. This insight helped,
among other things, to understand the power of numeri-
cal methods capturing the structure of ground-state cor-
relations [8, 9] and also led to the development of new
types of trial states [10, 11]. The only relevant excep-
tions from a strict area law are quantum critical systems
at zero temperature, where logarithmic violations may be
found [12, 13]. These are particularly well understood for
one-dimensional quantum systems with the help of con-
formal field theory (CFT) [14], but they also persist in
higher dimensions for free-fermion ground states [15–17].

At finite temperatures the situation is more involved,
since for mixed states no unique measure of quantum
correlations exists. Nevertheless, one can quantify the
amount of total (quantum and classical) correlations be-
tween two disjoint subsystems by the mutual informa-

tion. Remarkably, this particular measure of correla-
tions fulfills an area law for nonzero temperatures in
great generality. Namely, for any Gibbs state of a lat-
tice system defined by a short-range Hamiltonian, the
mutual information between neighboring subsets is pro-
portional to the area of the common boundary [18]. For
free-fermion systems, the factor of proportionality can
even be bounded by the logarithm of the inverse temper-
ature [19]. The mutual information was also investigated
numerically for Gibbs states of more general quantum
[20, 21] and classical lattice systems [22, 23], with a fo-
cus on the temperature dependence and subleading scal-
ing behavior.

The question naturally emerges whether such a strict
area law persists if the system is driven out of equilibrium
by preparing an initial state where two parts of the sys-
tem are thermalized at different temperatures. Particu-
larly interesting is the case of integrable one-dimensional
quantum systems which, due to the large number of con-
served quantities, do not thermalize in the usual sense
and the steady state is given by a generalized Gibbs en-
semble (GGE) instead [24–26]. For models close to an
integrable point, GGE was found to be relevant in the
description of the prethermalized state [27] which was
also demonstrated in recent cold-atom experiments [28].
However, the implications of GGE with respect to the
area law for the mutual information has not yet been
addressed.
Here we demonstrate that the GGE steady state of

a one-dimensional chain of non-interacting fermions can
lead to a logarithmic violation of the area law. Due to
the slow algebraic decay of the coefficients associated
with the conserved quantities in the GGE, the steady
state becomes effectively a thermal state of a long-range
Hamiltonian and thus the arguments of Ref. [18] do not
apply. From a mathematical point of view, the logarith-
mic growth of mutual information with the subsystem
size can be attributed to a jump singularity in the spec-
tral function, i.e., in the symbol of the Toeplitz matrix
describing the fermionic correlators. The prefactor of the
logarithm will be calculated analytically using the Fisher-
Hartwig conjecture, by a generalization of the method in
Ref. [29]. Beside determining the steady state behavior,
we also study how the mutual information is built up in
time. It turns out that the steady-state value is reached
after a logarithmic growth in time, the prefactor of which
is given by the same one found for the steady state.
The mutual information is defined as

I(A : B) = S(ρA) + S(ρB)− S(ρAB) , (1)

where ρα with α = A,B,AB is the reduced density ma-
trix of subsystem α and S(ρα) = −Tr ρα ln ρα is the cor-
responding von Neumann entropy. The full state is de-
fined on an infinite chain with site indices m ∈ Z and ρα
is given by the partial trace over sites Z\α. Throughout
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the paper we will consider the subsystems to be neigh-
boring segments of length L with A = [−L+ 1, 0] and
B = [1, L].

II. THE MODEL

We are interested in the nonequilibrium dynamics of a
free-fermion system, resulting from an initial state given
by the density matrix

ρ0 =
1

Zℓ

e−βℓHℓ ⊗
1

Zr

e−βrHr , (2)

which describes two disconnected reservoirs of fermions
thermalized at inverse temperatures βℓ and βr, with
βℓ > βr. The chemical potentials are set to zero, cor-
responding to half-filling. The respective Hamiltonians
on the left and right hand side are given by

Hℓ = −
1

2

−1
∑

m=−∞

(

c†mcm+1 + c†m+1cm

)

,

Hr = −
1

2

∞
∑

m=1

(

c†mcm+1 + c†m+1cm

)

,

(3)

where c†m is a fermionic creation operator at site m. At
time t = 0 the two semi-infinite chains are connected and
the unitary time evolution ρt = e−iHtρ0e

iHt of the full
system is governed by the Hamiltonian

H = −
1

2

∞
∑

m=−∞

(

c†mcm+1 + c†m+1cm

)

. (4)

In particular, one is interested in the asymptotic be-
havior of the system. The steady state ρ∞ exists if, for
any local observable OS supported on a finite set of sites
S, the expectation values can be given as

lim
t→∞

Tr (ρtOS) = Tr (ρ∞OS) . (5)

In fact, for the system at hand this steady state can be
uniquely constructed [30–32] and reads

ρ∞ =
1

Z
e−βHeff , Heff =

∞
∑

n=0

(

µ+
nQ

+
n + µ−

nQ
−
n

)

, (6)

where β = (βℓ+βr)/2 and the effective Hamiltonian Heff

involves two infinite sets of conserved quantities [33]

Q+
n = −

1

2

∞
∑

m=−∞

(

c†mcm+n + c†m+ncm

)

,

Q−
n = −

i

2

∞
∑

m=−∞

(

c†mcm+n − c†m+ncm

)

.

(7)

In particular, one hasQ+
1 = H and Q−

1 and Q−
2 are, up to

a factor, the operators of the particle and energy current,

respectively. Thus, the steady state in (6) has exactly
the form of a GGE [24] with the Lagrange multipliers
associated to the conserved charges given by [31]

µ+
n = δn,1 , µ−

n =

{

4
π

βℓ−βr

βℓ+βr

n
n2−1 n even,

0 n odd.
(8)

Note, that the µ−
n coefficients decay asymptotically as

1/n and, since Q−
n contains hopping terms over n sites,

the resulting Heff is long range.
The consequences of the long-range GGE form of the

steady state can also be traced on the form of the
fermionic correlation functions

Cmn = Tr (ρ∞c
†
mcn) =

∫ π

−π

dq

2π
eiq(m−n)F (q), (9)

that are given by the elements of a Toeplitz matrix with
a discontinuous symbol [31]

F (q) =

{

1
eβrωq+1

q ∈ (−π, 0)
1

eβℓωq+1
q ∈ (0, π)

(10)

where ωq = − cos q is the singe-particle dispersion of free
fermions. The symbol F (q) has a simple interpretation in
this particle picture. Namely, the particles with positive
momenta q > 0, initially located on the left-hand side
and propagating to the right, are described by a Fermi
distribution with βℓ. Similarly, the particles with q < 0
are emitted from the right-hand side reservoir and are
thus thermalized at βr.

III. STEADY-STATE MUTUAL INFORMATION

The symbol in Eq. (10) has a jump singularity at q = 0
between the values a = F (0−) and b = F (0+) and there is
a second jump from 1−b = F (π) to 1−a = F (−π) at the
ends of the spectrum. Therefore the strict proof of the
area law, worked out in Ref. [19] for free-fermion states
with smooth symbols, cannot be applied to this case. On
the contrary, such a Fisher-Hartwig type singularity was
shown to lead to the logarithmic scaling of the entropy in
the zero temperature case, where the symbol jumps from
0 to 1 [29].
The calculation can be generalized to obtain the

steady-state mutual information I(A : B). The entropies
Sα ≡ S(ρα) of subsystems α = A,B,AB can be written
as Sα =

∑

k s(λα,k), where

s(λ) = −λ lnλ− (1− λ) ln(1− λ) , (11)

and λα,k are the eigenvalues of the reduced correlation
matrix Cα with the elements in Eq. (9) restricted to
m,n ∈ α [12]. This formula makes it possible to evaluate
I(A : B) numerically for large system sizes. The analytic
treatment, however, requires an integral representation
of the entropy [29]

Sα =
1

2πi

∮

Γ

dλ s(λ)
d lnDα(λ)

dλ
, (12)
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FIG. 1. (color online) Contour of the integral yielding the
entropies Sα in the complex λ plane. The large (blue) contour
Γ is used in Eq. (12), while the two small (red) contours Γ1

and Γ2 are associated to the jump-symbols, responsible for
the lnL contributions.

where Dα(λ) = det(λ1 − Cα) is a Toeplitz determi-
nant constructed from the reduced correlation matrix
Cα. The contour of the integration Γ, depicted on Fig.
1, encircles the eigenvalues λα,k of Cα on the real line
and, through the logarithmic derivative of Dα(λ), gives
a pole contribution at each eigenvalue.
In order to obtain asymptotic expressions for Sα, one

has to invoke the Fisher-Hartwig conjecture [34] for the
determinants Dα(λ) of Toeplitz matrices with symbol
φ(q) = λ − F (q). First, the symbol is written in the
factorized form φ(q) = ψ(q)tβ1,0(q)tβ2,π(q) where tβ1,0(q)
and tβ2,π(q) describe the jumps at q = 0 and q = π, re-
spectively, while ψ(q) is a smooth function of q. The
canonical expressions of the jump-singularities involve
the auxiliary functions β1 and β2 of the variable λ (see
Appendix for definitions) with cuts over the intervals
[a, b] and [1− b, 1− a], respectively. The asymptotics of
the L× L Toeplitz determinant is then given by

DL = (F [ψ])L L−(β2

1
+β2

2
)E [ψ, β1, β2] , (13)

where F , which yields the extensive part of the entropy,
is a functional of ψ given by the Szegő limit theorem [35],
while E is a functional of ψ, β1, β2 and independent of L.
The asymptotics of Sα with α = A or B is thus eval-

uated through the expression in Eq. (13), while the en-
tropy for the joint subsystem α = AB involves the de-
terminant D2L. It is then straightforward to see that the
extensive parts cancel out in I(A : B) and the leading
behavior is given by

I(A : B) = σ lnL+ const. (14)

The prefactor σ is entirely determined by the singular
parts of the symbol, described by the functions β1 and β2,
and thus the contour of the integration can be reduced
to the loops Γ1 and Γ2 encircling the cuts, see Fig. 1.
The calculation is rather lengthy and is presented in the
Appendix. The result for the prefactor reads

σ =
1

π2

[

aLi2

(

a− b

a

)

+ (1− a)Li2

(

b− a

1− a

)

+bLi2

(

b− a

b

)

+ (1− b)Li2

(

a− b

1 − b

)]

, (15)
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FIG. 2. (color online) Prefactor σ of the logarithmic term in
the steady-state mutual information I(A : B) as a function
of βℓ and for various βr. The lines represent the analytic
result in Eq. (15), while the dots are the results of fitting the
numerical data.

where Li2 (x) denotes the dilogarithm function.
Note that the result does not depend on the details of

the symbol F (q) except for the values a = (e−βr + 1)−1

and b = (e−βℓ + 1)−1 at the q = 0 discontinuity, and is
manifestly symmetric under the simultaneous exchange
a→ 1− a and b→ 1− b. Comparing with the numerical
results, obtained from logarithmic fits on data sets up to
segment sizes L = 200, one finds an excellent agreement
with a precision up to four digits, as shown in Fig. 2.

IV. DYNAMICS OF MUTUAL INFORMATION

The next question we address is how the steady-state
value of the mutual information is reached in the course
of the time evolution, after the two sides of the system
are connected. This can be considered as a generaliza-
tion of the local quench setup at zero temperature where
the time evolution of entanglement entropy was studied
[36, 37]. Since the initial state in Eq. (2) is factorized,
one clearly has I0(A : B) = 0. To study the growth of
the mutual information, one needs the time dependent
fermionic correlations [36]

Cmn(t) = in−m
∑

k,l∈Z

ik−lJm−k(t)Jn−l(t)Ckl(0) , (16)

where Jm(t) are Bessel functions and the initial corre-

lation matrix is given by Ckl(0) = Tr (ρ0c
†
kcl ). Due to

exponentially vanishing contributions from terms with
|m − k| ≫ t and |n − l| ≫ t, the infinite sums in Eq.
(16) can be truncated and the matrix elements Cmn(t)
can be evaluated numerically. The mutual information
It(A : B) can then be extracted from a formula analo-
gous to Eq. (1) by diagonalizing the reduced correlation
matrices Cα(t) and using Sα(t) =

∑

k s(λα,k(t)).
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FIG. 3. (color online) Time evolution of the mutual informa-
tion It(A : B) for βℓ = 5, βr = 0 and various segment sizes L,
after connecting the chains at t = 0. The inset shows the dif-
ference from the steady state value I(A : B), plotted against
ln(t/L).

The resulting It(A : B) is shown on Fig. 3 for a range
of segment sizes L with βℓ = 5 and βr = 0 fixed. After
an initial logarithmic increase, the mutual information
drops sharply around t = L and converges slowly to-
wards its steady-state value I(A : B). Considering the
distance from this asymptotic value, the curves for differ-
ent L can be scaled together using the variable ln(t/L),
which is shown in the inset of Fig. 3. One can see a
cusp emerging between the growth and relaxation parts
of the scaling function, with the former showing a pure
logarithmic behavior. The prefactor of the logarithm was
fitted for various values of βℓ and βr and, with a good
precision, we recover the steady-state prefactor in Eq.
(15).

The appearance of the same prefactor governing the
time evolution as well as the steady state behavior is rem-
iniscent of the situation for the entanglement entropy in
a local quench at zero temperature. In the latter case,
for t≪ L, one has S ∼ 1/3 ln(t) and thus the equilibrium
scaling appears with t and L interchanged [36, 37]. How-
ever, for intermediate times one has additional terms in
the entropy, obtained from a CFT calculation and scal-
ing as ln(L± t) [37], which are not present for It(A : B).
We have also checked the dynamics of the mutual infor-
mation on a finite chain of length 2L where the same
logarithmic growth of It(A : B) persists up to t ≈ 2L, in
contrast to the zero temperature case, where the entropy
reaches a maximum at t = L [38].

V. CONCLUSIONS AND OUTLOOK

In conclusion, we have shown that the area law for the
mutual information breaks down in a simple nonequi-
librium steady state of free fermions. Remarkably, all

the previous examples of local Hamiltonians producing
such logarithmic violations are essentially restricted to
the zero temperature regime. This includes, on one hand,
the ground [13, 14] and low-lying excited states [39, 40]
of critical systems, as well as highly excited pure states
of free fermions which, however, can be interpreted to be
ground states of effective local Hamiltonians [41]. A sim-
ple example is given by the pure current-carrying steady
state of the XX chain [42]. This formally corresponds to
a GGE of Eq. (6) in the limit β → ∞ with only two
nonzero multipliers µ+

1 and µ−
2 , defining the effective lo-

cal Hamiltonian it is the ground state of.
In contrast, here we have pointed out the logarithmic

scaling of the mutual information in a clearly nonzero
temperature context, providing the first violation of
mixed-state area laws [18, 19, 43]. The necessary con-
dition for the violation is the slow algebraic decay of
the Lagrange multipliers µ−

n in the GGE which, how-
ever, does not seem to be a sufficient one. Indeed, a sim-
ilar long-range behavior has recently been pointed out
for a magnetic field quench in the transverse Ising chain,
where the multipliers µ+

n , associated to analogous con-
served charges, were shown to decay as 1/n [44]. Never-
theless, the symbol of the respective (block-Toeplitz) cor-
relation matrix does not show any jump singularities in
this case, and thus the resulting extensive subsystem en-
tropies do not involve logarithmic corrections. A similar
conclusion was reached by a recent analytic calculation
of the entropy after an interaction quench in a Bose gas
where the subleading term evaluates to a constant [45].
Hence it is an interesting open problem whether a global
quench without time-reversal symmetry breaking could
produce a GGE with a mutual information asymptotics
that violates the area law.
On the other hand, by following our result, various

such violations may be found among the nonequilibrium
steady states. In particular, the initial condition in Eq.
(2) can be considered for the XY model, leading to a
steady state where the spin-correlation matrices have
a block-Toeplitz form with discontinuous symbols [32].
Presumably, this would lead again to logarithmic viola-
tions of I(A : B) and the analytical calculation might
even be generalized to this case. One could also address
the question, whether long-range spin-correlations, that
are also common features of nonequilibrium steady states
via incoherent driving [46, 47], could alone be responsi-
ble for an area-law violation in general quantum chains.
Finally, it would be interesting to see if the calculations
can be carried through in the framework of nonequilib-
rium CFT, where the corresponding steady states have
recently been constructed [48]. Such an approach might
shed light to some universal aspects of the problem.
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TÁMOP 4.2.4.A/1-11-1-2012-0001 “National Excellence



5

Program”. The project was supported by the European
Union and co-financed by the European Social Fund.
Z.Z. acknowledges funding by the Basque Government
(Project No. IT4720-10) and by the European Union
through the ERC Starting Grant GEDENTQOPT and
the CHIST-ERA QUASAR project.

Appendix: Analytical Calculation of I(A : B)

In this Appendix, the complete analytical derivation of
the logarithmic scaling of the mutual information I(A :
B) is presented, providing a closed form for the prefactor
of the logarithm. In the calculation we generalize the
method of Ref. [29].
As discussed in the main text, the von Neumann en-

tropy of L consecutive spins in the translational invari-

ant steady state ρ∞ is given by SL =
∑L

k=1 s(λk), where
s(λ) = −λ lnλ− (1−λ) ln(1−λ). The λk are eigenvalues
of a Toeplitz matrix corresponding to the symbol F (q)
defined in Eq. (10) and sketched on Fig. 4. The mu-
tual information of two adjacent subsystems of length L
is then given by I(A : B) = 2SL−S2L. Using the residue
theorem, we can rewrite the entropy as

SL =

L
∑

k=1

s(λk) =
1

2πi

∮

Γ

dλ s(λ)

L
∑

k=1

1

λ− λk

=
1

2πi

∮

Γ

dλ s(λ)
d lnDL(λ)

dλ
, (A.1)

where the contour Γ is shown in Fig. 1 and DL(λ) is the
determinant of the L×L Toeplitz matrix TL with entries

(TL)kl =

∫ π

−π

dq

2π
eiq(k−l)φ(q) , (A.2)

generated by the symbol φ(q) = λ− F (q).
To calculate DL = det(TL), we use a simplified version

of the Fisher-Hartwig conjecture [34, 49]: Suppose that
φ(q) has the following factorization form

φ(q) = ψ(q)

R
∏

j=1

tβj , qj (q) , (A.3)

where ψ(q) is a continuously differentiable function and
tβj , qj describe jumps at positions q = qj in the form

tβj , qj (q) = exp[−iβj(π−q+qj)], (A.4)

where the 2π periodic quasi-momenta q are taken from
the interval qj < q < 2π+qj . Then the L → ∞ asymp-
totics of the determinant is

DL = (F [ψ])
L





R
∏

j=1

L−β2

j



 E [ψ, {βj}, {qj}], (A.5)

where F [ψ] = exp
(

1
2π

∫ 2π

0
lnψ(q)dq

)

, and the E term

does not depend on L.

0

1

-π -π/2 0 π/2 π

F(q)

q

β =3
β =1

a

b

1-a

1-b
PSfrag replacements

ℓ

r

FIG. 4. Sketch of the symbol F (q) for a given βℓ and βr.

In our case, the symbol is φ(q) = λ − F (q) and there
are two jumps, hence the canonical factorization reduces
to φ(q) = ψ(q)tβ1,0(q)tβ2,π(q), where

β1(λ) =
1

2πi
ln

(

λ− (e−βr + 1)−1

λ− (e−βℓ + 1)−1

)

, (A.6)

β2(λ) =
1

2πi
ln

(

λ− (eβℓ + 1)−1

λ− (eβr + 1)−1

)

. (A.7)

The logarithm of DL reads

lnDL = L lnF [ψ]− (β2
1(λ) + β2

2(λ)) lnL+ ln E . (A.8)

Since we are interested only in the leading behavior of
I(A : B), we drop the last term which gives a O(1) con-
tribution. The derivative of lnDL then reads

d lnDL(λ)

dλ
=

d lnF [ψ]

dλ
L−

a− b

πi

[

β1(λ)

(a− λ)(b − λ)

+
β2(λ)

(1− a− λ)(1 − b− λ)

]

lnL , (A.9)

where a = (e−βr + 1)−1 and b = (e−βℓ + 1)−1.
According to Eq. (A.1), this has to be integrated along

the large contour Γ depicted on Fig. 1 of the main text,
containing the interval [0, 1]. Let us here emphasize that
the extensive (linear in L) part of SL has indeed contri-
butions from the entire contour Γ. However, it is easy to
see that in I(A : B) the term proportional to L drops out
and thus only a part of the contour is of importance. We
will show this using the fact that in the neighborhood of
the real line one has

β1(x+ i0±) =
1

2πi

[

ln
a− x

b− x
∓ i(π − 0+)

]

= β1(x) ∓
(

1
2 − 0+

)

, (A.10)

for x ∈ (a, b) and similarly for β2:

β2(x+ i0±) =
1

2πi

[

ln
(1− b)− x

(1− a)− x
∓ i(π − 0+)

]

= β2(x) ∓
(

1
2 − 0+

)

. (A.11)
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FIG. 5. The final integration contour decomposes into two
intervals and four circular contours around the points a, b,
1− a and 1− b.

with x ∈ (1−b, 1−a). In other words the functions β1
and β2 have cuts along the intervals [a, b] and [1−b, 1−a],
respectively, but they are analytic on the rest of [0, 1].
This means that we can reduce the contour integration
along Γ to the contours Γ1 and Γ2 that encircle these
cuts, see Fig. 1 in the main text. Thus, we obtain that
I(A : B) = σ lnL+ const, with

σ =
a−b

2π2

[∮

Γ1

dλ
s(λ)β1(λ)

(a−λ)(b − λ)
+

∮

Γ2

dλ
s(λ)β2(λ)

(1 − a− λ)(1 − b− λ)

]

. (A.12)

The contours Γ1 and Γ2 can now be contracted and, us-
ing Eqs. (A.10) and (A.11), the integration has to be car-
ried out on the intervals [a+ǫ, b−ǫ] and [1−b+ǫ, 1−a−ǫ]
and along circular contours around the points a, b, 1− a
and 1 − b , see Fig. 5. A further simplification oc-
curs by observing the symmetry of the problem under
the exchange of variables λ → 1 − λ. Indeed, one has
β2(1 − λ) = −β1(λ) where the minus sign cancels out
with the reversal of the direction Γ2 → −Γ1 of the con-
tours upon reflection. Thus the two contributions in Eq.
(A.12) are equal and lead to the following sums of inte-
grals

σ = lim
ǫ→0

a−b

π2

[

∫ b−ǫ

a+ǫ

dλ s(λ)

(a− λ)(b − λ)
+

∮

Ca(ǫ)

dλ s(λ)β1(λ)

(a− λ)(b − λ)
+

∮

Cb(ǫ)

dλ s(λ)β1(λ)

(a− λ)(b − λ)

]

,

(A.13)

where Cv(ǫ) denotes a circular contour of radius ǫ with
v = a, b as center. Let us evaluate such a principal value
integral around b. Substituting λ = b+ ǫeiθ one has

lim
ǫ→0

∮

Cb(ǫ)

dλ

2πi
s(λ)

ln(λ − a)− ln(λ − b)

(λ− a)(λ − b)
=

lim
ǫ→0

∫ π

−π

dθ

2π
s(b)

ln(b − a)− ln(ǫ)− iθ

b− a
=

lim
ǫ→0

s(b)

b− a
ln

(

b− a

ǫ

)

, (A.14)

where in the second line we used dλ = iǫeiθdθ which
cancels out the term (λ − b) in the denominator. Note,
that the result is divergent and one has to consider it as
a limit. The integral for Ca(ǫ) is evaluated analogously
with the substitution λ = a − ǫeiθ and yields a similar
result where s(b) is replaced with s(a).
For the line-integral, we get the following expression

lim
ǫ→0

∫ b−ǫ

a+ǫ

dλ s(λ)

(a−λ)(b−λ)
=

1

a− b

[

aLi2

(

a−b

a

)

+ (1−a)Li2

(

b−a

1−a

)

+ bLi2

(

b−a

b

)

+ (1−b)Li2

(

a−b

1−b

)]

+ lim
ǫ→0

s(a) + s(b)

b− a
ln

(

ǫ

b − a

)

, (A.15)

where Li2 (x) is the dilogarithm function defined as

Li2 (x) = −

∫ x

0

dλ
ln(1− λ)

λ
. (A.16)

Note, that the last term of Eq. (A.15) is again divergent.
However, inserting it into Eq. (A.13) together with the
result (A.14) for the circular contours, the divergences
cancel out and one finally obtains the prefactor σ as given
in Eq. (15) of the main text.
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