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Abstract

Intrinsically disordered proteins (IDPs) fulfill critical biological roles without having the potential to fold on their
own. While lacking inherent structure, the majority of IDPs do reach a folded state via interaction with a protein
partner, presenting a deep entanglement of the folding and binding processes. Protein disorder has been
recognized as a major determinant in several properties of proteins, such as sequence, adopted structure
upon binding and function. However, the way the binding process is reflected in these features in general lacks
a detailed description. Here, we defined three categories of protein complexes depending on the unbound
structural state of the interactors and analyzed them in detail. We found that strikingly, the properties of
interactors in terms of sequence and adopted structure are defined not only by the intrinsic structural state of
the protein itself but also to a comparable extent by the structural state of the binding partner. The three
different types of interactions are also regulated through divergent molecular tactics of post-translational
modifications. This not only widens the range of biologically relevant sequence and structure spaces defined
by ordered proteins but also presents distinct molecular mechanisms compatible with specific biological
processes, separately for each interaction type. The distinct attributes of different binding modes identified in
this study can help to understand how various types of interactions serve as building blocks for the assembly
of tightly regulated and highly intertwined regulatory networks.
© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://
creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction

Proteins deliver the basic machinery for life,
providing functions indispensable for all living
organisms. The foundation of the molecular under-
standing of how proteins function was hallmarked by
the determination of the first protein structures. The
resulting dogma, called structure—function paradigm
[1], delineated the central thesis of structural biology:

protein function is born from structure, and the
prerequisite of a functional protein is prior successful
and complete folding.

In the late 1990s, mounting evidence led to the
realization that ordered proteins, which conform to
the dogma, represent only part of the protein world
[2]. There are several other functional proteins that
lack a stable tertiary structure in their isolated form.
Although they defy the previous dogma, intrinsically
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disordered proteins (IDPs) are critically important
functionally, especially in signaling and regulation
[3,4]. IDPs have advanced our understanding of how
proteins can function by showing that protein regions
incompatible with autonomous folding can still
convey biological processes. With this birth of
“unstructural biology” [5], the protein world was
divided into two major regions: ordered and dis-
ordered proteins. This binary view is deeply
embedded in us at the conceptual level, exemplified
by current disorder prediction methods [6,7] and their
evaluation schemes [8]. As an extension of this
binary representation, it has been long recognized
that protein flexibility is rather a continuous spec-
trum, ranging from (almost) true random coils [9],
through molten globules [10] and proteins that are
marginally stable [11], to stable domains.

A more complete description of IDPs should
consider not only their structural properties in their
free state but also their interactions. While some
IDPs stay disordered during exerting their func-
tion—some even when bound to a protein partner
[12]—the vast majority of known IDP interactions
result in the partial or full ordering of the disordered
partner. In these cases, the folding happens at the
same time as the binding, and the two processes,
governed by the same biophysical forces [13], are
deeply intertwined.

The entanglement of folding and binding for IDPs
results in binding modes clearly distinct from the
interactions of ordered proteins. The interaction
between an IDP and an ordered protein part-
ner—termed coupled folding and binding [14]—
holds the potential for forming weaker, transient
interactions [15] due to the loss of conformational
entropy decreasing the binding strength [16]. The
description and study of this binding mode of IDPs
were approached from several different angles. Most
known coupled folding and binding IDP regions are
short, often exhibiting a single well-defined secondary
structure character in the bound form. Identifying such
short segments in bound structures is the basis of the
definition of molecular recognition features (MoRFs)
[17—19]. The study of the specific structural proper-
ties of such interactions gave rise to their better
understanding [20] and also enabled a more detailed
classification of IDPs [21], together with targeted
sequence-based prediction method development
[22—24]. Several such peptide-domain motifs have
also been studied in structural detail [25,26] leading to
the development of specialized structure-based pre-
dictions [27] and generic docking methods capable of
accounting for the flexibility of one of the interacting
partners [28]. These advances have the potential to
ultimately lead to successful development of novel
ways of pharmaceutical modulation through the
identification of targetable epitopes on domains
[29,30], possible inhibitory peptides [31], and the
development of small molecules [32].

In contrast, complexes formed exclusively by
IDPs—through a process termed mutual synergistic
folding—are far less understood. Most of our knowl-
edge stems from individually studied cases [33] and
analyses of relatively small data sets [34,35]. While
several related classes of protein complexes have
been analyzed (such as intertwined complexes [36]),
these works define their focus based on the proper-
ties of the bound structure instead of the structural
states of the unbound proteins. However, this lack of
targeted analysis of mutual synergistic folding is
primarily due to the lack of data. Recently, two new
databases focusing on various types of IDP interac-
tions in structural detail were established, paving the
way for the systematic analyses of their specific
properties [37,38].

In this work, we examine the basic types of
interactions between proteins, considering both
ordered and IDP interactors. We classify binding
scenarios purely based on the unbound structural
states of the constituent proteins. While several
analyses comparing the binding of ordered and
disordered proteins have been conducted
[17,20,39,40] using the analysis of protein sequences
and structures adopted after binding, we assess how,
andto what extent, the sequence and structure spaces
compatible with biological functions are extended by
IDPs. Also, to what extent does the presence and the
structural state of a binding partner influence various
IDP properties, such as sequence composition,
adopted structure and cellular function? Considering
the biological functions mediated by protein interac-
tions, the main question is if there are certain biological
functions that prefer a specific type of interaction. In
addition, when considering higher-level biological and
cellular processes, do various types of interactions
segregate, or do they cooperate? Finally, we analyze
whether the regulation of an interaction reflects the
structural states of its constituent proteins, and
propose that the disordered state and the transition
to an ordered state themselves present additional
regulatory switches for protein—protein interactions.
We also explore how this mechanism differs for
coupled folding and binding and mutual synergistic
folding, and the possible mechanism of action for
protein regions participating in both processes in the
context of cell regulatory subnetworks.

Results

Interplay between folding and binding is re-
flected in the amino acid composition

Three protein interaction categories were consid-
ered in the analysis based on how constituent
protein chains reach a structured state. These
include proteins going through autonomous folding
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and independent binding (where all proteins involved
are ordered, marked as ord/ord complexes), coupled
folding and binding (where one partner is an IDP
binding to an ordered partner, marked as dis/ord
complexes), and mutual synergistic folding (where
all interacting proteins are disordered, marked as
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Fig. 1 and Table S1 show the calculated sequence
properties for each group. As similar residues often
substitute each other in homologous proteins with little
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Fig. 1. Sequence properties of proteins based on the relationship between their folding and binding. Columns mark the
four basic ways a protein can reach a structured state. Radar charts show the relative amino acid content compared to the
human proteome (gray), where each line represents a 2-fold change (log2 radar plots). Amino acids are grouped according to
their biochemical/structural properties: hydrophobic (A, I, L, M, V), aromatic (F, W, Y), polar (N, Q, S, T), charged (H, K, R, D,
E), rigid (P), flexible (G), and covalently interacting (C). Amino acid groups on the right and left sides of the radars represent
residues commonly considered to be stabilizing and structure breaking, respectively [41]. p-values quantifying the
significance of the difference between value distributions for all four groups are given in Table S1. The lowermost two panels
contain the sequence length distribution and the fraction of residues directly involved in the interaction, respectively.
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or no effect on protein structure and function, we used a
reduced alphabet, grouping aromatic, hydrophobic,
polar and charged residues, to concentrate on
differences arising from other than this substitution
effect. In terms of sequence composition, interacting
ordered proteins on average resemble closely the
reference residue composition of the human proteome,
with a marked decrease in prolines, incompatible with
ordered secondary structures. Intrinsically disordered
regions (IDRs) not involved in protein—protein interac-
tions (PPIs) conform to the generic view of the typical
residue composition of disordered proteins—that is,
depleted in stabilizing residues (hydrophobic, aromatic
and cysteine residues) and enriched in charged and
structure breaking residues, such as prolines and
glycines [41]. In contrast, the average sequence
compositions of various types of interacting IDRs
show distinct differences, strongly reflecting the struc-
tural state of their binding partner. IDRs in dis/ord
complexes are often highly charged, lack hydrophobic
residues, and often contain prolines, possibly to
decrease the loss of entropy upon binding to increase
binding strength. On the other hand, IDRs in dis/dis
complexes are typically more hydrophobic (on par with
ordered proteins) and contain very few prolines/
glycines (even less than the average for ordered
proteins). They are also often highly charged and are
devoid of cysteines and aromatic residues, highlighting
the diminished role of disulfide bridges and Tt-stacking
in their structure formation. When comparing the
distribution of residue types between any two groups,
nearly all differences are statistically significant (see
Data and Methods and Table S1). The only exception is
charge content—the charge distribution of proteins in
ord/ord complexes is significantly different from that of
all IDPs; however, charge seems to be the weakest
distinguishing feature between the two types of
interacting IDP segments, as well as non-interacting
IDPs. Therefore, the well-known notion of the charge-
enrichment of IDPs holds true for all disordered
proteins to a similar extent, and other sequence
features define subtypes. Although there are clear
trends that can discriminate the four groups, variances
within residue groups are high, reflecting the hetero-
geneous nature of proteins in all structural types.
Regarding sequence lengths, ord/ord proteins on
average contain a relatively large number of residues,
as the presence of a folded domain is incompatible
with extremely short sequences. Non-interacting and
dis/ord IDRs tend to be significantly shorter, while dis/
dis proteins are similar to ordered proteins in terms of
sequence length. Taking into consideration the
fraction of residues directly involved in the interac-
tions with the partner reveals a new layer of
characteristic features. Ordered proteins use only a
low fraction of their residues in the interaction, as a
large fraction of their residues is buried in their
hydrophobic cores. In contrast, IDPs tend to donate a
larger relative number of residues to the binding, with

several dis/ord IDRs consisting entirely of interacting
residues, in line with recent similar analyses [42].

The uncovered characteristic differences in terms
of sequence properties imply different binding
modes for the three studied interacting groups. The
differences between the length and the interacting
fraction of the affected protein regions hint at basic
structural differences, motivating a deeper structural
analysis of the bound structures.

The bound conformation reflects the structural
state of the interactors

The structures IDPs and ordered proteins adopt
upon binding to a partner were analyzed (see Data
and Methods), with a focus on secondary structures,
molecular surface areas, atomic contacts and pre-
dicted interaction energies (Fig. 2, Table S2).

Ordered proteins show a relatively balanced com-
position of helical and extended secondary structures,
and residues outside periodical secondary structures
connecting them. Compared to this balanced struc-
tural makeup, structures of bound IDPs show char-
acteristic differences. Dis/ord proteins generally lack
periodic secondary structures and adopt irregular
conformations. In contrast, dis/dis IDRs show a
pronounced preference for helical structures, partially
attributable to coiled-coil structures, while exhibiting a
low B-structure preference, similarly to dis/ord pro-
teins. It is worth noting that the use of DSSP for
secondary structure determination might give a lower
estimate for helices and B structures for NMR
structures, primarily affecting the apparent secondary
structure content of dis/dis and dis/ford complexes
(with these data sets containing 25%—26% NMR
structures) as opposed to ord/ord complexes (with
only 7% of the structures being NMR). However, this
bias cannot be responsible for the huge overrepre-
sentation of irregular structures in dis/ord IDPs and
only strengthens the reliability of the marked over-
representation of helical structures in dis/dis IDPs.

The composition of molecular surfaces is primarily
dictated by the hydrophobic effect arising from
interactions with the surrounding solvent [43]. In
the bound form, all three types of proteins have
nearly identical hydrophobic/polar (H/P) ratio of
solvent-accessible surface areas (SASA)—they all
exist in the same aqueous environment. This is also
reflected in the relatively high p-values obtained from
the assessment of the statistical difference of SASA
value distributions (Table S2). However, their inter-
faces show marked differences with hydrophobicity
playing a more important role for the binding of IDPs.
In contrast, buried surfaces are typically more polar;
hence, hydrophobic and polar surfaces are generally
made inaccessible due to inter- and intramolecular
interactions, especially for dis/dis complexes.

The relative sizes of different molecular surfaces
are also highly distinctive. IDPs on average utilize a



4412

Properties of Protein Complexes
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Ratio of inter/intrachain contacts 0.102 0.352
) Total interaction energy/residue -0.534 -0.352
Interaction
energy Fraction of ?nergy.from interchain 0.059
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Fig. 2. Normalized average structural properties of proteins as a function of their folding and binding process. Columns
mark the different interaction groups. Abbreviations: H, hydrophobic; P, polar; Bb, backbone; Sc, sidechain. Interaction
energies are expressed in dimensionless arbitrary energy units derived from statistical potentials. For values quantifying
the significance of the difference of value distributions for each feature between every pair of interaction groups, see

Table S2.

much higher fraction of their molecular surfaces for
interactions compared to that of ordered proteins,
and this trend is most pronounced for dis/ord IDRs.
Buried surfaces show an inverted trend, with IDPs
burying only a small fraction of their surface when
bound to ordered partners, in contrast to synergis-
tically folding IDPs and ordered proteins. Apart from
the comparison of SASA compositions, the differ-
ences in molecular surface parameters between the
three groups are highly significant (Table S2).

In terms of atomic contacts, interactions between
hydrophobic atoms aid interchain interactions, while
hydrophobic—polar contacts play a major role in
intrachain interactions and this trend is more
pronounced for IDPs. Interchain interactions are
primarily mediated through side chains, and the

statistical differences between the ratio of backbone/
sidechain-mediated interchain interactions are rela-
tively modest (Table S2). Intrachain interactions,
however, are evenly formed by sidechain and
backbone atoms in the case of ordered proteins. In
contrast, backbone atoms play a clearly more
important role for IDPs. The ratio of interchain and
intrachain contacts clearly shows that IDPs utilize
their residues more efficiently for binding the partner
protein. As dis/ord IDRs are usually shorter (see
Fig. 1), a biologically meaningful stability has to be
established by a small number of interacting
residues. Although dis/dis IDRs display a larger
number of intrachain interactions, they are still more
heavily dominated by the interaction with the partner,
compared to ordered proteins.
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The properties and relative extents of calculated
surfaces and contacts all contribute to the overall
stability of the resulting complex. In order to assess
this stability, interaction energies were calculated
based on residue-level statistical potentials (see Data
and Methods). According to the energy calculations,
dis/dis protein complexes are the most tightly bound
systems on average. Ordered complexes display
comparable stabilizing per residue energies; how-
ever, the per residue stabilizing energy of dis/ord
IDRs is significantly weaker, possibly corresponding
to the prevalence of more transient interactions. The
relative energetic weight of the interaction between
subunits in the overall stability is low for ord/ord
complexes, but over 10- and 12-fold higher for dis/dis
and dis/ord complexes, respectively. The statistically
most distinctive features between the three groups
are the ratios of inter- and intrachain interactions, and
interaction energies, as the p-values obtained from
the comparison of the distribution of any of these
values between any two groups are highly significant
(p<2.2 x 107 '® Table S2).

Various interactions mediate different biological
functions with differential localization

It is known that the functional repertoire of IDPs, in
general, is characteristically different from that of
ordered proteins [4]. We extended the study of
protein functions by analyzing the characteristic
processes conveyed by the three types of interac-
tions. Functional annotations were based on Gene
Ontology (GO) terms describing biological pro-
cesses (see Data and Methods).

In order to make GO annotations directly compar-
able, a reduced set of manually chosen terms were
selected that describe the most important biological
processes (see Data and Methods and Table S3). Al
GO annotations collected for the interactions were
mapped to this reduced set termed PPI GO Slim
(see Data and Methods). Terms in PPl GO Slim
range from high-level, generic processes (such as
development), to more specific, cellular processes
through which the high-level functions are realized
(such as regulation of gene expression). The most
commonly occurring PP1 GO Slim terms for all three
classes of interactions are shown in Fig. 3, also
marking the statistical differences between occur-
rence for each term between the three classes, with
exact p-values shown in Table S3. Generic high-
level processes, such as cell communication,
morphogenesis and development, are typically
executed via a large number of carefully coordinated
interactions from all three interaction classes, and
there are usually no strong preferences for any
interaction type. However, certain processes show
specificity toward specific interaction types. For
example, the maintenance of homeostasis or trans-
port processes are primarily executed through

ordered protein interactions. In contrast, DNA
damage response, cell cycle regulation or mem-
brane organization is more heavily dependent on
interactions mediated by IDPs.

The analysis of molecular-level specific sub-
processes shows more pronounced distinctions
between different interaction types. Protein-related
processes, such as the control of catalytic activity,
proteolysis, folding and phosphorylation, are domi-
nated by ordered interactions. In contrast, DNA-
related processes are actuated mostly through IDP-
mediated interactions. In addition, there is a separa-
tion of functions depending on the structural state of
the interaction partner. Functions connected to the
information storage function of DNA (often involving
direct DNA contact), such as transcription and gene
expression, are more characteristic of dis/dis inter-
actions. On the other hand, processes pertaining to
the regulation of DNA as a macromolecule, such as
DNA repair or chromosome organization, are domi-
nated by dis/ord interactions.

GO annotations were also used to assess the
typical subcellular localization of various interaction
types (Fig. 4) via a restricted set of cellular
component GO terms, termed CellLoc GO Slim
(see Data and Methods and Table S3), and the
statistically significant differences are marked with
arrows and detailed in Table S3. Ordered interac-
tions dominate the extracellular space, cellular
interactions and receptors embedded in mem-
branes. In addition, ordered interactions are more
often found in various membrane-bounded orga-
nelles, such as the ER or mitochondria. The cytosol
in general harbors all three types of interactions in
large numbers. In contrast, localizations closer to the
DNA are progressively more dominated by IDPs: the
nucleoplasm is the characteristic location for dis/ord
protein interactions, and localizations directly con-
nected to the DNA, such as the DNA packaging
complex or the chromatin, are most commonly
associated with dis/dis interactions. Other common
characteristic locations of IDP-mediated interactions
are non-membrane-bounded organelles, such as
stress granules or the centrosome, falling in line with
the recently recognized importance of IDPs in the
organization of such cell constituents [44,45].

Protein disorder extends the biologically rele-
vant sequence, structure and function spaces

The previous analyses have shown that interact-
ing IDPs have distinctly different residue composi-
tions compared to interacting ordered proteins, and
this composition reflects the structural state of the
binding partner (Fig. 1). In addition, the presence of
IDPs in protein interactions is reflected in the bound
structure of the resulting complexes, and certain
specific functions these interactions mediate. How-
ever, these analyses only considered the average
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Fig. 3. The frequency of occurrence for PPl GO Slim terms for the three classes of interactions. Left: generic terms,
right: specific terms. Only those terms are shown that occur in at least 5% of complexes for any group, or where there is a
significant difference between any two pairs of groups. Black arrows mark significant over-representation compared to
both other groups, and gray arrows mark significant overrepresentation compared to one of the other groups. p-values are

reported in Table S3.

values of features, without quantifying the sequen-
tial, structural and functional heterogeneity of each
interaction class.

To visualize how proteins and interactions from the
three interaction classes are distributed in the
sequence/structure/function spaces, principal com-
ponent analysis (PCA) was employed. The three

aspects were evaluated separately for all three
interaction classes, using the annotations of proteins
described in the previous chapters (see Data and
Methods). Sequence parameters used are the same
as presented in Fig. 1. Structural parameters
encompass a redundancy-filtered set of features
shown in Fig. 2 (for the filtering criteria, see Data and
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Methods and Table S2), while functional features are
the generic high-level PPI GO Slim terms, shown in
Table S4. Fig. 5A shows the best two-dimensional
representation of these spaces, using the first two
principal components that carry the highest var-
iances of the data, while Table S4 shows the
coordinates and variances explained by all principal
components. While the total variance explained by
the first two components is fairly low, even the
distribution of interactions in this restricted space can
highlight basic differences of interaction classes.
Furthermore, the fact that a large number of features
are needed to represent the full variance of the data
(see Fig. S2) justifies previous sequence and
structure feature selections, as well as including

the fairly high number of GO terms in the PPI GO
Slim.

Considering sequence-space distributions, ord/
ord and dis/dis complexes show a moderate
demarcation, hinting at (at least partially) mutually
exclusive, but not radically different residue compo-
sitions. The first principal component mainly
encodes the presence of charged and hydrophobic
residues, while the second component mainly
represents the charge and polar content
(Table S4). IDPs capable of binding to ordered
proteins show a much wider distribution of compa-
tible compositions in these dimensions, overlapping
with both dis/dis and ord/ord complexes. Notably,
these dis/ord interacting proteins have the shortest
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length, and therefore, their sequence compositions
can be very extreme, often being comprised oft only
a handful of types of residues. However, even these
cases are biologically functional as evidenced by the
interactions they mediate. The shortest such protein
segments often harbor linear sequence motifs that
can mediate transient interactions with several
crucially important domain types, such as SH2,
PDZ or 14—3—3 [19]. The distributions in the
sequence space show that the biologically useful
space of protein sequences is largely extended by
IDPs, especially by IDPs involved in dis/ord interac-
tions binding through linear motifs, as these proteins
can be functional with highly biased compositions
that are incompatible with other protein classes.

Considering structural properties, all three classes
occupy a distinct subregion in the space of possible
structures, even based on the first two principal
components. Both components encode a relatively
evenly weighted mix of secondary structure compo-
sition, molecular surfaces and atomic interactions
(Table S4). Considering both sequence and struc-
ture properties, protein regions differ widely based
on the intrinsic structure and the structural state of
the binding partner. These differences are compar-
able to the differences between ordered regions and
IDRs in general.

Distribution of the three interaction types in the
functional space shows a high degree of overlap.
The first two components—similarly to the structural
ones—cannot be simply interpreted as certain
functional subsets, rather they represent overall
functional profiles, slightly weighted to discriminate
processes characteristic of IDPs (Fig. 3, Table S4).
This reinforces the notion of the previous section
stating that most high-level biological processes
rely on both ordered proteins and IDPs as well,
utilizing an interconnected network of their
interactions.

We also introduced a quantitative measure to
characterize heterogeneity within each interaction
class in terms of sequence, structure and functional
spaces. The introduced heterogeneity values were
defined as the average dissimilarity between two
randomly chosen complexes from the same class.
Dissimilarity between two complexes was defined
based on the hierarchical clustering using various
feature vectors as input (see Data and Methods).
The so-calculated heterogeneity values lie between
0% and 100%, with 0% corresponding to all
complexes being identical (i.e., having identical
features) and 100% corresponding to all pairs of

complexes being as different as possible. Hetero-
geneity values are calculated as the geometric mean
of these dissimilarities, serving as a conservative
measure for the true variance of the studied proteins,
largely insensitive to extreme cases. A graphical
interpretation of these heterogeneity values is the
area covered by each interaction type in Fig. 5A with
respect to the maximally available area, but calcu-
lated from all principal components.

Calculated heterogeneity values (shown in
Fig. 5B) outline a general trend. Regardless of
structural state, proteins in general utilize highly
variable sequence compositions, to realize a com-
paratively much narrower set of structures. This
bottleneck in the structural space is in agreement
with the data presented in Fig. 5A, as the three
interaction groups overlap heavily in the sequence
and function spaces, but their overlap is quite limited
in the structure space; therefore, only restricted
areas are available at the structural level for each
interaction class. This reduction in complexity at the
structure level, however, does not limit functional
roles, as the functional heterogeneity of interacting
proteins is comparable to their sequence hetero-
geneity. Apart from general trends, the three classes
of complexes show characteristic differences as
well. Ord/ord complexes fulfill a wide range of
functions using proteins with more restricted
sequence compositions. Dis/ord IDRs represent
the opposite, using wide variations in composition,
but conveying a more restricted range of functions in
comparison. In contrast to both classes, dis/dis IDRs
show a strikingly similar level of heterogeneity both
at the level of sequence compositions used and at
the level of biological functions they mediate.

Complexes of IDPs are tightly regulated by post-
translational modifications

As shown in our previous functional analyses, all
three studied classes of interactions play roles in
crucial biological processes. In order for these
processes to function correctly, the interactions on
which they are built must be precisely regulated.
These regulatory mechanisms include control of
expression levels, subcellular localization, post-
translational modifications, and competing interac-
tions, among others. Previous studies have shown
that IDPs are under exceptionally tight regulation
[46], yet the interconnection between the structural
state of the partner and the mechanisms of regula-
tion is largely unknown. We analyzed post-

Fig. 5. Variability of sequences, structures and functions for complexes from the three interaction classes. (A)
Distribution of various complexes considering the first two principal components of the sequence, structure and functional
spaces. In each row, the components are the same linear combination of features, and hence, distributions are directly
comparable. Insets show the total variance of the data carried by the plotted components. (B) Sequence, structure and
functional heterogeneity values calculated for all three classes of interactions.
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translational modifications (PTMs), which are the
most prevalent regulatory mechanism for interac-
tions, and for which the largest amount of data is
available in PhosphoSitePlus [47] and Phos-
pho.ELM [48].

Occurrences of four types of PTMs (phosphoryla-
tion, methylation, acetylation and ubiquitination—
see Data and Methods and Table S5)—were studied
for the three classes of interactions (see Fig. 6A). All
four types of PTMs are present on both ordered and
disordered interacting proteins, with a pronounced
accumulation of known PTM sites in IDRs. In
addition, these IDPs not only harbor more PTMs,
but the occurrence of these modifications is far more
coordinated, showing a higher level of mutual
information than in ordered proteins. For dis/ord
IDRs, methylation and acetylation occurrences show
an extremely high cooperation. This is mainly due to
the large number of N-terminal histone tails in this
group, harboring the acetylation and methylation
sites for epigenetic markers [49], bound to ordered
domains. In contrast, for dis/dis interactions, all four
PTMs seem to be highly cooperative in comparison
to other interaction classes.

The structural locations of PTMs offer insights into
the mechanistic effects they have on the binding
event (Fig. 6B). Most of the PTMs located within
ordered proteins are enriched on the solvent-acces-
sible surface of domains, outside of the interface
(except for methylations, where the low amount of
data may result in high noise). These PTMs are not
expected to directly modulate the binding, although
they might have an indirect effect on the interaction
(e.g., through controlling the availability of the protein
via localization or degradation signals). In addition,
methylations and acetylations found in the ordered
interfaces seem to have a moderate estimated
change in the free energy of the complex structure
when modeling the PTM with mimetic residue
substitutions, that is, calculating the estimated
change in stability when introducing a mutation that
mimics the presence of a modified residue. In
contrast, ordered interface phosphorylations seem
to have a large destabilizing role, possibly capable of
switching the interaction on or off.

In contrast, PTMs in dis/ord type IDRs generally
seem to influence the binding event in a more direct
fashion. In these cases, all studied types of PTMs
preferentially cluster in residues involved in the
binding. While the estimated free energy change of
the introduction of these PTMs is rather moderate,
the sheer number of these PTMs offers a large
amount of control over the binding event.

PTM sites in dis/dis complexes seem to utilize a
different molecular technique. In these proteins,
targeting residues that are buried in the complex
structure would be a logical approach, as these
modifications would probably heavily disrupt the

binding. Incidentally, this is the only interaction class
where this would be a feasible approach, as buried
residues in ordered proteins are generally not
accessible, and dis/ord IDRs generally contain no
buried residues. Interestingly, buried PTM sites
seem to hardly occur in dis/dis proteins either.
Instead, these proteins feature a moderate fraction
of interfface PTM sites, roughly halfway between
those in ord/ord and dis/ord proteins, with the
estimated free energy change introduced by these
PTMs being on par with values calculated for ord/ord
interactions.

These results show that PTMs play a major role in
the modulation of IDP-mediated interactions. PTMs
in solvent-accessible residues of IDPs—as opposed
to ordered proteins—can heavily affect the binding
through the tuning of local flexibility and predisposi-
tion for adopting a stable structure [50]. Considering
interface PTMs, the structural state of the partner
has a huge bearing on the basic molecular technique
of this regulatory mechanism. IDPs binding to
ordered partners are in general regulated through a
high number of interface PTMs, while IDPs interact-
ing with other IDPs are targeted by a more restricted
number of PTMs, albeit occurring in a more
coordinated fashion between different types of
PTMs.

Discussion

According to most current descriptions, protein
order and disorder are treated as binary structural
features. In the past 15 years, a more refined view of
protein disorder started to emerge, emphasizing the
existence of different flavors of disorder and a
continuous spectrum of protein flexibility. However,
a detailed understanding of how IDP sequence
characteristics are related to IDP structure and
function remained elusive. Recent analyses have
begun the systematic exploration of the relationship
between IDP sequence properties and various types
of disorder [42]. In this work, we focused on various
types of protein complexes taking advantage of the
emergence of recent IDP interaction databases. We
analyzed the properties ord/ord, dis/ord and dis/dis
complexes (Fig. 1). We found that the three
categories exhibit markedly different characteristics
in terms of sequence, structure and—to a slightly
lower degree—function. As the three interaction
categories represent three different scenarios of
how folding and binding intertwine, the observed
differences mirror the different strategies employed
to balance the various biophysical factors driving
folding and binding. Ordered protein complexes
complete their folding before their interaction, IDPs
bind to their ordered partner by adapting to the steric
constraints presented by the structured domain,
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while IDPs involved in synergistic folding form the
core together and rely significantly on intrachain
interactions for mutual stability.

Our results also highlighted that there is a
pronounced difference in the sequence composition
of proteins involved in various interaction types. One
of the most well-known distinguishing features of
IDPs is their low hydrophobic content and high net
charge, and this single observation opened the way
for the construction of early disorder prediction
methods [51]. However, sequence composition is a
function of IDR length [52] and experimental
determination method [53], or can be highly biased
in certain functional sites, such as histone tails [54]
or polyQ regions [55]. Here we showed that the
hydrophobicity and proline content are also highly
dependent not only on the involvement in protein
interactions but also on the presence and structural
state of the partner. IDPs that bind to ordered
partners utilize the highest fraction of prolines on
average to reduce the entropic penalty of the
binding. In contrast, for IDPs forming complexes
via mutual synergistic folding, prolines are restricted
to terminal segments of secondary structural ele-
ments. These IDPs are also prime exceptions to the
low-hydrophobicity IDP rule: the hydrophobic core of
the complex must be encoded in these sequences,
as hydrophobic collapse happens during the binding
event.

The dependence of IDP features on the binding
partner is also represented in their bound structures.
Although helical binding [56] and B-augmentation
[57] represent possibly the two most well-known
binding modes in coupled folding and binding,
analysis of the complete available set of such
complexes shows that these IDP segments over-
whelmingly prefer irregular conformations in their
bound forms. Altogether, the uncovered structural
differences are even more pronounced than the
sequential characteristics of the respective interac-
tion classes; while certain sequence compositions
are compatible with multiple modes of binding, the
three types of interactions are very clearly separated
in the structural space.

This indicates that IDPs vastly widen the range of
not only protein sequences but also protein struc-
tures that are compatible with a biological function.
This notion also indicates that various modes of
binding might be favored or required for certain
processes and molecular mechanisms. In general,
interactions from the three studied classes often
contribute to the same high-level biological functions
(Fig. 3). However, considering more specific pro-
cesses highlights the increased importance of IDP
interactions in mediating functions related to DNA. In
addition, this trend also becomes apparent when
focusing on subcellular localization (Fig. 4), with
ordered interactions dominating the extracellular
space and the cytosol, while IDP interactions are

enriched in the nucleus. Furthermore, this “disorder
attraction” of the DNA also differentiates between
dis/ord and dis/dis interactions, with the former
pertaining to DNA regulation and the latter to DNA
information content. This discrimination is also
reflected in the increased importance of methylation
in the regulation of synergistically folding complexes
(Fig. 6), with methylation being primarily connected
to the information access control of DNA. The deep
connection between biological function and
sequence/structure properties can be best demon-
strated through select examples.

Fig. 7 shows representative examples of the three
classes, where the sequence compositions are the
closest to the group averages. These examples
highlight not only the interdependence of the
sequential and structural characteristics but also
illustrate how various modes of binding might be
favored or required for certain processes and
molecular mechanisms. The properties of ordered
complexes are demonstrated through nuclease A
(NucA) forming a tightly bound complex with its
inhibitor, NuiA (Fig. 7A). The stable monomeric form
for NucA is a prerequisite of the enzymatic function.
NuiA is able to specifically recognize and to tightly
bind to NucA owing to its native structure that is very
close to the bound conformation, increasing affinity
to the picomolar range [58]. The prime example for
an IDP undergoing coupled folding is the LC3-
interacting region (LIR) of FYCO1 (FYVE and coiled-
coil domain-containing protein 1) interacting with the
ordered ubiquitin-like domain of autophagy-related
protein LC3 A (Fig. 7B). As this interaction directly
links autophagosomes with the microtubule-based
kinesin motor, it has to be fast and reversible. This is
made possible by the ordering of the LIR upon
interaction, facilitating a highly specific interaction
with a weaker binding (with K4 being in the low
micromolar range) [59]. These structural properties
allow the unique molecular binding mechanism
resulting in transient, yet specific binding. The third
interaction scenario is represented by the DNA-
binding domain of trp repressor that forms homo-
dimers composed of two identical IDRs, forming a
structurally malleable complex [60] (Fig. 7C). This
malleability enables trp repressor to adapt and bind
to three different operator sites—a function largely
incompatible with the presence of protein order. The
molecular properties of complexes formed exclu-
sively by IDPs resemble those of both other two
interaction classes. On one hand, the constituent
proteins feature a large fraction of hydrophobic
residues in order to collaboratively form a stabilizing
core. On the other hand, they also have to exhibit
extreme plasticity to mutually adapt to each other
structurally.

Interestingly, these interaction types are not
always segregated. In the case of the transactivation
domain of p53, the corresponding IDR can function
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Fig. 7. Representative examples of the three classes of interaction mechanisms. The analyzed protein is shown in
ribbon representation, while the partner is shown as a surface. Hydrophobic residues are colored red (orange for surfaces),
and aromatic sidechains are shown in stick representation. Prolines are shown in blue sticks. (A) Interaction between the
nuclease NucA and its inhibitor NuiA. (B) The LC3-interacting region of FYCO1 bound to the ubiquitin-like domain of
autophagy-related protein LC3 A. (C) Homodimer of the DNA-binding IDR region of trp repressor. (D) The two
transactivator regions (TAD1 and TAD2) bound to ordered domains from p300 and TFIIH, respectively (top), and

TAD1 + TAD2 bound to an IDR of CBP (bottom).

as two independent domain-recognition IDRs in
tandem (TAD1 and TADZ2), or can work together as
a single binding site that recognizes a disordered
region of the CREB-binding protein (CBP) (Fig. 7D).
This is possible because both TAD1 and TAD2
interact with domains mainly via hydrophobic inter-
actions, yet both binding sites are small enough to
avoid mutual synergistic folding on their own due to
their limited size. However, the two TADs working in
synergy surpass this size boundary, and while they
are still small enough not to fold on their own, they
are large enough to be able to form a stable structure
with a suitable IDP partner.

At the network level, the cooperation between
various binding modes is a general feature of
biological regulation. The dual nature of p53 TAD
is the key to understanding the interaction and
regulatory sub-network of N-terminal p53/CBP,

which lies at the intersection of a range of critical
regulatory and signaling processes (Fig. 8). p53 is
the main tumor suppressor in multicellular organ-
isms capable of initiating apoptosis upon irreparable
DNA damage [61] and is activated via the interaction
of both TADs with CBP in mutual synergistic folding.
This interaction is mutually exclusive with a range of
other interactions between one or both p53 TADs
and ordered proteins. To add further complexity,
CBP is also involved in interactions with other
partners competing for the same binding site. As
various interactions of CBP and p53 mediate
different biological functions, these molecule-level
interactions actually encode a switching mechanism
for several cellular processes, such as apoptosis,
autophagy, DNA repair or proliferation. Therefore,
the switching of p53 from a mutual synergistic
binding mode to coupled folding and binding
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Fig. 8. Regulatory sub-network of the dual nature TAD1/2 segments of p53. Interactions and their regulation in the p53/
CBP regulatory sub-network. Color boxes represent IDP binding sites, and gray ovals represent ordered proteins. Dashed
circles represent PTMs with unknown functional effects identified in high-throughput measurements.

corresponds to switching between various biological
processes. This is coupled with additional regulatory
steps, such as PTMs affecting binding strength
[62,63], and by alternative splicing with six of the
nine existing p53 isoforms completely lacking the
TAD. Furthermore, p53 interactions and hence
function are heavily dependent on localization [64],
providing an additional layer of regulation.

The uncovered differences between various types
of interactions in terms of sequence, structure,
function and regulation present the first step in the
basic understanding of how the interplay between
protein folding and interaction modulates critical
properties of the resulting complexes. While the
discussed examples represent only a limited fraction
of the human interactome, they already outline how
the inherent structural properties of interacting protein
segments determine the sequence and structure
properties pertaining to their binding events. Interact-
ing regions embedded in IDPs are not only heavily
regulated by PTMs and other molecular processes,
but their intrinsic structural properties present an
additional bona fide regulatory mechanism. Our
present knowledge of this regulation is limited by the
fact that while IDP-mediated interactions are expected
to be present in the human interactome on the scale of
hundreds of thousands [65], we only have detailed
structural information of only a fraction of a percent.
However, a recent large-scale experimental work has
indicated the importance of the preferential modula-
tion of IDP solubility and thermal stability in various cell
cycle phases, and has highlighted phosphorylation as
a major contributor [66], giving support to the idea that

intertwined structure-based regulatory mechanisms
play critical roles in the living cell. The further
appreciation of this regulation will hopefully contribute
to the ignition of the targeted research of this as-of-yet
largely unexplored region of the protein interactome.

Data and Methods

Sequence and interaction data sets

Data for the three studied classes of protein—
protein interactions were collected by selecting
appropriate structures from the PDB. Hence, for
every studied protein or protein complex, there is
high-quality structural data. All of the interacting
protein chains were annotated with reliable order or
disorder information in order to assess the interaction
class (ord/ord, dis/ord or dis/dis).

Complexes formed by coupled folding and binding
(dis/ord complexes), and mutual synergistic folding
(dis/dis complexes) were downloaded from the DIBS
[37] and the MFIB [38] databases, containing 772 and
205 protein complexes, respectively. Entry
DI1110004 from DIBS was removed as it refers to a
PDB structure that has been marked as obsolete. All
interacting protein chains were mapped to UniProt
sequences. Only those sequence regions were kept
that had corresponding ATOM coordinates in the PDB
structure and in case of NMR structures, where the
RMSD between locally aligned models do not
exceeds 3 A, assessed with CYRANGE [67]. In total,
the 772 used DIBS entries contain 555 distinct
disordered protein regions (Table S1) considered for
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sequence analysis, and 772 bound IDR structures
considered for structural analysis (Table S2). The 205
used MFIB entries contain a total of 256 distinct
disordered protein regions (Table S1) considered for
sequence analysis, and 283 bound IDR structures
considered for structural analysis (Table S2).

Complexes formed by ordered proteins were taken
from the PDB by selecting structures containing
dimeric protein interactions, as evidenced by the
number of proteins (considering biomatrix transforma-
tions), PISA records and the authors' manual assign-
ments. Only structures solved by NMR or x-ray were
considered, and in the latter case, the resolution had to
be better than 5A. Two protein chains were con-
sidered to be in interaction if they have at least five
atom pairs in contact. Only those structures were kept
that did not contain any non-protein entities and where
both interacting proteins consist of a single domain
without any fragments, as defined by CATH [68].
Complexes were discarded if they contain more than
10 disordered residues, defined as non-terminal
residues that have no corresponding ATOM records,
and residues in NMR structures, where the locally
aligned models show a larger than 3A RMSD,
assessed with CYRANGE. The resulting set of
ordered domain interactions was subjected to the
same sequence-based redundancy filtering, as the
data in DIBS and MFIB. Complexes, where the
constituent protein chains show a high degree of
pairwise similarity (i.e., they belong to the same
UniRef90 cluster, and their respective overlap is
over 70%), were filtered, and only the complex with
the best resolution was kept. Apart from the quality of
the structures and sequence redundancy, no other
filters were applied to achieve the best coverage of
complexes with respect to size, sequence composi-
tion, taxonomy and other properties. The remaining
614 structures contain 629 distinct ordered protein
regions (Table S1) considered for sequence analysis,
and 688 bound structures considered for structural
analysis (Table S2).

For all three interaction data sets, Table S6
contains all relevant IDs and accessions, including
DIBS and MFIB IDs, PDB IDs with chain IDs, and
UniProt accessions together with region boundaries.

Sequences of IDPs devoid of interacting regions
were generated from DisProt [69] records by removing
sequence regions that are present in either DIBS or
MFIB. Remaining sequences shorter than five resi-
dues were removed. The resulting set of 1045
sequence regions is shown in Table S1. The human
proteome containing 71,567 protein sequences was
downloaded from UniProt [70] on August 11, 2017.

Sequence features

After considering various type of classifications,
we found that the following amino acid categories

are the most descriptive for distinguishing protein
groups: hydrophobic (A, |, L, M, V), aromatic (F, W,
Y), polar (N, Q, S, T), charged (H, K, R, D, E), rigid
(P), flexible (G) and covalently interacting (C).
Average content and standard variances for all 20
amino acids measured in various protein groups
supporting this classification is shown in Fig. S1. We
observed that the standard deviations calculated in
the reduced alphabet are considerably lower than
those calculated for the 20 individual residue types.
This indicates that the used grouping probably
removes a large portion of variance that is due to
the trivial fact that residues with similar physico-
chemical properties often substitute each other in
protein sequences without affecting structural and
functional properties. All protein sequence composi-
tions were calculated on the reduced alphabet.
When comparing proteins from the three interaction
classes, compositions were calculated for one
protein alone.

Structure features

Structural features of proteins were calculated
from their bound structures. NMR structures were
assessed with the CYRANGE program [67], and
residues outside the core regions were treated as
disordered. Secondary structure assignment was
performed by DSSP [71] using a three-state classi-
fication distinguishing helical (“H,” “G,” “I”),
extended (“B,” “E”) and irregular (“S,” “T,” unas-
signed) residues. In the case of NMR structures, the
first model was considered.

Molecular surfaces were calculated using Nac-
cess [72]. SASA was defined by the Naccess
absolute surface column. Interface is defined as
the increase in SASA as a result of removing
interaction partners from the structure. Buried sur-
face was calculated by subtracting interface area
and SASA from the sum of standard surfaces of
residues in the protein chain. Thus, interface and
buried surfaces represent the area that is made
inaccessible to the solvent by the partner(s) or by the
analyzed protein itself. All calculated areas were split
into hydrophobic (H) and polar (P) contributions
based on the polarity of the corresponding atom.
Polar/hydrophobic assignations were taken from
Naccess.

Contacts were defined at the atomic level. Two
atoms were considered to be in contact if their
distances are shorter than the sum of the two atoms'
van der Waals radii plus 1 A.

Interaction energies for residues were calculated
using the statistical potentials described in Ref. [73].
These interaction potentials were demonstrated to
adequately describe the energetic features of inter-
acting proteins, including IDPs [20]. These dimen-
sionless energy-like quantities behave like true
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energies in being additive and negative/positive
values corresponding to stabilizing/destabilizing
contributions; however, their absolute values have
no direct physical interpretation and should be
interpreted in comparison to one another only.

When comparing proteins from the three interac-
tion classes, structural parameters were always
calculated for only a single protein. When using
structural parameters as input for PCA and hier-
archical clustering (used for calculating heterogene-
ity values), only a restricted set of poorly correlated
structural features were used to reduce bias. These
features encompass the fraction of all three second-
ary structural elements; the hydrophobic fractions of
SASA, the interface area, and the buried area; the
ratio of the interface and the total surface; the ratio of
the buried surface and the total surface; and the
fraction of backbone-backbone interactions for all
inter- and intrachain interactions. Correlation values
between structural parameters are given in
Table S2.

Functional annotations

Biological functions and subcellular localizations
were taken from the DIBS and MFIB databases in
the forms of GO terms. Annotations for ordered
complexes were generated from the GO annotations
of constituent proteins (taken from UniProt-GOA)
using the approach described in DIBS/MFIB (http://
dibs.enzim.ttk.mta.hu/help.php). We assigned GO
terms to complexes that are assigned to both
interacting partners. In order to expand the number
of annotations, “matches” between GO terms are
defined permissively. Two terms are considered to
be matching if they are the same, or if they are in
children/ancestor relationship and their distance in
the ontology is no more than two steps. This
definition of complex GO terms is fully consistent
with GO definitions for dis/dis and dis/ord com-
plexes, making them directly comparable.

PPI GO Slim and CellLoc GO Slim were created
manually from the “biological process” and “cellular
localization” namespaces of GO, by selecting terms
that are either assigned to studied complexes or are
ancestors of such terms. PPI GO Slim was
assembled to cover a wide range of possible
biological functions from high-level organismal
terms (such as developmental process) to low-level
molecular terms (such as proteolysis). The terms
contained in PPl GO Slim and CellLoc GO Slim are
shown in Table S3.

PCA

PCA was used to map the multidimensional
sequence (7 dimensions) and structure feature
vectors (11 dimensions) of proteins (listed in
Tables S1 and S2) into two dimensions for visualiza-

tion (Fig. 5). PCA was performed using the princomp
module in the R statistical computing environment
(version 3.3.1) [74]. PCA was also used to visualize
the studied complexes in terms of variance in
functions. For this, each complex was assigned a
23-element vector, where each element marks the
number of GO terms that can be mapped to each of
the 23 selected high-level, generic cellular/organis-
mal processes of the GO PPI Slim, which describe
cellular/organismal level biological processes of the
proteins (see Table S4). The number of GO PPI Slim
terms was reduced to avoid having a drastically
higher dimensionality for representing function com-
pared to sequence and structure. In all three cases,
PCA was performed by first merging the data points
in the three data sets, and then calculating the
principal components. Biplots for the 7 and 11
sequence/structure parameters are shown in
Figs. S2 and S3. The calculated components,
expressed as a linear combination of input features,
are shown in Table S4.

Heterogeneity

Heterogeneity values aim to quantify the total
variability of complexes in each class with respect to
a given aspect. For example, the sequence hetero-
geneity of ordered complexes describes the average
variability in the sequence composition of the
constituent proteins, compared to the maximal
possible variability. Large heterogeneity values
indicate that several very different sequence com-
positions are compatible with this interaction type.
Low values would indicate that this type of interac-
tion requires a very specific composition. As the
heterogeneity values are calculated using the same
features for all three classes, they are directly
comparable.

To obtain numerical heterogeneity values, two
separate hierarchical clusterings were employed
using the sequence and structure features (the 7
sequence and 11 structure features used for PCA)
as input for the Ward.2 algorithm in R, using
Euclidean distances. Heterogeneity values are
determined using the linkage distances between
various proteins, based on which we calculated
dissimilarity values. Dissimilarity of two proteins j and
J is defined as d;; = LLT; where L; is the linkage
distance between the two proteins in the obtained
tree, and Lo« is the maximal linkage distance (i.e.,
the linkage distance between the root and the leaves
of the tree). Heterogeneity is defined as the
geometrical mean of dissimilarity values between
all protein pairs in a given class. This definition
ensures that heterogeneity is a conservative mea-
sure in the sense that outliers cannot dominate the
final value. On one hand, even if a protein has a
sequence composition or structure very dissimilar to
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all other proteins from the same group, its dissim-
ilarity is maximized as 1, and the number of times
this value is counted in the mean scales linearly with
the number of proteins (N), while the other dissim-
ilarity values in the group scale with N2, On the other
hand, calculating geometric mean instead of arith-
metic mean suppresses the effect of extreme values.

In the case of functional heterogeneity, the tree
obtained from the hierarchical clustering was
replaced by the GO ontology tree. Distances
between terms that are in a parent/child relationship
were defined as 1. Dissimilarity between two
complexes was defined based on their most similar
GO term pairs. Let t; be the GO biological process
terms of complex A and t; be the GO biological
process terms of complex B. For each t;, we choose
a t; pair, for which their distances in the ontology are
minimal; that is, let t* be the most specific (low level)
term in the ontology that is the common parent of
both t; and ¢t;. The distance between t; and ¢; is the
distance between t; and t*, plus the distance
between t; and t*. Next, we normalize this distance
with the maximal possible distance that could be
between t; and t;, that is, the sum of the distances of
the two terms and the ontology root (“biological_pro-
cess”). The dissimilarity between two complexes in
the functional sense is defined as the average
normalized distance between their term pairs,
selected for minimal distance. From these mea-
sures, heterogeneity values are derived in the same
fashion as for sequence and structure, described
above. This definition, similarly to the definition
based on hierarchical clustering, is resistant to the
effect of outliers, that is, proteins with very dissimilar
functions.

Statistical tests

For comparing sequence compositions and struc-
tural features between various protein groups, two-
sided Kolmogorov—Smirnov test was used, as
implemented in R (ks.test function). This compares
the distributions of the selected parameter in the two
groups, assigning a p-value that describes the
probability of the two sets of values originating from
the same distribution. These p-values are reported in
Tables S1 and S2.

For comparing occurrences of various GO terms
in the three groups, Fisher's exact test was
employed, using the implementation in the
Text::NSP::Measures::2D::Fisher Perl module. For
each GO term occurrence for each group, two sets
of expected values were generated based on the
occurrence of the same term in the other two groups.
Based on these two sets of expected values, two p-
values were obtained from using one-sided Fisher's
exact test, quantifying the overrepresentation of the
given term. These values are reported in Table S3
and are represented in Figs. 3 and 4.

Regulation

PTMs identified in low-throughput experiments
were taken from the 2 October 2017 version of
PhosphoSitePlus [47], Phospho.ELM [48] and Uni-
Prot [70], and were mapped to complex structures
using BLAST between UniProt and PDB sequences.

The effect on protein stability of introducing a PTM
was assessed by switching the original residue with
a mimetic one in the structure. Ser and Thr
phosphorylations were mimicked with Asp; Lys and
Arg methylations were mimicked with Leu and Met,
respectively; and Lys acetylation was mimicked with
Gin. FoldX was used to calculate the AAG values of
the introduced mutation using the standard settings
on an optimized structure. All reported values are
averages of five runs.

Supplementary data to this article can be found
online at https://doi.org/10.1016/j.jmb.2019.07.034.
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