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1 Abstract1

Coexistence and food web theory are two cornerstones of the longstanding effort to un-2

derstand how species coexist. Although competition and predation are known to act si-3

multaneously in communities, theory and empirical study of these processes continue to be4

developed largely independently. Here, we integrate modern coexistence theory and food web5

theory to simultaneously quantify the relative importance of predation and environmental6

fluctuations for species coexistence. We first examine coexistence in a theoretical multi-7

trophic model, adding complexity to the food web using machine learning approaches. We8

then apply our framework to a stochastic-difference equation model of the rocky intertidal9

food web, partitioning empirical coexistence dynamics. We find the main effects of both10

environmental fluctuations and variation in predator abundances contribute substantially to11

species coexistence. Unexpectedly, their interaction tends to destabilize coexistence, leading12

to new insights about the role of bottom-up versus top-down forces in both theory and the13

rocky intertidal ecosystem.14
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2 Introduction15

For many decades, community ecologists have developed two complementary theoretical16

and empirical directions for studying the interactions among species and their dynamic17

consequences: food web theory (Cohen & Stephens, 1978; McCann, 2011; Terborgh, 2015)18

and coexistence theory (Chesson, 2000; Barabás et al., 2018). Despite their long independent19

histories, central to both approaches is a shared interest in explaining the mechanisms that20

maintain biological diversity, coexistence, and the stability of ecological communities (Ives21

et al., 2005; Godoy et al., 2018).22

Food web theory focuses on consumptive interactions (links) between species across dif-23

ferent trophic levels (illustrated as arrows pointing in the direction of energy flow in Fig. 1A).24

In this framework, competition between species results from competitors sharing limiting re-25

sources (e.g., nutrients, energy, space Godoy et al. (2018)). Empirical studies of food webs26

tend to quantify the presence or absence of links between species at different trophic levels or27

the frequency of consumptive events among all species in the food web (Berlow et al., 2004;28

Pascual et al., 2006). From theoretical studies of food webs, we have gained the insight that29

these “top-down” forces can promote coexistence of species at lower trophic levels and that30

diverse ecological communities are stabilized by weak interactions between species (McCann31

et al., 1998) as well as negative feedbacks (May, 1973).32

In comparison, coexistence theory tends to focus on competitive interactions within a33

single trophic level, exploring how multiple species competing for the same limiting re-34

sources, space, or responding to environmental fluctuations, can coexist (illustrated as a35

wide, double-pointed arrow in Fig. 1B). Classic coexistence work shows that diverse and36

stable communities can occur through three primary mechanisms: (1) the partitioning of37

resources, where different species are better able to take advantage of different limiting re-38

sources, such as nitrogen versus phosphorous in grasslands (Tilman, 1982) (2) trait and39

4
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demographic trade-offs between species, such as if one species has a higher dispersal rate40

while another is a superior competitor (Levins & Culver, 1971; Yu & Wilson, 2001), and41

(3) species partitioning environmental heterogeneity and inherent landscape-level variation,42

stabilizing overall community dynamics (Chesson, 2000). Current developments in coexis-43

tence theory tend to highlight how variation in these environmental “bottom-up” processes44

and niche partitioning can promote species coexistence via different mechanisms, the most45

widely studied of which is the storage effect (Chesson, 2000; Snyder & Adler, 2011; Barabás46

et al., 2018). Empirical applications of this coexistence framework—termed modern coex-47

istence theory (MCT)—tend to quantify demographic rates under different environmental48

conditions to examine the relative importance of multiple coexistence mechanisms (Kraft49

et al., 2015; Germain et al., 2018).50

Predation and competition are key forces structuring communities, and at their cores,51

clear connections exist between these two robust theories for community ecology. Both ex-52

amine nearly identical questions such as: (1) Why do we observe diverse communities, rather53

than having one or only a few species dominate? and (2) What mechanisms promote coexis-54

tence of species with one another? Past work integrating food webs and coexistence generally55

fall into three categories: (1) the influence of predators (or “natural enemies”) on the di-56

versity of prey species (Jabot & Bascompte, 2012; Saleem et al., 2012; Griffin et al., 2013),57

(2) how predator presence alters the strength of competition among prey species (Gurevitch58

et al., 2000), and (3) coexistence of prey species, as mediated by predation (Holt, 1984; Holt59

et al., 1994; Chesson & Kuang, 2008; McPeek, 2019; Klauschies & Gaedke, 2019). Despite60

the breadth of previous work, few studies have incorporated known food web structure with61

realistic complexity. The best known example, Brose (2008) implements a consumer-resource62

model for a diverse simulated food web and analyzes the conditions for persistence in con-63

sumers and resources, using an analog of Tilman’s R* theory of limiting resources (Tilman,64

1982). While predation has been explicitly incorporated into modern coexistence theory in65
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select scenarios (Chesson & Kuang, 2008; Kuang & Chesson, 2008, 2009, 2010), the approach66

relies on analytical derivations that are only possible under simplifying assumptions and rel-67

atively small food webs, making it difficult to generally apply the framework across more68

complex theoretical examples, much less empirical systems (Ellner et al., 2019).69

Here, we seek to explicitly combine food web theory and coexistence theory, integrating70

the joint role of predation and environmental variability for coexistence in a conceptual71

and mathematical framework that is generalizable, easy to use, and can be applied across72

different theoretical and empirical systems. Furthermore, the framework allows for a direct73

quantification of the relative importance of each mechanism to overall stable coexistence,74

or alternatively to competitive exclusion of specific species. To do so, we extend a recent75

conceptualization of modern coexistence theory (MCT) (Ellner et al., 2019) to examine how76

fluctuations in the environment (bottom-up processes), fluctuations in predator abundance77

(top-down processes), their interaction, and average fitness differences between competitors78

can stabilize—or alternatively hinder—coexistence.79

3 Methods80

We extended MCT to quantify under what conditions species coexist and the mechanisms81

that promote stable coexistence. Extending MCT, we decomposed coexistence into four82

mechanisms (Box 1) that quantify (1) the role of fluctuation independent mechanisms, Δ0
i ,83

(2) the role of bottom-up fluctuations, ΔE
i , the role of top-down fluctuations, ΔP

i , and their84

interaction, ΔEP
i . This decomposition can be applied across food webs. Here, we first85

decomposed coexistence into its mechanistic components, in a simple but highly studied86

diamond-shaped food web (McCann et al., 1998; Vasseur & Fox, 2007). Doing so allowed us87

to compare the relative importance of fluctuations in the environment versus predators for88

the coexistence of two competing species. We then examined the generality of coexistence89

partitioning across parameter space, extending this framework to incorporate additional90

6
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food web complexity via added competitors and predators. Finally, we applied our approach91

to a classic empirical ecosystem—the rocky intertidal food web—highlighting its utility in92

empirical scenarios and insights gained in both theoretical and empirical cases.93

3.1 Diamond model94

Applying the framework from Box 1, we first examined the relative importance of environ-95

mental fluctuations versus fluctuations in predator abundance using a four-species diamond96

model (Fig. 1A). The diamond model tracks abundance of a top predator, P , two competi-97

tors, C1 and C2, and a resource, R. Competitor 1 is the superior competitor, but is also the98

preferred prey species, which maintains coexistence under a variety of parameterizations.99

This classic model has a long history for analyses of trophic interactions and species coex-100

istence, including in identifying the stabilizing effect of competitor asynchrony in constant101

environments (McCann et al., 1998) and with extensions explicitly incorporating environ-102

mental fluctuations (Vasseur & Fox, 2007). Furthermore, in the model, competitors share103

resources and predators, matching common empirical systems (Williams & Martinez, 2000)104

in a mathematically simplified and tractable manner. In the model, dynamics occur such105

that:106

dP

dt
= −MPP +

JPP [ΩPC1C1 + (1− ΩPC1)C2]

ΩPC1C1 + (1− ΩPC1)C2 + C0

(1)

dC1

dt
= −MC1,tC1 +

ΩC1RJC1C1R

R +R01

− ΩPC1JPPC1

ΩPC1C1 + (1− ΩPC1)C2 + C0

(2)

dC2

dt
= −MC2,tC2 +

ΩC2RJC2C2R

R +R02

− (1− ΩPC1) JPPC2

ΩPC1C1 + (1− ΩPC1)C2 + C0

(3)

dR

dt
= rR(1−R/K)− ΩC1R

JC1C1R

R +R01

− ΩC2R
RC2JC2C2R

R +R02

. (4)

7

This is an author-produced, peer-reviewed version of this article. The final, definitive version of this document can be found online at Ecology Letters,
published by John Wiley & Sons Ltd/CNRS. Copyright restrictions may apply. doi: 10.1111/ele.13482



where parameter definitions and values are given in Table 1. Disparities in consump-107

tion of the resource and predator preference yields asymptotic dynamics where competitor108

populations are highly asynchronous and both species co-occur (Vasseur & Fox, 2007).109

Environmental variation alters competitor mortality rates, MCs,t = MCs,0 ·eζs,t , where ζs,t110

are random normally distributed environmental conditions. For the two competitor species,111

s, a time series of environmental effects ζ is calculated using the Cholesky factorization of112

the variance-covariance matrix:113

⎡
⎢⎣

σ2 ρσ2

ρσ2 σ2

⎤
⎥⎦ . (5)

where σ is the environmental effect size and ρ is the cross-correlation of its effect on114

competitor species. Multiplying Eq. 5 by a 2 X T matrix of random numbers from a normal115

distribution with mean 0 and unit variance, where T is the total number of timesteps to run116

the model (T = 5000), yields ζ1,t and ζ2,t for the two competitor species and each timestep117

t.118

Applying MCT partitioning to the diamond model, we calculated growth rate when rare119

and its mechanistic decomposition for each competitor species. As an intermediate step, we120

examined results with no environmental fluctuations, setting σ = 0.0. We then examined121

the combined effect of fluctuations in the environment and predator abundances, setting122

σ = 0.55 and comparing scenarios with negative (ρ = −0.75), no (ρ = 0), and positive123

(ρ = 0.75) cross-correlation, as environmental correlation in variability can exhibit large124

ramifications for community properties (Ruokolainen et al., 2009; Shoemaker et al., 2019).125

Finally, we determined the relative importance of top-down versus bottom-up controls by126

simultaneously varying the predation preference (the top-down control) and the strength of127

environmental fluctuations (the bottom-up control). Specifically, we varied predator pref-128

erence from ΩPC1 = 0.5 (no preference) to ΩPC1 = 1.0 (full preference) along with varying129
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the strength of environmental fluctuations from σ = 0 to σ = 0.75. This spans the range130

of observed environmental fluctuation effects on mortality in both terrestrial and aquatic131

systems (Vasseur & Fox, 2007; Condit et al., 1995). For each parameter combination, we132

calculated each species’ growth rate when rare, determining coexistence using the mutual133

invasibility criterion. Then, using an example with strong predation preference (ΩPC1 = 0.9),134

we decomposed coexistence into its mechanistic components for low, intermediate, and high135

environmental variability (σ = 0.1, 0.4 and 0.7 respectively, Supplement 2). All simulations136

and analyses were conducted in R (R Core Team, 2019).137

3.2 Expanded diamond model138

While the diamond model represents a natural starting-point for examining coexistence,139

it is a highly simplified food web structure. We therefore expanded the model, first by incor-140

porating a third competitor (C3) (equation details in Supplement 3, Eq. S3.1). In including141

a third competitor, we maintained the initial diamond model parameterization except for142

predator preferences, and applied global optimization by differential evolution to assign val-143

ues to the new parameters MC3 , JC3 , R03 , ΩPC1 , ΩPC2 , and ΩC2R and predator preferences144

(Table 1). To maintain similar dynamics of the predator from the initial diamond model we145

bounded estimates of the predators prey preference such that these values could only differ146

by up to 1/3 of the values from the initial diamond model. To ensure that populations were147

stable, we assigned parameters without stochastic mortality of competitors. We created a148

scoring function based on counting the number of instances any of the populations fell below149

a value of 0.001 over the course of 5000 time steps (excluding the first 1000 ‘burn-in’ time150

points). A value of zero in the scoring function reflects population dynamics where each of151

the species coexist over the course of the time series. We applied differential evolution to152

minimize the scoring function using the R package DEoptim (Ardia et al., 2016), with the153

DE / best / 1 / bin with jitter (option 3), an initial population size of 100 individuals, and154

a 0.05 speed of the crossover adaptation. We ran the algorithm until the scoring function155

9
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reached zero and recorded the parameter set from the first member of the population of156

solutions given from the algorithm. Since differential evolution is a stochastic algorithm,157

we ran the algorithm again to generate a second set of parameters that also result in the158

coexistence of each of the species. Repeating this process twice allowed us to examine if co-159

existence mechanisms differ under an alternative parameter combination with the same food160

web topology (Table 1). We visually confirmed that both of the parameter sets resulted in161

different dynamics in the absence of environmental variation (Fig. S3.1, S3.2) and with en-162

vironmental variation (Fig. S3.3, S3.4). Using these systems, we calculated coexistence and163

its mechanistic decomposition when including environmental variation as described above.164

To further investigate how complex systems are stabilized, we included a second predator165

in the model (Eq. S3.2). We followed the same method as above, using the parameter set of166

replicate 1 from Table 1 to assign the new parameters for the second predator. We bounded167

the second predators preference coefficient such that they must be larger than 0.05 for each168

competitor to ensure energy flow across both predation pathways. We visually confirmed that169

the estimated parameter set for the model containing two predators and three competitors170

resulted in stable dynamics (Fig. S3.5, Fig. S3.6). This methodology allowed us to compare171

coexistence mechanisms with the entire food web (two predators, three competitors, and one172

resource) and a subset of species from the food web.173

3.3 Empirical applications in an intertidal food web174

Finally, we highlight the applicability of MCT partitioning (Box 1) in empirical systems,175

focusing on the rocky intertidal ecosystem (Fig. 1D), although the framework is applicable176

across systems. The rocky intertidal communities of the Northeast Pacific Ocean are well-177

studied model systems for exploring the role of predation and environmental variation in178

species coexistence (Connell, 1961; Dayton, 1971; Menge et al., 1997; Connolly & Roughgar-179

den, 1999; Forde & Doak, 2004). In this system, a larger barnacle Balanus glandula competes180

for space with the smaller barnacle Chthamalus dalli/fissus and with herbivorous limpets181
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(Dayton, 1971). Whelks (predatory snails) and sea stars consume both barnacles, but are not182

space-limited like barnacles and limpets. Of these five focal taxa, four have planktonic larvae183

(sea stars, barnacles, limpets), which leads to a decoupling of local population abundance184

and recruitment (Iwasa & Roughgarden, 1986). Coexistence among sessile, space occupying185

invertebrates in this system is thought to be controlled both by ‘keystone’ predation (Paine,186

1966, 1969) and bottom-up variation in larval supply (Menge et al., 1997). These processes187

operate at different spatial scales, with predation occurring at the local scale, while environ-188

mental variation altering recruitment originates at the regional scale through variation in189

oceanographic patterns such as upwelling intensity. It remains unclear the degree to which190

each mechanism—and thus each spatial scale—contributes to coexistence.191

Model. We modeled the rocky intertidal food web (Fig. 1D) using a set of stochastic192

difference equations, based closely on the model and parameterization of Forde & Doak193

(2004). While here we summarize the model, the full set of equations (Eq. S4.1-S4.10) and194

parameterization (Table S4.1) can be found in Supplement 4. In brief, the model tracks195

recruitment dynamics, competition for space, and predator-prey interactions through time.196

First, the pelagic larval pool for each species (barnacles, limpets, and sea stars) is randomly197

drawn from a lognormal distribution, based on the range of observed values for the system,198

mimicking the spatial and temporal recruitment variation in coastal ecosystems (Menge199

et al., 1997). Next, the realized recruitment from this larval pool to the local ecosystem200

depends on the availability of free space. Following Shinnen & Navarrete (2014) and Forde201

& Doak (2004), since no clear competitive hierarchy exists for the rocky intertidal (Menge,202

2000), we model competition for free space using lottery competition, where the available203

free space in the system is calculated at each time step (month) based on the individual size204

and population abundances of the space-occupiers.205

Both recruits and adults of all species are affected by density-independent mortality, while206

barnacles face additional mortality dependent on predator population size. Predators have207
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the same per-capita effect on both barnacles. In this model, neither prey is preferred over208

the other (Connolly & Roughgarden, 1999; Forde & Doak, 2004), though predator preference209

for Balanus glandula has been observed (Dayton, 1971) and could be modeled in a future210

study. Population growth of limpets, sea stars, and whelks is density-dependent, as their211

predators are not explicitly modeled (Supplement 4).212

We simulated the rocky intertidal model 500 times, each for 100 years, tracking population213

size for each species per month (Forde & Doak, 2004). We examined coexistence across214

six larval supply scenarios, paralleling previous analyses (e.g. Forde & Doak (2004)) and215

encompassing observed different laraval supply rates due to spatiotemporal differences in216

upwelling intensity and other oceanographic factors (Menge et al., 1997; Menge, 2000). First,217

we compared coexistence when all species with pelagic larvae had ‘high’ versus ‘low’ mean218

supply rates, then subsequently each species was run individually with ‘high’ supply, while219

all others were held at ‘low’ supply rates (see Table 1 in Forde & Doak, 2004). Coexistence220

mechanisms were calculated following the procedure described in Box 1 and Supplement 1.221

Invasion population size was set to 1 for all species, and invasion was simulated after 50222

years, to ensure that resident species reached their steady state distribution. Here, variation223

in the environment manifests as variation in larval supply rather than mortality (as in the224

diamond model) and relative nonlinearity in predation, ΔP
i , includes variation in predator225

abundance and recruitment of predators.226

4 Results227

4.1 Diamond model228

When decomposing coexistence into its mechanistic components for the classic diamond229

model (Fig. 2A), we find that both competitors are able to stably coexist, as both exhibit230

positive growth rates when rare, ri − rr (Fig. 2B,C). For the superior competitor (Fig.231

2B), fluctuations in either the environment or the predator abundance matters little for232
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coexistence, as evidenced by the similarity in strength of ri−rr and Δ0
i , as well as the minimal233

effects of ΔE
i , Δ

P
i , and ΔEP

i . This result is consistent across scenarios with and without234

environmental variation (Fig. 2B,C and S2.1) However, for the inferior competitor (Fig.235

2C), fluctuations in predator abundance stabilize coexistence when environmental variation236

is absent (Fig. S2.1), and fluctuations in both predator abundance and the environment237

stabilize coexistence when σ = 0.55. Fluctuation independent mechanisms are positive for238

both species due to tradeoffs between resource use and predator preference. Additionally,239

high predator abundances preferentially increase consumption and decrease the steady state-240

abundance of the superior competitor, C1. This decrease in competition between C1 and C2241

increases the stability of coexistence for the inferior competitor (C2) via relative nonlinearity242

in predation. Similarly, relative nonlinearity in response to the environment increases the243

growth rate when rare for the inferior competitor. However, the interactive effect between244

environmental fluctuations and fluctuations in predator abundance is destabilizing for C2.245

This destabilization of ΔEP
i occurs because random fluctuations in the environment and246

mortality of C1 lead to an increase in the average predator abundance (approximately 20%),247

yielding a negative interaction effect of environment and predator fluctuations on C2. These248

results are robust to changes in the cross-correlation of environmental fluctuations (Figs.249

S2.2 and S2.3).250

To examine the generality of these results, we calculated coexistence when varying pre-251

dation preference and the strength of environmental variation simultaneously. Predation252

preference had a stronger effect on both coexistence and growth rates when rare compared253

to the strength of environmental fluctuations (Fig. 3). With no predation preference, C1254

outcompetes the inferior competitor C2. As predation preference increases, C2 is then able255

to outcompete C1. Only at high preference of the predator for C1 do both species coexist,256

as the high predation preference yields oscillatory dynamics that maintain coexistence.257

However, while growth rates when rare for each species and overall coexistence depend258
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only moderately on the strength of environmental variation, the relative importance of coex-259

istence mechanisms changes substantially with increased environmental variation (Fig. S2.4).260

With low environmental variation, coexistence of C2 with C1 is stabilized by Δ0
i and ΔP

i .261

As the strength of environmental variation increases, Δ0
i becomes less important and even262

destabilizing at high environmental variation. Similarly, ΔEP
i becomes increasingly desta-263

bilizing, while ΔP
i and ΔE

i become more stabilizing. The combination of these mechanisms264

yields coexistence regardless of the amount of environmental variation, σ, but highlights that265

the relative importance of coexistence mechanisms changes with increasing environmental266

variation and that their effects often counteract one another.267

4.2 Expanded diamond model268

To assess how coexistence changes with increasing food web complexity, we first examined269

adding another competitor to the diamond model (Fig. 2D-G). We find that the inclusion of270

a third competitor causes an increase in the stabilization due to predation and environmental271

variation for the superior competitor (Fig. 2E). Inclusion of the third competitor also results272

in a destabilization by variation in predation in the second competitor (Fig. 2F). Further,273

comparing the same model, but with two parameter sets, highlights differing stabilizing274

mechanisms for C1 (Fig. S3.7E,I), where the effect of predator and environmental variation275

can be stabilizing (Fig. S3.7E) or destabilizing (Fig. S3.7I). These findings suggest that the276

stability of a food web is achieved not just through its structure, but as a function of how the277

species interact with one another. Furthermore, as the classic diamond model represents a278

subset of this larger food web (with the same parameterization), comparing Fig. 2B-C, E-G279

and Fig. S3.7 highlights the different expectations for coexistence when only considering280

part of the larger ecological community.281

To compare how mechanisms of stabilization change when a second predator is included282

(Fig. 2H) we decompose the coexistence mechanisms of this expanded system (Fig. 2I-K). The283

second predator increases stabilization of growth rate when rare by relative nonlinearity in284
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predation for C2 and causes the effect of ΔEP
i to switch from stabilizing to destabilizing (Fig.285

2F,J). We also find that the second predator increases the the amount of stabilization of C3286

due to predation (Fig. 2G,K) Again, we find different expectations for coexistence strength287

and its mechanistic comparison when comparing the full model to ones that only consider288

a subset of species interactions. In aggregate, our results from decomposing increasingly289

complex food webs demonstrate that the nature of interactions as well the food web topology290

impact the mechanism by which species coexist.291

4.3 Empirical applications in an intertidal food web292

Finally, we examined coexistence in a temperate rocky intertidal ecosystem, a classically293

studied system in which both predation and environmental variation have been shown to294

influence species coexistence. Here, variation in the environment (e.g. regional processes,295

such as upwelling intensity) drives variation in larval supply rates of the three taxa that296

compete for space. With low environmental variation, the top competitor is the smaller297

barnacle, Chthamalus dalli, though both barnacle species coexist (Fig. 4 top row). When en-298

vironmental variation is high, across all planktonic taxa (barnacles, limpets, sea stars), this299

variation in larval supply benefits both barnacle taxa, as evidenced by the increase in both300

species’ growth rates when rare (Fig. 4 bottom row). Relative nonlinearity in response to the301

environment is the strongest mechanism promoting coexistence while relative nonlinearity in302

predation also promotes coexistence of barnacle prey, though to a lesser extent than variation303

in the environment. Higher positive invasion growth rates under predation suggests a poten-304

tial ‘hydra effect’ of sea stars and whelks on their barnacle prey (Abrams, 2009). However,305

coexistence is strongly destabilized by covariation in predator abundance and environmental306

conditions, especially with high environmental variability, paralleling Fig. 2B,C.307

When larval supply is low, covariation in the environment (larval supply) and predation308

(ΔEP
i ) greatly benefits limpets, who have no predators in this model. In other words, limpets309

benefit from the co-occurrence of high predator abundance and high larval supply, as high310
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predator abundance reduces the abundance of species that compete with limpets, though311

not enough to allow limpets to ultimately coexist (Fig. 4C,F). In fact, across all scenarios,312

limpets do not have a positive growth rate when rare (Fig. S4.1). This suggests the impor-313

tance of regional dynamics for limpet co-occurrence and the potential importance of local314

dynamics not considered here, such as crabs and birds as additional predators. Variation in315

the environment (ΔE
i ), in particular, destabilizes limpet coexistence under low larval sup-316

plies enough to counteract the stabilizing effect of ΔEP
i . Under high larval supplies, a weak317

destabilizing effect of ΔEP
i yields a negative growth rate when rare.318

5 Discussion319

While coexistence theory and food web theory examine similar core questions, they do320

so from traditionally disparate perspectives. Connections between the theories are becom-321

ing more common (e.g. Kuang & Chesson (2008); Sommers & Chesson (2019)), including322

recent developments that incorporate niche and fitness differences (Godoy et al., 2018). A323

unified framework that incorporates competition between species for shared resources or324

space together with effects of predation is necessary for gaining a synthetic understanding325

of how biodiversity is maintained. Our extension of Ellner et al. (2019), builds directly326

on the framework of modern coexistence theory (Chesson, 2000), including environmental327

fluctuations through time and space that can maintain coexistence among competitors via328

niche partitioning (Hallett et al., 2019; Letten et al., 2018). Critically, our extension of329

MCT for an environment-predation decomposition incorporates predation and fluctuations330

in predator abundances, allowing both bottom-up and top-down mechanisms to be incor-331

porated simultaneously. The relative importance of both—as well as their interactions, as332

defined by the term ΔEP
i —can be examined simultaneously, yielding an extension from the333

classic framework that allows for the examination of multiple fluctuations across trophic lev-334

els. In this study we focus on comparing bottom-up fluctuations in environmental conditions335
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that alter prey mortality rates or larval supply rates and top-down fluctuations in predator336

abundances and predator larval supply rates.337

Applying this approach, it becomes apparent that fluctuations in the environment or338

predator abundance are not always necessary for stabilizing species’ growth rates when rare339

(e.g. Fig. 2B versus C), but rather individual species may preferentially require fluctuations.340

These results match insights from modern coexistence theory, even when focusing on a sin-341

gle trophic level in isolation (Hallett et al., 2019; Shoemaker & Melbourne, 2016). Indeed,342

the superior competitor in the diamond model is only mildly affected by fluctuations in the343

environment and predator populations, while both environment and predator fluctuations344

increase the stability of the inferior competitor’s (C2) growth rate when rare. Extending our345

approach to more complex food web dynamics highlights the importance of considering both346

food web topology and the strength of species interactions when quantifying coexistence and347

corresponding diversity expectations. For example, adding a new competitor to the classic,348

base diamond model yielded a destabilizing effect of relative nonlinearity in response to the349

environment in C1 (Fig. 2) and a stabilizing effect in C2. In general, the interactive effect350

of environmental fluctuations and predator abundances, ΔEP
i , appears to often be destabi-351

lizing (e.g. Fig. 2, S2.2, S2.3, and S2.4). While additional studies across systems and food352

web topology are necessary to determine the generality of this result, we hypothesize this353

trend may be general across food webs where competitors respond similarly to environmental354

fluctuations (e.g. Kuang & Chesson (2010)). Environmental conditions that promote com-355

petitor growth will correspondingly yield increased predator abundances. Thus, the positive356

effects of environmental variation may be dampened by increased predation.357

More generally, extending modern coexistence theory to examine multi-trophic systems358

yields key insights into the relative importance of top-down versus bottom-up forces in al-359

tering community composition and maintaining biodiversity (Gripenberg & Roslin, 2007;360

Matson & Hunter, 1992). In many systems, both factors work simultaneously to stabilize361
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community dynamics. Our approach permits the partitioning of fluctuations in bottom-up362

(ΔE
i ) and top-down (ΔP

i ) dynamics to examine their relative importance, as well as consid-363

ering their interaction (ΔEP
i ). For example, for intertidal barnacle species Balanus glandula364

and Chthamalus dalli, both top-down and bottom-up factors stabilize coexistence, although365

bottom-up factors appear to be slightly more important, at least according to our dynamical366

model formalization (Forde & Doak, 2004). Empirically, in intertidal systems, the strength367

of bottom-up factors strongly covary with the strength of top-down processes (Menge et al.,368

1997). This covariation is destabilizing, as environmental conditions that promote barna-369

cle growth also increase predator abundances. More generally, a similar approach could be370

applied across ecosystems to partition the relative importance of top-down and bottom-up ef-371

fects operating simultaneously. For example, in grasslands, nutrient additions often decrease372

plant biodiversity while herbivores provide a counteracting effect, primarily by reducing373

light limitation (Borer et al., 2014). Furthermore, in the aquatic detritus-based ecosystems374

of carnivorous pitcher plants, nutrient additions tend to increase bacterial abundance but375

not biodiversity, while top predators increase bacterial biodiversity, likely through regula-376

tion of intermediate trophic levels (Kneitel & Miller, 2002). We encourage future work that377

partitions coexistence in these different ecosystems, extending empirical applications beyond378

the rocky intertidal.379

Our approach is general across both theoretical and empirical contexts; however, it re-380

quires a tight-coupling of demographic studies with interaction networks to yield dynamical381

models of both competitor and predator abundances. Measurements of demographic rates382

and food web interactions are usually made separately—often entire studies in their own383

rights (e.g. Dibner et al. (2019); Gripenberg et al. (2019)), and thus all the necessary infor-384

mation is difficult to obtain for many systems. As such, we encourage future work to examine385

both demographic rates along with trophic links and their corresponding strengths. Doing so386

will allow for quantifying coexistence and stability, along with the baseline structure of food387
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webs (Pascual et al., 2006). In complex ecosystems, the number of equations and parameters388

quickly grow with the number of species, so simplifying into functional groups or exploring389

key species of interest may be necessary for computational tractability.390

While here we focus on how the underlying structure of food webs and species’ demogra-391

phy may promote coexistence, a similar approach could additionally incorporate behavioral392

dynamics. For example, recent work by Sommers and Chesson (2019) show that predator393

avoidance behavior by prey species can alter coexistence via changes in the importance of394

apparent competition relative to resource competition. If prey species partition resources,395

these behavioral changes tend to promote coexistence; when prey species instead partition396

predators, behavioral modifications undermine coexistence (Sommers & Chesson, 2019). In397

multiple empirical systems, behavioral changes in prey species via fear-driven avoidance are398

similarly well documented, such as with brown anoles, green anoles, and curly-tailed lizards399

on tropical islands (Pringle et al., 2019). Additionally, predators have recently been shown400

to alter their behavior due to fear-driven avoidance of humans, which positively impacts prey401

species by increasing their foraging ability (Suraci et al., 2019). Other behaviors, such as402

omnivory, fundamentally change the topology and directional flow of food webs. Omnivory403

can both destabilize or stabilize a food web (Kratina et al., 2012), and presents a fascinating404

future direction. Partitioning the mechanistic effects of omnivory—including with multiple405

predator trophic levels—would yield insight into the potential stabilizing effects of complex406

food web topologies and energy flow on coexistence of prey species.407

A further extension of this work could be examining coexistence under global change,408

with directional changes in environmental fluctuation (Usinowicz & Levine, 2018). For in-409

stance, as temperature increases so do metabolic and encounter rates, which likely have410

important ramifications for coexistence, and in particular the contribution of relative non-411

linearity in predation, ΔP
i (Moya-Laraño et al., 2014). Additionally, this framework could be412

extended to examine eco-evolutionary dynamics. Classic single-trophic level applications of413
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modern coexistence theory show the ability for stabilizing coexistence mechanisms to evolve,414

especially if one species has a greater evolutionary ability (Snyder & Adler, 2011). In con-415

trast, multiple species can co-evolve in a manner that erodes the importance of stabilizing416

coexistence mechanisms (Snyder & Adler, 2011). Extensions examining phenotypic varia-417

tion (Gibert & DeLong, 2017) or eco-evolutionary dynamics in food webs may be critical,418

as both can drastically alter food web dynamics, links, and species’ abundances, even under419

relatively small variation or selective pressures (Gibert & Yeakel, 2019). Applications to420

eco-evolutionary food webs could provide insight into the evolutionary and environmental421

factors impacting species coexistence and community stability.422
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Parameter Description Value

2 Competitors, 1 Predator Diamond Model

r resource density independent growth rate 1.0

K resource carrying capacity 1.0

JC1 competitor 1 resource intake rate 0.8036

JC2 competitor 2 resource intake rate 0.7

JP predator intake rate 0.4

MC1,0 competitor 1 beginning mortality rate 0.4

MC2,0 competitor 2 beginning mortality rate 0.2

MP predator mortality rate 0.08

R01 half saturation constant; resource use by competitor 1 0.16129

R02 half saturation constant; resource use by competitor 2 0.9

C0 predator half saturation constant 0.5

ΩPC1 predator preference for competitor 1 0.92

ΩC1R
competitor 1 preference for the resource 1.0

ΩC2R
competitor 2 preference for the resource 0.98

3 Competitors, 1 Predator Extended Model

JC3 competitor 3 resource intake rate 0.862126, 0.335544

MC3,0 competitor 3 beginning mortality rate 0.262571, 0.149855

R03 half saturation constant; resource use by competitor 3 0.227814, 0.204875

ΩPC1 predator preference coefficient for competitor 1 0.881397, 0.869924

ΩPC2 predator preference coefficient for competitor 2 0.065556, 0.079664

ΩC3R
competitor 3 preference for the resource 0.533164, 0.739087

3 Competitors, 2 Predators Extended Model

MP2 predator 2 mortality rate 0.0700288

JP2 predator 2 intake rate 0.407796

ΩP2C1 predator 2 preference coefficient for C1 0.398767

ΩP2C2 predator 2 preference coefficient for C2 0.129095

C0P2
predator 2 half saturation constant 0.885837

Table 1: Parameters in the diamond model and its extensions to incorporate additional food
web complexity. Parameterization of the classic diamond model matches that from Vasseur &
Fox (2007). The mechanistic decomposition of the 2 competitors, 1 predator system is shown
in Fig. 2B,C. The bold values from the 3 competitors, 1 predator extended model are those
of replicate 1, shown in Fig. 2E-G. The values of replicate 2 are given beside the estimates
from replicate 1 and are shown in Fig. S3.7I-K. The bold parameters are subsequently used
for the 2 predator extension (Fig. 2I-K).
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Figure 1: Conceptual diamond model (A-C) and the rocky intertidal food web (D). (A) Food
webs generally have links connecting trophic levels where directed links (arrows), point in
the direction of energy and matter flow, that is, from resources to competitors (C1 and C2
share a resource, R, and are consumed by preadator, P). (B) Coexistence theory generally
addresses only competition at one trophic level—here illustrated with a wide, double-pointed
arrow—integrating consumption of a shared resource into an interaction coefficient. (C) In
the framework proposed here, we combine food webs and coexistence theory, using the
mutual invasion criterion and an approach that allows for coexistence to be partitioned
into species’ average growth rates Δ0

i , predation variability ΔP
i , environmental fluctuations

ΔE
i , and the interaction between predation and environmental fluctuations ΔEP

i (Box 1).
Here, we use arrows to represent the effects of variation in predation and environmental
fluctuations (and their interaction) on focal species. (D) In the rocky intertidal community
of the Northeast Pacific Ocean, barnacles and limpets compete for space, and environmental
fluctuations (pink) lead to variation in their larval supply. Sea stars and whelks influence
barnacle dynamics through predation (blue). Limpets, however, are not consumed.
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Figure 2: Decomposition of three food webs, showing overall growth rate r̄i − r̄r, the growth
rate with no environmental or predator fluctuations (Δ0

i ), the effect of fluctuations in preda-
tor abundance (ΔP

i ), the effect of fluctuations in environmental conditions (ΔE
i ), and their

combined effects (ΔEP
i ). (A) Classic food web diamond model. (B-C) Mechanistic partition-

ing for each of the competitors in diamond food web containing two competitors. (D) An
expansion of the diamond model that includes a third competitor. (E-G) Mechanistic par-
titioning for each of the competitors in (D). (H) A further expansion of the diamond model
that includes a third competitor and a second predator. (I-K) Mechanistic partitioning for
each of the competitors in (H). Results show mean and standard deviation across 500 runs
with no cross-correlation of environmental fluctuations between species (ρ = 0).
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Figure 3: (A) Comparison of the role of predation preference (i.e. top down effects) versus
variation in the environment (i.e. bottom up effects) on coexistence of both competitors
in the diamond model. Coexistence requires that both species’ growth rates when rare are
positive (panels B, C; orange and red colors). For species 1, increasing predation preference
decreases its growth rate when rare initially, but then allows for coexistence via oscillatory
dynamics. For species 2, increasing the predation preference for species 1 increases species
2’s growth rate when rare. Results are shown for 1, 760 runs (10 runs per each parameter
combination).
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Figure 4: Application of coexistence partitioning to the empirical rocky intertidal foodweb,
comparing two levels of larval supply (high and low). Results show the mean and standard
error for 500 replicates, each run for 100 years. Both barnacles coexist, despite a destabilizing
effect of the interaction between environment and predator fluctuations (ΔEP

i ). Limpets
exhibit a slight negative growth rate when rare, suggesting competitive exclusion. Note that
neither predators consume limpets, thus the effect of ΔEP

i on limpet coexistence strength is
an indirect effect mediated by predation on barnacles (see Fig. 1D). Additional larval supply
scenarios are presented in Fig. S4.1
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Box 1. Mechanistic Partitioning of Coexistence Mechanisms

Central to this study, we examine the relative importance of environmental fluctua-

tions versus fluctuations in predator abundances for coexistence, building on the classic

framework of MCT (Chesson, 2000; Barabás et al., 2018) and recent advances for flex-

ible applications using a simulation-based approach (Ellner et al., 2019). We quantify

the contribution of fluctuations in top-down (predation) and bottom-up (environmen-

tal) processes on species persistence. Here, we give an overview of the decomposition;

a full derivation is provided in Supplement 1.

Coexistence occurs in the MCT framework if each species when rare (termed the

invader due to its low-density) has a demographic advantage over the other resident

species at their steady-state abundances. This advantage buffers the invader species

from extinction. The mathematical quantification of this process is termed the growth

rate when rare and is calculated as the difference in growth rates between the focal

invader species i at low-density and the resident species, r: ri − rr. If ri − rr > 0 for

all species as the invader, then stable coexistence occurs. Alternatively, if a species as

the invader exhibits ri− rr < 0, we predict the species would be driven to competitive

exclusion.

Each species’ growth rate when rare can be decomposed into its mechanistic contribu-

tions. Analytical MCT mechanisms follow an environment-competition decomposition

quantifying small variance approximations which yields the classic mechanisms the

storage effect, relative nonlinearity in competition, and fitness-density covariance (for

spatial variabilitiy) (Chesson, 2000; Barabás et al., 2018). However, the flexibility of

the Ellner et al. (2019) framework allows for alternative decompositions depending

on the features of interest. Here, we implement a predator abundance versus environ-

mental fluctuation decomposition (see Supplement 1 for derivation), yielding the full
592
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decomposition:

ri − rr = Δ0
i +ΔP

i +ΔE
i +ΔEP

i . (6)

The mechanisms of this decomposition are as follows:

1. Δ0
i : growth rate under average conditions quantifies the difference in invader

and resident growth rates at mean environmental conditions and predator abun-

dances. It reflects the growth rate when rare if no top-down or bottom-up fluc-

tuations are present (Fig. 1C, dashed blue; note the change in arrow directions

compared to 1A which denotes the focus on the competitor trophic level).

2. ΔP
i : relative nonlinearity in predation quantifies the main effects of variability

in predator abundance. It is calculated as the difference between (1) growth rate

when predator abundance varies but the environment is constant at its mean con-

ditions and (2) the growth rate under average conditions. Following the nomen-

clature of Ellner et al. (2019) we refer to main-effect terms as “nonlinearity” as,

in this case, any difference from zero results from a nonlinear response of growth

rate to predator fluctuations above and below the mean (Fig. 1C, light blue).

3. ΔE
i : relative nonlinearity in response to the environment quantifies the main

effects of variability in environmental conditions. It is calculated as the difference

between (1) growth rates when the environment varies but predator abundances

are held constant its mean and (2) the growth rate under average conditions (Fig.

1C, pink).

4. ΔEP
i : the interactive effect of fluctuations in predation and the environment

accounts for the additional change in growth rates when both factors vary, be-
593
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yond the contribution of each effect varying on its own (ΔP
i and ΔE

i ) (Fig. 1C,

orange, note the double-headed arrow denoting the interaction between preda-

tors P and environmental fluctuations, pink). This term includes the effect of

uncorrelated joint variation and additional effects of correlation between envi-

ronmental conditions and predator abundances. We note that under a classic

analytical environment-competition MCT decomposition, this term incorporates

the classic storage effect (Ellner et al., 2019), however we avoid this terminol-

ogy here due to differences in interpretation with a predator versus competition

decomposition.

By simulating different scenarios where we allow predator abundances, environmental

conditions, both, or neither to vary, we can calculate the contribution of each mecha-

nism to each species’ growth rate when rare. Mechanisms may have minimal effects, a

destabilizing effect (e.g. a negative contribution to a species’ growth rate when rare,

as seen with ΔE
i for Limpets, Fig. 4C), or a stabilizing effect (e.g. a positive contri-

bution to a species’ growth rate when rare, as seen with ΔE
i for Balanus, Fig. 4A) on

coexistence.
594
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Quantifying the relative importance of variation in predation and the environment
for species coexistence

Derivation of Coexistence Mechanisms: Supplement 1

Lauren G. Shoemaker, Allison K. Barner, Leonora S. Bittleston, and Ashley I. Teufel

1 Derivation

Following classic MCT, we test for stable coexistence using the mutual invasion criterion, which requires that each
species can invade when all other species in the food web (minus the invader) are at their steady state abundance
distributions. We apply the invader-resident comparison, where we examine the invader’s growth rate when rare,
subtracting out the resident-competitors’ average growth rates (Barabás et al., 2018; Ellner et al., 2019). In this
approach, ri − rr ≈ ri (where i denotes the invader and r denotes the resident) since the residents’ average growth
rates will be 0 as they are at their steady state distributions and the invader is at such low density that interspecific
competition is minimal. We incorporate the invader-resident comparison, however, as coexistence can be fostered by
mechanisms that either help the invader or hinder the resident. Stable coexistence requires that ri − rr > 0 for all

species, where rj = ln
Nj,t+1

Nj,t
for a species j.

The average population growth rate of each species, j, through time depends on both environmental fluctuations (E(t))
and fluctuations in predator abundances (P (t)), such that

rj =
1

T

T∑
t=1

rj(E(t), P (t)). (S1.1)

On average, a population increases if rj > 0. Critically, this formalization allows us to decompose growth rates into
their mechanistic components. Following Ellner et al. 2019, we for each species we define the following terms:

ε0j = rj(E,P ), (S1.2)

εEj = rj(E(t), P )− ε0j , (S1.3)

εPj = rj(E,P (t))− ε0j (S1.4)

and

εEP
j = rj(E(t), P (t))− [

ε0j + εEj + εPj
]
. (S1.5)

ε0j is the population growth rate when the environment and predator abundances are constant at their means, εEj is the

main effect of the environment varying around its mean, εPj is the main effect of predator abundance varying around its

mean, and the term εEP
j accounts for the fact that having variability in both the environment and predator abundances

will not equal the sum of the main effects.

Following Ellner et al. (2019), we find that

rj(E(t), P (t)) = ε0j + εEj (E) + εPj (P ) + εEP
j (E,P ) (S1.6)

which we can average to determine that:

rj = ε0j + εEj + εPj + εEP
j . (S1.7)

we use Equation S1.7 to compute the invader-resident comparison, where we compare ri − r. For the invader-resident
comparison,
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ri = ri − rr = Δ0
i +ΔE

i +ΔP
i +ΔEP

i . (S1.8)

where Δi is the invader-resident difference between corresponding terms. For example, Δ0
i = ε0i − ε0r . The full

derivation with further explanation can be found in Ellner et al. 2019. For scenarios with multiple resident competitor
species (i.e. the expanded diamond model and the intertidal food web model), we weight all residents equally. While
there are multiple choices for resident weighting in invader-resident comparisons (e.g. Eqn 20 from Ellner et al.
2019), we chose to weight residents equally for two reasons. First, it simplifies the interpretation compared to a
pairwise comparison with each resident. Second, the classic weighting scaling factors (Chesson, 1994, 2000) do not
exist or are not unique in many models. As such, we follow the approach advocated for in Ellner et al. 2019 and use

the equal weighting. For example, under this weighting, Δ0
i = ε0i −

1

S − 1

∑
r �=i ε

0
r .

Equation S1.8 provides the full decomposition used throughout this study. Here, Δ0
i , examines species’ ability to

invade when rare if both the environment and predator abundances are constant at their means. The second term, ΔE
i ,

is nonlinearity in response to the environment, and it quantifies the effect of variability in environmental conditions.
This directly affects competitor mortality rates in the classic diamond model and the expanded diamond model and
larval supply rates in the rocky intertidal food web model. Intuitively, nonlinearity in response to the environment can
stabilize a species’ growth rate when rare if the positive effects of “good” environmental years are larger in magnitude
than the negative effects of “bad” environmental years. Similarly, ΔP

i is nonlinearity in predation and is stabilizing
if the magnitude of consumptive effects at high predator abundances are less than population gains at low predator
abundance (i.e. via saturating consumption). Finally, ΔEP

i quantifies their interactive effects not accounted for by
each main effect in isolation.

2 Applications

We first apply the above decomposition to the classic diamond model and the expanded diamond model. When
calculating each mechanism, we ran the resident community for 5000 time steps. We used the first 2500 as a “burn-in”
to remove any potential effect of starting conditions and defined the last 2500 time steps as the steady-state distribution.
For each time point t in the last 2500 time steps, we calculated the invader’s growth rate when rare and the resident
competitors’ growth rates with an invader abundance of 0.001. The diamond model exhibits between time-point
variability, where quasiperiodic chaos occurs in the absence of the second competitor, C2. Calculation of coexistence
is therefore the average invasion growth rate ri − rr from timepoints 2500 to 5000. The strength of each mechanism
is averaged in the same manner.

For the rocky intertidal food web, we ran the resident community for 100 years (1200 time steps in the model).
Similarly to the diamond model, we used the first half as a “burn-in” to remove potential effects of starting conditions
and defined the last 50 years as the steady-state distribution. We calculated the mutual invasion criterion with an
invader abundance of 1 individual.

All code is available in our supplementary material.
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Quantifying the relative importance of variation in predation and the environment
for species coexistence

The Classic Diamond Model: Supplement 2

Lauren G. Shoemaker, Allison K. Barner, Leonora S. Bittleston, and Ashley I. Teufel

1 Coexistence With No Environmental Variation

As an intermediate step for analyzing the classic diamond model, below we should results for the model with no
environmental variation (σ = 0.0; Fig. S2.1). Here, we see that the superior competitor’s positive growth rate when
rare (black bar) comes entirely from Δ0

i —it’s growth rate under average conditions with no environmental or predator
fluctuations. The inferior competitor maintains a positive growth rate when rare due to a slight contribution from Δ0

i ,

and a larger contribution from ΔP
i , as cyclic dynamics and relative nonlinearity help stabilize coexistence for C2.

Results show the average strength of each mechanism from timepoints 2500 to 5000 (as detailed in Eqn S1.1). No
between-run variation occurs in the absence of environmental fluctuations.

2 Altering Cross-Correlation of Environmental Variation and its Strength

While altering the cross-correlation of environmental variation between species (ρ) had little effect on the fluctua-
tion dependent coexistence mechanisms (Figs. S2.2, S2.3), increasing the strength of environmental fluctuations (σ)
significantly changed the contributions of multiple coexistence mechanisms (Fig. S2.4). Increasing the strength of
environmental fluctuations caused the strength of the growth rate when rare to decrease for the inferior competitor
(C2). However, both relative nonlinearity in response to the environmental and relative nonlinearity in predation
increased, further stabilizing coexistence with increasing environmental fluctuations. In comparison, their interactive
effect became more destabilizing (i.e. negative). The superior competitor, however, was only minimally affected by
changes in environmental fluctuations.
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Figure S2.1: Coexistence under no environmental variation. Comparison to Fig. 2B and C, except with no environ-
mental variation (σ = 0.0). No between run variation occurs in the absence of environmental fluctuations, explaining
the lack of error bars.
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Figure S2.2: Positive cross correlation comparison to Fig. 2B,C in the main text. Examining the role of predation
preference (i.e. top down effects) versus variation in the environment (i.e. bottom up effects) on coexistence of both
competitors in the diamond model. Coexistence requires that both species’ low-density growth rates are positive (pan-
els A, B; black). Model parameters are the same as in Table 1, except with positive cross-correlation of environmental
fluctuations between species (ρ = 0.75). The difference in strength of mechanisms between scenarios with no cross
correlation (Fig. 3; ρ = 0.00) are shown in panels C and D. Results are shown for 500 runs with error bars denoting
standard deviation.
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Figure S2.3: Negative cross correlation comparison to Fig. 2B,C in the main text. Examining the role of predation
preference (i.e. top down effects) versus variation in the environment (i.e. bottom up effects) on coexistence of both
competitors in the diamond model. Coexistence requires that both species’ low-density growth rates are positive (pan-
els A, B; black). Model parameters are the same as in Table 1, except with negative cross-correlation of environmental
fluctuations between species (ρ = −0.75). The difference in strength of mechanisms between scenarios with no cross
correlation (Fig. 3; ρ = 0.00) are shown in panels C and D. Results are shown for 500 runs with error bars denoting
standard deviation.
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Quantifying the relative importance of variation in predation and the environment
for species coexistence

Expanding the Diamond Model for Additional Complexity: Supplement 3

Lauren G. Shoemaker, Allison K. Barner, Leonora S. Bittleston, and Ashley I. Teufel

1 Three Consumers, One Predator

Expanding on the diamond model to include a third competitor yields the following set of equations:

dP

dt
= −MpP +

JpP [ΩPC1
C1 +ΩPC2

C2 + (1− (ΩPC1
+ΩPC2

))C3]

ΩPC1C1 +ΩPC2C2 + (1− (ΩPC1 +ΩPC2))C3 + C0

dC1

dt
= −MC1

C1 +
ΩC1RJC1

C1R

R+R01

− ΩPC1
JpPC1

ΩPC1C1 +ΩPC2C2 + (1− (ΩPC1 +ΩPC2))C3 + C0

dC2

dt
= −MC2

C2 +
ΩC2RJC2

C2R

R+R02

− ΩPC2
JpPC2

ΩPC1
C1 +ΩPC2

C2 + (1− (ΩPC1
+ΩPC2

))C3 + C0

dC3

dt
= −MC3C3 +

ΩC3RJC3
C3R

R+R03

− (1− (ΩPC1
+ΩPC2

))JpPC3

ΩPC1C1 +ΩPC2C2 + (1− (ΩPC1 +ΩPC2))C3 + C0

dR

dt
= rR(1−R/K)− ΩC1RJC1

C1R

R+R01

− ΩC2RJC2
C2R

R+R02

− ΩC3RJC3
C3R

R+R03

where (ΩPC1 +ΩPC2) <= 1 (S3.1)

where parameter values are given in the main text (Table 1). We estimated parameters of this system twice, allowing
us to compare coexistence under the same food web structure, but with different interaction strengths.

To confirm that the estimated parameters result in stable dynamics we examine the dynamics of both of these systems
without variance (Fig. S3.1, S3.2) and with variance (Fig. S3.3, S3.4).
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Figure S3.1: Dynamics of the 3 competitor system, from the first set of parameters in the main text (Table 1), as
denoted in bold. The figure shows dynamics without environmental perturbations altering mortality rates.
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Figure S3.2: Dynamics of a 3 competitor system. These values of the parameters are the second set of parameters
given in Table 1. The figure shows dynamics without environmental perturbations altering mortality rates.
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Figure S3.3: Example dynamics of a 3 competitor system (Fig. S3.1) when competitor mortality is impacted by
environmental fluctuations.
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Figure S3.4: Example dynamics of a 3 competitor system (Fig. S3.2) when competitor mortality is impacted by
environmental fluctuations.
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2 Three Consumers, Two Predators

Expanding the model further to include a second predator yields:

dP1

dt
= −Mp1

P1 +
Jp1

P1[ΩP1C1
C1 +ΩP1C2

C2 + (1− (ΩP1C1
+ΩP1C2

))C3]

τ1

dP2

dt
= −Mp2P2 +

Jp2
P2[ΩP2C1

C1 +ΩP2C2
C2 + (1− (ΩP2C1

+ΩP2C2
))C3]

τ2

dC1

dt
= −MC1

C1 +
ΩC1RJC1

C1R

R+R01

− ΩP1C1
Jp1P1C1

τ1
− ΩP2C1

Jp2P2C1

τ2

dC2

dt
= −MC2

C2 +
ΩC2RJC2

C2R

R+R02

− ΩP1C2
Jp1P1C2

τ1
− ΩP2C2

Jp2P2C2

τ2

dC3

dt
= −MC3

C3 +
ΩC3RJC3

C3R

R+R03

−
(1− (ΩP1C1

+ΩP1C2
))Jp1

P1C3

τ1
− (1− (ΩP2C1

+ΩP2C2
))Jp2

P2C3

τ2

dR

dt
= rR(1−R/K)− ΩC1RJC1

C1R

R+R01

− ΩC2RJC2
C2R

R+R02

− ΩC3RJC3
C3R

R+R03

where

τ1 = ΩP1C1
C1 +ΩP1C2

C2 + (1− (ΩP1C1
+ΩP1C2

))C3 + C0P1

τ2 = ΩP2C1C1 +ΩP2C2C2 + (1− (ΩP2C1 +ΩP2C2))C3 + C0P2
.

(S3.2)

We again confirm that estimated parameters result in stable dynamics in the absence of variability in mortality rates
before examining coexistence with both environmental and predator fluctuations.
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Figure S3.5: Dynamics of the 3 competitor and 2 predator system in the absence of variation in mortality rates.
Parameters are given in Table 1 of the main text.
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Figure S3.6: Example dynamics of the 3 competitor and 2 predator system with environmental variation. Parameters
are given in Table 1 of the main text.
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Figure S3.7: Decomposition of the 3 competitor model under two different characterizations. (A-C) Replica of results
from the diamond model, shown here to facilitate comparison of three competitor models. (D-G) Three competitor
model under the parameter set from replicate 1, as shown in bold in Table 1 of the main text. Data shown here is a
replica of data shown in main text to facilitate comparison. (H-K) Three competitor model under the parameter set
from replicate 2 given in Table 1 in the main text.
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Quantifying the relative importance of variation in predation and the environment
for species coexistence

Rocky Intertidal Food Web Case Study: Supplement 4

Lauren G. Shoemaker, Allison K. Barner, Leonora S. Bittleston, and Ashley I. Teufel

1 Model

Our model for rocky intertidal food web dynamics closely builds on the model proposed by Forde & Doak (2004). This
model is an extension of foundational work by Iwasa & Roughgarden (1986) and Connolly & Roughgarden (1999).
We generally followed the model proposed by Forde & Doak (2004), but made several small changes to facilitate
model implementation. Equations S4.3, S4.7, S4.8, and S4.10 were modified from Forde & Doak (2004), described
below.

Free space at each time step is a function of the total available space (Tt) and the area taken up by the three space-
limited competitors (B. glandula, C. dalli, and limpets). The total area for each of the three competitor species is
proportional to their population size (e.g., Bt) and the average size of an adult individual (e.g., Ab, Table S4.1). Free
space is limited to between 0 and 1 (m2, see Section 2 for more on parameters and units). Free space at time t follows:

Ft = Tt − (BtAb + CtAc + LtAl) (S4.1)

Barnacles and limpets have pelagic larvae, so recruitment at a given time step (i.e. month) is not related to local
abundance and is instead a mass-action process (Connolly and Roughgarden, 1999; Wieters et al., 2008). For each of
the these three competitor species, recruitment was thus modeled as a function of available space for the species at the
last time point, representing the potential (or maximum) recruitment at a given time step. The number of larvae (mx)
in the water column is randomly drawn from a lognormal distribution at each time step (Table 1 in Forde & Doak
2004), but the total recruitment from this larval pool can never be larger than the amount of available space. The size
of the larval pool at time t for species X ⊂ {B,C,L}:

Mx,t =
Ft−1

Ax

[
1− e−axmx/Ft−1

]
(S4.2)

Realized barnacle and limpet recruitment was based on Equation 1 in Iwasa and Roughgarden (1986), where settlement
of planktonic larvae into the local system depends on the amount of free space at the last time step, the number of
larvae of the species in the larval pool (the “potential” recruitment), and the rate of larval settlement of the species
(Table S4.1). Actual (realized) recruitment at time t for species X ⊂ {B,C,L}:

Rx,t = dxMtFt−1 (S4.3)

For the two barnacle species, population size at a given time point is a function of adult survivorship from the previous
time step, density-independent survival of recruits from the larval pool, and the loss of adults to sea star and whelk
predation. Following the assumption of Forde & Doak (2004), recruits transition into the adult population after one
month. Population size for barnacle species Y ⊂ {B,C} at time t:

Yt = Yt−1Sy + syRy,t − pwhelkWt−1Yt−1Sy − pseastarPt−1Yt−1Sy (S4.4)

The Forde & Doak limpet population model, unlike barnacles, does not include explicit mortality due to predation.
Instead, predation on the limpet population is implicitly modeled as density dependence. Thus, limpet population size
is a function of adult survival from the previous time step, and density-dependent survival of recruits from the larval
pool. Density-dependence, following Forde & Doak (2004), is given by a parameter δ (Table S4.1). According to
Forde & Doak, delta was used to model the density-dependence that would occur if limpet predators were included
in the model, but no justification for the parameter value was given. Future work could explicitly include predator
dynamics, as in NE Pacific intertidal systems, limpets are eaten by surfperch (Mercurio et al., 1985), birds (Marsh,
1986), sea stars (Phillips and Castori, 1982), and crabs (Lowell, 1986). Similar to barnacles, limpet larval supply is
modeled using random draws from a lognormal distribution (Table 1 in Forde & Doak 2004). Population size for
limpets at time t:

Lt = Sl Lt−1 + sl Rl,t e
δ Lt−1 (S4.5)
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Whelks lay egg masses once per year, unlike all other species in the model with planktonic larvae. As such, recruitment
was calculated once a year (June), and modeled as follows from Forde & Doak (2004). The potential number of new
whelk recruits in June was a function of the barnacle prey consumed in the previous three months. Caverage and
Baverage are the average number of barnacle prey available in April to June, pw is whelk predation rate, and γ is the
predator conversion rate. Thus, potential whelk recruitment at time t:

Mw,t = (Caverage +Baverage) 3 pwhelk γ Sw,t (Ct−1 +Bt−1) (S4.6)

In the original Forde & Doak model (2004), a step function was used to implement density-dependence in whelk
recruitment (e.g., if Rw > 90, then set Rw = 90). Here, we instead used a discrete logistic population equation, with
a carrying capacity (K) of 90. This required an additional assumption of the population growth rate (r, Table S4.1).
Actual (realized) whelk recruitment at time t:

Rw,t = Mw,t
Mw,t

Kw

erw(1−Mw,t
Kw

) (S4.7)

To model whelk adult population size, we simplified the equation from Forde & Doak 2004, so that the whelk pop-
ulation size is modeled similarly to that of the other predator in the system (sea stars; Connolly and Roughgarden
(1999)). Population size is simply a function of adults that survived from the previous month (with constant per capita
mortality) and new whelk recruits (if June). Population size for whelks at time t:

Wt = Wt−1 ∗ Sw +Rw,t (S4.8)

The larval pool for predator sea stars (Pisaster ochraceus), like barnacles and limpets, was modeled as random draws
from a lognormal distribution (Table 1 in Forde & Doak 2004). However, sea stars are assumed to not compete for
space with barnacles and limpets in this model. Thus, sea star recruitment is simply a function of the larval pool in the
water column at a given point in time, and is not related to the available free space. Sea star recruitment at time t:

ln(Rp,t) ∼ N (μp, σ
2
p) (S4.9)

Similar to the modified whelk recruitment equation, the population model for sea star abundance was modified from
Forde & Doak 2004 to explicitly incorporate density dependence. The step function of Forde & Doak (if Pt < 6, Pt

= Pt, else Pt = 6) was updated to saturate at a carrying capacity of 6, with population size a function of adult survival
at the last time point and recruitment into the system. Note that unlike whelk population size, sea star populations are
not a function of local prey abundance (Wieters et al., 2008) because adult sea star abundance is instead related to the
size of the regional larval pool (Connolly and Roughgarden, 1999). Sea star population size at time t:

Pt = ρt
ρt
Kp

e
rp(1− ρt

Kp
)

(S4.10)

Where, ρt = (SpPt−1) + (spRp).

2 Parameterization

When possible, we used the parameters from Forde & Doak (2004) Tables 1 and 2; all parameters came from: Burrows
and Hughes (1991); Forde (2002); Forde and Doak (2004); Frank (1965); Menge et al. (1994), and Palmer (1990)
(Table S4.1). We modified the realized recruitment equation for barnacles and limpets (equation S4.3), which included
a new per capita settlement parameter, d. Following Connolly & Roughgarden (1999), the settlement coefficient was
the same for all three species (see also Gilman (2006) for independent derivation of settlement rate for limpets).
Further, the original Forde & Doak model did not include survival rates for sea star recruits. We calculated recruit
survival from Menge (1975), given two pieces of information: the average annual survival of spawned gametes to
postmaturity longevity is 1.46 x 10-9/m2/year and the annual mortality of gametes is 0.999 Menge (1975). Whelk and
sea star population models were rewritten from a step function in Forde & Doak (2004) to a density-dependent logistic
form. To do so, we simply assumed the population growth rate of sea stars was 1, while the whelk population growth
rate was much lower. The lower whelk population growth rate was set lower (0.3) after preliminary runs of the model
found that a growth rate of 1 resulted in very strong density-dependence that held the whelk population size at fewer
than 1—well below the initial population size of 93.

We used the same barnacle adult and recruit survival rates as Forde & Doak (2004). Future work could explore model
dynamics if Balanus survives at a higher rate than Chthamalus, as has been empirically shown in Connell (1961).
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Similarly, we continue to use the model form of Forde & Doak such that neither predator has a prey preference,
although past experiments suggest that Balanus is predated at a higher rate than Chthamalus (Connell, 1961; Navarrete
et al., 2000). Instead, we increased the per-capita rate of predation to mimic the effect of strong predation on barnacles.
Finally, the initial population size was set to be the same for both barnacle species, and was set to the lower initial
population size given for Balanus in Forde & Doak (2004). Thus, the only difference in the model for the two barnacle
species is adult size (Balanus > Chthamalus) and larval supply rates under “high” supply scenarios (also Balanus >
Chthamalus).

Larval supply rates for barnacles, Pisaster ochraceous, and limpets were identical to those in Table 1 in Forde & Doak
(2004). For each species, there were three mean values (low, medium, high) and for each mean value, there were three
variance values (low, medium, high). For all simulations, we used the “low” variance option that was associated with
each of the “low” and “high” mean larval supply values.
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Parameter Description Value Source

Balanus glandula (B)
B0 Initial population size 4100 m−2 Forde (2002)

SB Adult survival rate 0.7 mo−1 Connolly & Roughgarden
(1999)

Sb Recruit survival rate 0.7 mo−1 Connolly & Roughgarden
(1999)

AB Average adult size 0.98 cm−2 Forde (2002)

Ab Average recruit size 0.03 cm−2 Forde (2002)

db Larval settlement coefficient* 1.44 mo−1 Connolly & Roughgarden
(1999)

Chthamalus fissus/dalli (C)
C0 Initial population size 4100 m−2 Forde (2002)

SC Adult survival rate 0.7 mo−1 Connolly & Roughgarden
(1999)

Sc Recruit survival rate 0.7 mo−1 Connolly & Roughgarden
(1999)

AC Average adult size 0.32 cm−2 Forde (2002)

Ac Average recruit size 0.03 cm−2 Forde (2002)

dc Larval settlement coefficient* 1.44 mo−1 Connolly & Roughgarden
(1999)

Limpets (L)

L0 Initial population size 239 m−2 Forde (2002)

SL Adult survival rate 0.97 mo−1 Frank (1965)

Sl Recruit survival rate 0.88 mo−1 Frank (1965)

AL Average adult size 0.8 cm−2 Forde (2002)

Al Average recruit size 0.03 cm−2 Forde (2002)

dl Larval settlement coefficient* 1.44 mo−1 Connolly & Roughgarden
(1999)

δ Density-dependent paramater -0.02 Forde & Doak (2004)

Whelks (W)

W0 Initial population size 93 m−2 Forde (2002)

rw Population growth rate of whelk
recruits*

0.3

SW Adult survival rate 0.94 mo−1 Burrows & Hughes (1991)

Sw Recruit survival rate* 0.88 mo−1

KW Carrying capacity* 90 Forde & Doak (2004)

pW,B Per capita predation rate on
Balanus*

0.02 Forde & Doak (2004)

pW,C Per capita predation rate on
Chthamalus*

0.02 Forde & Doak (2004)

YW Conversion rate 0.001 Forde & Doak (2004)

Pisaster ochraceus (P)
P0 Initial population size 1 m−2 Menge et al. (1994)

rp Population growth rate of adult
sea stars*

1.0

SP Adult survival rate 0.992 mo−1 Connolly & Roughgarden
(1999)

Sw Recruit survival rate* 0.001 mo−1 Menge (1975)

KW Carrying capacity* 6 Forde & Doak (2004)

pW,B Per capita predation rate on
Balanus*

0.02 Forde & Doak (2004)

pW,C Per capita predation rate on
Chthamalus*

0.02 Forde & Doak (2004)

Table S4.1: Parameters used in the model. Descriptions marked with an asterisk indicate parameters that were not
included in or modified from the original Forde & Doak (2004) model.
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Figure S4.2: Last 100 time steps (months) for 500 runs of the intertidal model, under “low” and “high” larval supply.
Here, all species were started at their initial population size given in Table S4.1 and then run with all species having
either “low” or “high” larval supply, as given in Forde & Doak Table 1.
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