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Abstract

This dissertation presents nonlinear control schemes to improve the productivity and
lifespan of doubly fed induction generator (DFIG)-based and permanent magnet generator (PMG)-
based variable speed wind turbines. To improve the productivity, a nonlinear adaptive control
scheme is developed to maximize power capture. This controller consists of three feedback loops.
The first loop controls electrical torque of the generator in order to cancel the nonlinear term of
the turbine equation of motion using the feedback linearization concept. The nonlinearity
cancelation requires a real-time estimation of aerodynamic torque. This is achieved through a
second loop which estimates the ratio of the wind turbine power capture versus the available wind
power. A third loop utilizes this estimate to identify the shaft speed at which the wind turbine
operates at a greater power output. Contrary to existing techniques in literature, this innovative
technique does not require any prior knowledge of the optimum tip speed ratio. The presented
technique does not need a dither or perturbation signal to track the optimum shaft speed at the
maximum power capture. These features make this technique superior to existing methods.

Furthermore, the lifespan of variable speed wind turbines is improved by reducing stress
on the wind turbine drivetrain. This is achieved via developing a novel vibration mitigation
technique using sliding-mode control theory. The technique measures only generator speed as the
input signal and then passes it through a high-pass filter in order to extract the speed variations.
The filtered signal and its integral are then passed through identical band-pass filters centered at
the dominant natural frequency of the drivetrain. These two signals formulate a sliding surface and
consequently a control law to damp the drivetrain torsional stress oscillations caused by electrical
and mechanical disturbances. This technique provides a robust mitigation approach compared with
existing techniques. These control schemes are verified through holistic models of DFIG- and
PMG-based wind turbines. Except for wind turbine aerodynamics, for which an existing simulator
is used, the developed models of all components including DFIG, PMG, converters, multi-mass

drivetrain, and power line are presented in this dissertation.
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Chapter 1 — Introduction

This chapter begins with a brief background on the need for clean energy sources for
electricity generation and a description of the growth of installed wind energy capacity in the past
decade. Problem statements are expressed regarding two technical challenges of variable speed
wind turbines, including extremum power seeking and mitigation of torsional vibrations. An
overview of prior investigations of these two challenges is studied in order to provide a baseline
for contributions presented in this dissertation. In this chapter, the objectives, main contributions,
and published papers by the author on these subjects are also highlighted. This chapter concludes

with the organization of the dissertation.

1.1 Background
Electricity generation worldwide reached 23,536 TWh in 2014 demonstrating 34% growth
in usage during the past decade [1]. In particular, the United States, with 0.7% growth was the
second largest electricity producer in 2014 generating 4,093 TWh, with energy resources of coal
(38.8%), natural gas (27.4%), nuclear (19.5%), renewable energy sources (13.2%), and other

(1.2%), as shown in Figure 1.1. This means that 67% of electricity generation in the United States

= Coal

= Natual Gas

= Nuclear
Renewables \

= other

4

Figure 1.1 Energy sources of electricity generation in the United States in 2014 [1].




is produced from combustion of fossil fuels. Unfortunately, the carbon intensity of coal and natural
gas thermal combustions are as high as 1029 kg/MWh, and 515kg/MWh, respectively [2] meaning
that, for LIMWh electricity generation from power plants fueled by coal and natural gas, 1029 and
515 kg CO; are produced, respectively. A simple calculation, (i.e., {(0.388 x 1029) + (0.274 X
515)}107° x (4093)10'8) tells us that 9073 x 108 kg CO, pollution was emitted in 2014 alone
for the 67% of electricity generation in the United States.

During the last decade, increased attention has been paid to employing renewable energy
sources to solve environmental problems worldwide. Today, wind turbines are one of the most
important renewable power sources for electricity generation. Installed capacity of wind turbines
has grown from 48 GW in 2004 to 370 GW in 2014, as shown in Figure 1.2. The United States
has the second largest share of installed capacity of wind turbines, with over 65 GW compared to
the top three countries in the wind energy in 2014 (i.e., China, the United States, and Germany,
share approximately 60% of the global wind energy generation market) [3], [4].

In addition to the growth in installed capacity, the size of wind turbines has grown over the
last three decades because larger wind turbines have better power capturing and lower energy cost.

Wind turbines currently in the power range of 4.5- 8 MW are being developed by most turbine
400
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300 238
159 198
200 o 121
®TTI11
0
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Figure 1.2 Wind energy capacity in GW in the past decade [3].



manufacturers and it is expected that larger wind turbines as high powered as 10MW will appear
in 2018 for economic advantages [5].

Wind turbines indeed have some adverse environmental impacts, including noise and
degradation of wildlife habitats. For example, spinning turbine blades with diameters as high as
120 m are a threat to flying wildlife such as birds and bats. However, in comparison to traditional
energy generation resources, the wind provides a net environmental benefit to the world. In 2014,
4% of electricity generation in the United States was from wind energy, that is
{(0.04 x 1029)}107° x (4093)10'8 = 169 x 102 kg less CO, was emitted compared to if the
same amount of electricity would have been generated by coal thermal combustion power plants.

Presently, the wind energy market is demanding design optimization of high performance
wind turbines for capital and maintenance cost reductions. Therefore, further active control
schemes are required to reduce mechanical stress and to increase the lifespan of wind turbines.
Application of advanced nonlinear adaptive control schemes can help capture more wind power,

and thus improving efficiency of the overall system [6].

1.2 Problem Statement
Desired growth in wind energy provides motivation to conduct many investigations to
improve productivity and reliability of these systems. A fundamental challenge of improving
productivity of wind turbines is development of a robust control scheme for extremum power
seeking in the presence of wind speed variations. A technical challenge for improving reliability
and productivity is stress reduction in mechanical components through the mitigation of torsional
vibrations caused by interaction between the wind turbine drivetrain and the rest of the system.

These two concerns are elaborated in the following subsections.



1.2.1 Extremum Power Seeking

Power captured by wind turbines fluctuates due to the inherent variable nature of wind
speed. As wind speed varies, maximum power, P; .y, that can be captured from a wind turbine
occurs at various shaft speeds, as shown in Figure 1.3. Maximum power seeking is performed in
the variable speed operational region, where the blade pitch angle is held constant and the
electromagnetic torque and consequently rotor speed is controlled to track maximum wind power
as wind speed varies. In the conventional technique, electrical torque is set to be proportional to
the square of the rotor speed. However, the controller gain must be adaptively adjusted in real-
time to obtain optimum results. Another set of techniques is known as the perturb-and-observe and
hill-climbing techniques. However, the techniques may fail to seek maximum power in case of
rapid wind speed changes. One challenge is to develop an adaptive technique with a higher
dynamic performance than existing techniques in order to track the trajectory of maximum power

points even in the event of sudden wind speed change.

Trajectory of Prpyux = kw3

P, (MW)
O RPN W b O O

Rotor Speed (rad/sec)

Figure 1.3 Captured power curves versus the rotor speed for various wind speeds.
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Figure 1.4 Failure and downtime percentages of wind turbine systems [7].

1.2.2 Torsional Vibration Mitigation

Torsional vibrations in the wind turbine drivetrain reduce the gearbox and shaft lifespans
and increase wind turbine maintenance costs. Rapid changes in voltage magnitude (e.g., voltage
sag, and transient phenomena such as a switching event in the power grid) can result in power
oscillation and torsional vibrations in the drivetrain of wind turbines. The source of torsional
vibrations can also originate from wind turbine aerodynamics (e.g., tower shadow and wind speed
turbulence). In contrast to extremum power seeking, few investigations on internal gearbox
torsional vibrations are reported in the literature. One technical challenge is to enhance the
knowledge of torsional vibrations in order to increase the lifespan of wind turbines by reducing
torsional vibrations caused by mechanical and electrical events. Figure 1.4 shows that failures of
rotational components and the generator contribute the longest downtimes resulting in significant

maintenance costs [7].



1.3 Brief Review of Previous Work
This section is divided into literature reviews of extremum power-seeking techniques and
mitigation methods for torsional vibrations in wind turbines. This review is presented as an

introduction to the contribution of this dissertation elaborated in Chapters 4 and 5.

1.3.1 Extremum Power Seeking Techniques

The literature describes many maximum power-capturing methods but all can be
categorized into two main groups, as shown in Figure 1.5. Model-based methods require prior
knowledge of turbine parameters in order to calculate the operating point. Non model-based
methods rely on an iterative search of the optimum operating point using reference speed
increments. In this subsection, some extremum power-seeking techniques for wind turbines are
briefly reviewed. In the conventional control law, described by Leithead et al. in [8], and Johnson
etal. in [9] and [10], desired electric torque is set to be proportional to the square of the rotor speed
(i.e., koptw,%). The square-law can best be understood from wind turbine power curves for different
wind speeds, as discussed in Chapters 2 and 4. In wind turbines, trajectory of the maximum power
fallsina koptwf; curve as wind speed varies (Figure 1.3), meaning that the drivetrain torque must
move on a k,,;w% curve. However, for a wide range of wind speed variation, the challenge is to

adaptively find the optimal controller gain, k,,, [11]. Moreover, the maximum power trajectory

( Maximum Power Capturing Methods )

Model-Based Non Model-Based
(Knowledge of Turbine Parameters) (Perturbation and Observation)
Example: Optimal Tip Speed Ratio Example: Adding a Dither Signal to

Command Signal

Figure 1.5 Extremum power seeking methods



moves with changes in environmental parameters (e.g., air-density) [12]. Thus, a lookup table
methods, artificial intelligence algorithms, or adaptive control schemes may be implemented in
conjunction with the square-law to find the real-time optimum value of the controller gain. The
perturb-and-observe method, presented by Hawkins et al. in [13], uses the sign of the gradient of
turbine captured-power with respect to rotor speed due to a perturbation added to the control signal.
However, this technique can be sensitive to noise and perturbation size, particularly close to the
power curve peak. Similarly, Ghaffari et al. [14] presented a maximum seeking algorithm using a
sinusoidal dither signal added to the reference (command) rotor speed to estimate the gradient of
the output power with respect to rotor speed. The dither signal frequency must be low and its
amplitude should be sufficiently small compared to the rotor speed [14]. In these techniques, one
major problem that can lead to failure of the seeking process is lack of distinction between power
differences resulting from wind changes and those resulting from a power change due to adding a
perturbation [11]. Fuzzy logic and neural network algorithms have also been used to reduce
uncertainties faced by extremum power seeking in wind turbines [15], [16], [17], [18]. Two of
those methods are briefly reviewed in this section. Simoes et al. [16] applied a fuzzy logic
controller superimposed onto the hill-climbing concept. In this technique, the fuzzy controller
updates the value of rotor speed change, Awg, in each hill-climbing step to track maximum output
power. Although the technique is a non model-based method and insensitive to noisy signals, a
rule-base table and membership functions are required as prior knowledge. Hui Li et al. [17]
presented a technique based on the optimum tip-speed ratio as a known feature for a wind turbine.
Therefore, wind speed is estimated using a neural network algorithm. In this scheme, input signals
are the measured power and rotor speed, and the output is the desired rotor speed. Another neural

network scheme is used to compensate for potential drift of the wind turbine power coefficient due



to environmental variations. This is performed by utilizing a pseudo-power curve. Adaptive
control schemes have also been used to improve maximum power capture methods [19] [20] [21]
[22] [23]. Two of those methods are briefly reviewed in this section. lyasere et al. [21] presented
a nonlinear control (electrical) torque that simultaneously minimizes errors between measured and
desired values of blade pitch angle and rotor speed while the maximum power capture coefficient
is considered as a known parameter for a wind turbine. Desired values of rotor speed and blade
pitch angle are also updated in real-time, when the first and second derivatives of the desired
variables are bounded. In this technique wind speed is assumed to be constant or slowly varying
with time. Beltran, et al. [22] presented a hybrid technique in which a second order sliding mode
controller is combined with the conventional square-law torque control. In this technique,
mechanical (or aerodynamic) torque is estimated using a second order sliding mode observer, and
an error is defined as the difference between the estimated torque and optimum torque values.
Then, a second order sliding mode controller is designed to calculate desired electrical torque such
that the error approaches zero in a finite time. In this technique, the optimum value of the square-

law gain is considered as a known parameter for a wind turbine.

1.3.2 Torsional Vibration Mitigation Techniques
Recent investigations have shown that torsional vibrations in wind turbines can be
mitigated by controlling generator torque through generator-side converter [7], [24], [25] and
flexible ac transmission system (FACTS)-devices [26], [27], [28]. FACTS devices can mitigate
power oscillations in the power grid as well as resultant torsional vibrations. However, FACTS
devices cannot mitigate torsional vibrations caused by wind turbine aerodynamics. However,
torsional vibrations caused by mechanical or electrical events can effectively be mitigated by

adding a virtual inertia, damping, or stiffness component to generator torque as a compensation



torque as shown in Figure 1.6. In the following section, some of these methods are briefly
reviewed.

Active damping of torsional vibrations caused by the tower shadow effect or resonance
that occurs when the blades pass in front of the tower was addressed in [7] in which, the dominant
resonant mode is damped by adding virtual inertia in the compensating torque. In [24], another
generator torque control strategy was presented for decreasing mechanical stress caused by electric
torque disturbances. The generator-side converter can create compensation torque components at
dominant drivetrain natural frequencies that are superimposed on the normal torque in order to
suppress mechanical vibrations. This methodology has been implemented in various approaches.
For example, in [7], the virtual inertia controller (VIC) method was used to damp torsional
vibrations caused by the tower shadow effect. In the VIC method, the first derivative of the
generator speed is used as the input signal to create deceleration torque, which is added to the
reference torque only at the dominant drivetrain natural frequency. The generator speed has also
been used to create virtual damping torque at drivetrain natural frequencies in order to mitigate
torsional vibrations caused by a step change in the generator torque [24], [25]. FACTS devices can

also be employed to mitigate the sub-synchronous resonance (SSR) phenomenon [28]. For

Torsional Vibration
Mitigation Approaches

/ \

FACTS

Devices
\

Virtual Inertia ) ( Virtual Damping ) | Virtual Stiffness

Figure 1.6 Mitigation approaches for torsional vibrations in wind turbines.

Generator-Side
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example, a gate-controlled series capacitor (GCSC), which contains a pair of switches in parallel
with a capacitor and enables control of transmission line effective reactance and power flow, was

used for SSR damping in [26].

1.4 Objectives of the Dissertation

Obijectives of this dissertation are:

e To improve the productivity of wind turbines by developing novel nonlinear control
schemes for extremum power seeking, and torsional vibration mitigation.

e Toimprove the reliability and lifespan of wind turbines using nonlinear control scheme

for torsional vibration mitigation.

1.5 Scopes and Contributions of the Dissertation

The scope of this dissertation is horizontal axis variable speed wind turbines. Figure 1.7
shows the types of wind turbines that fall into this category. The main focus of this dissertation is
on the second operational region of wind turbines where the pitch angle is held constant and shaft
speed is controlled to capture maximum available wind power. The three main contributions of
this dissertation are highlighted in the following paragraphs.

In this dissertation, holistic models of doubly fed induction generator DFIG- and permanent
magnet generator PMG-based wind turbines, including state-space representations of generators,
converters, controllers, power lines, and multi-mass drivetrains/gearboxes are developed in the
Matlab/Simulink environment (based on existing knowledge [7], [29]) connected to the FAST
(Fatigue, Aerodynamics, Structures, and Turbulence) simulator [30], [31]. This work is noticeable
because most investigators who have studied wind turbines have mainly focused on mechanical or

electrical aspects, while the presented model provides a comprehensive electro-mechanical

10
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system. FAST is an open access code written by the National Renewable Energy Laboratory
(NREL) in the Fortran programming language that emulates the aerodynamics of horizontal axis
wind turbines including interactions of wind with turbine tower, blades, and nacelle that can be
used in the Matlab/Simulink environment as an S-function block [32]. Models developed in this
dissertation can be easily connected to the FAST simulator with capabilities of emulating various
mechanical and electrical disturbances, and examining internal oscillations and interactions
between subsystems.

For the second contribution of this dissertation, a novel nonlinear adaptive maximum
power-seeking technique is developed for variable speed (DFIG)-based and (PMG)-based wind
turbines [33], [34]. The presented technique is a novel version of the conventional method (i.e. the
electrical torque is proportional to the square of the rotor speed), in which the proportional-
coefficient is adaptively adjusted in real-time through three control laws. The first control law

calculates the desired electrical torque using feedback linearization, assuming that the power
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capture coefficient and the desired rotor speed are instantaneously identified. The second control
law estimates real-time values of the power capture coefficient from a Lyapunov-based analysis,
and the third control law provides the desired rotor speed. These control laws cause the turbine to
adaptively adjust the rotor speed towards a desired speed in which the operating point moves in
the direction of increasing the power capture coefficient. The proposed maximum power seeking
method differs distinctly from the perturb-and-observe scheme by eliminating the need to add a
dither or perturbation signal and robustly tracking the trajectory of maximum power points even
in the event of a sudden wind speed change that would cause the perturb-and-observe technique to
fail. Findings of this power capture work were validated using models developed for a5 MW wind
turbine model. The significance of the presented technique as compared to the aforementioned
methods is that neither a perturbation signal, a lookup table, nor a power measurement is required.
Also, the maximum power capture coefficient and the optimum tip-speed ratio are not assumed as
known parameters. The presented technique demonstrates appropriate dynamic performance in the
presence of wind turbulence and sudden speed changes, while some existing techniques are
validated only for slowly varying wind speed.

The third contribution of this dissertation is a novel method to increase the lifespan of wind
turbines by reducing torsional vibrations caused by mechanical or electrical events. The presented
method uses only rotor speed as the feedback signal to create compensation torque, which is
superimposed on the extremum power-seeking torque. This method is examined in a five-mass
drivetrain of a (DFIG)-based and a (PMG)-based wind turbines. The simulated model includes
aerodynamics of a 750kW wind turbine, as well as dynamics of the generator, gearbox, and back-
to-back power converters. The presented control scheme is investigated for various scenarios to

damp the drivetrain torsional vibrations including; a voltage dip occurring on the power grid,
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switching of a series capacitor in the power line, and a wind speed variation [35], [36], [37]. The
effectiveness of the new control method is investigated through simulations. Simulation results
demonstrated that mechanical disturbances have similar impacts on the drivetrain torsional
vibrations in DFIG-based and PMG-based wind turbines. However, electrical disturbances have

more impacts on drivetrains in DFIG-based wind turbines than in PMG-based wind turbines.

1.6 Publications
Parts of the results presented in this dissertation can be found in the following articles.

1. Fariba Fateh, Warren N. White, and Don Gruenbacher, “A Maximum Power Seeking
Technique for Grid-Connected DFIG-Based Wind Turbines,” the IEEE Journal of
Emerging and Selected Topics in Power Electronics, vol. 3, no.4 pp. 957 — 966, Oct. 2015.

2. Warren N. White, Fariba Fateh, and Don Gruenbacher, “Impact of Sliding Mode
Bandwidth and Disturbance Estimation on Damping of Wind Turbine Torsional
Vibration,” (Invited paper) in the Processing of the American Control Conference, Boston,
MA, July 2016.

3. Fariba Fateh, Warren N. White, and Don Gruenbacher, “Torsional Vibrations in the
Drivetrain of DFIG- and PMG-based Wind Turbines — Comparison and Mitigation”
(Invited paper) in the Processing of the ASME Dynamic Systems and Control Conference,
Columbus, Ohio, Oct. 2015.

4. Fariba Fateh, Warren N. White, and Don Gruenbacher, “Mitigation of Torsional Vibrations
in the Drivetrain of DFIG-based Grid-Connected Wind Turbine,” in the Processing of the
IEEE Energy Convers Congress & Exposition, Montreal, Quebec, Sep. 2015.

5. Warren N. White, Fariba Fateh, and Don Gruenbacher, “Torsional Resonance Active
Damping in Grid Tied Wind Turbines with Gearbox, DFIG, and Power Converters,” in the

Processing of the American Control Conference, Chicago, Illinois, July 2015.

6. Fariba Fateh, Warren N. White, and Don Gruenbacher, “A Nonlinear Control Scheme for
Extremum Power Seeking in Wind Turbine Energy Conversion Systems,” in the

Processing of the American Control Conference, Portland, Oregon, June 2014.
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1.7 Organization of the Dissertation

In addition to this chapter, this dissertation is organized as follows

Chapter 2 begins with a description of topologies of wind turbine systems followed by,
main formulations of the aerodynamics of wind turbines and the tool used in this dissertation to
study all nonlinearities of wind turbine aerodynamics. A method to include a multi-mass drivetrain
into the wind turbine system is also presented in details. At the end of the chapter, natural
frequencies of a five-mass drivetrain are formulated to be used for analytical analysis and design
of the torsional vibration mitigation technique described in Chapter 5.

All mathematical formulations of electrical parts of DFIG-based and PMG-based wind
turbine systems are derived in Chapter 3. These formulations are used to develop block diagram
representations of a doubly fed induction generator, permanent magnet synchronous generator,
generator-side and grid-side converters, output filter of grid-side converter, power line between
the grid and wind turbine system, and series capacitor compensation. In addition, the overall
system is built in the Matlab/Simulink environment using the developed electrical and mechanical
block diagrams and FAST simulator, and verified on overall dynamic behaviors of DFIG-based
and PMG-based wind turbine systems.

In Chapter 4, background on two main maximum power seeking techniques is first
presented followed by nonlinear Lyapunov and feedback linearization techniques as a background
for deriving control laws later in the chapter. The proposed extremum-seeking technique
developed based on nonlinear feedback linearization and Lyapunov function theories is presented
and analyzed for DFIG-based and PMG-based wind turbines. The developed control scheme is

verified on 5SMW DFIG-based and PMG-based wind turbine systems. Also, a sensitivity analysis
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of control parameters on maximum power seeking is presented. Finally, the proposed technique is
compared to a conventional technique.

A novel vibration mitigation technique based on the nonlinear sliding mode theory is
presented in Chapter 5. Prior to developing this technique, a background on the sliding mode
theory is provided, and natural frequencies of the 750kW five-mass drivetrain are calculated. The
developed method of torsional vibrations was tested on 750kW DFI1G-based and PMG-based wind
turbines, and results are compared to the results from virtual inertia technique.

A summary of key research outcomes and contributions along with suggestions for future
work are presented for extremum power seeking and the mitigation of torsional vibration topics in

variable speed wind turbines in Chapter 6.
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Chapter 2 — Wind Turbine Classification and Aerodynamics

Various wind turbine classifications are expressed in Section 2.1 of this chapter. In Section
2.2, operating regions and aerodynamics of wind turbines are presented to explain the nonlinear
behavior of wind turbines as wind speed varies. A brief explanation on the wind turbine
aerodynamic simulator used in this work, FAST, is given in Section 2.3. The drivetrain is modeled

for mechanical resonance (vibration) studies in Section 2.4.

2.1 Wind Turbine Classification
Wind turbine systems can be classified based on type of generator, rotor axis, control
scheme, and ecological location. In Figure 2.1, two type of rotor axes, around which the turbine
blades rotate, are shown. Most wind turbines are classified as horizontal axis, some wind turbines
have blades that spin around a vertical axis [38]. Furthermore, the number of blades can differ in
wind turbines, but most current wind turbines have three blades. The major components of wind
turbines are blades, a rotor hub, drivetrain (bearing and gears), a generator, power converters and
control systems. Wind turbine systems can be classified in terms of their connections to a local
load (i.e. stand-alone applications, a utility power grid, i.e. grid-connected). In stand-alone
applications, a wind turbine feeds one or several electric loads such as water pumping,
communication stations, and light towers, that are isolated from the utility grid. In these
applications, power captured by the wind turbine should be equal to the demand power (load). In
grid-connected applications, a number of wind
turbines typically form a wind farm and ideally

run at the maximum power-seeking mode of

operation. Most of wind turbine systems are

) ) ) Figure 2.1 Horizontal (right) and vertical (left)
designed as variable speed turbines to produce axis wind turbine structures [56].
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more energy than fixed speed ones by using power electronic converters. Wind turbines can also
be classified in terms of location as on-shore and off-shore turbines.

There are some limitations for the onshore application. Offshore wind turbines typically
face higher wind speeds and, therefore, the amount of mechanical stress is higher. Due to limited
accessibility and transportation difficulties, high water erosion, and high wind speeds, capital and
maintenance costs for offshore wind turbines are also higher than onshore wind turbines.

The fixed speed, squirrel-cage induction generator operates at a speed slightly higher than

the synchronous speed, ng,,, = % fgria (rpm), where p is the number of poles and f;,4 is the

frequency of the power grid. Therefore, a high number of poles and/or a gearbox is required since
the blades shaft speed is very low (e.g. as low as 7 — 12 rpm for a 5SMW wind turbine). Also,
induction generators cannot produce any reactive power but they need reactive power to build the
necessary internal magnetic field for the energy conversion process. Thus, reactive power

compensation is implemented by capacitor banks at the generator terminals [39], as shown in

Figure 2.2.
Squirrel-Cage
Induction
ﬂ Generator Transformer
u __Capacitor bank
Gear Box

Blades

Figure 2.2 Fixed speed wind turbine topology
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Figure 2.3 Variable speed DFIG-based wind turbine topology

A majority of wind turbines are variable speed in which, the developed torque of the
generator is controlled by the generator-side converter, while the grid-side converter keeps the
DC-bus voltage balanced by transferring input power to the grid. Variable speed wind turbines
use either a (DFIG) or (PMG). In the DFIG-based wind turbine, approximately 30% of generated
power transfers through the rotor circuit and a back-to-back converter and the rest of the generated
power is directly injected into the grid through stator windings [40], [41], [42]. Therefore, a multi-
stage gearbox is needed to provide the match between rotor speed and frequency of the voltage at
the stator terminal for a chosen number of poles . In PMG-based wind turbine, 100% of generated
power transfers through the stator terminal and a back-to-back converter [43]. In this case, a multi-

stage gearbox is not essential when a high number of poles may be required.

Permanent Magnet

Synchronous
ﬂ Generator Transformer
Gen-Side Grid-Side (.)
U Converter Converter
Gear Box

Blades
Figure 2.4 Variable speed PMG-based wind turbine topology
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2.2 Wind Turbine Aerodynamics

There are different notations to specify various operational regions of wind turbines.
Herein, operational regions are defined as Regions 1, 2, 2.5, 3, and 4, as shown in Figure 2.5. In
Region 2, wind turbines start to produce power when the wind speed is above v,,;,, and the
generated power can go up to the rated power of the overall wind turbine system, Pr ,4teq- In this
region, the wind turbine operates at a variable speed mode to capture maximum available power
from the wind. In Region 3, the wind speed is above vpy ,-qreq, at Which the captured power is at
its rated or nominal value, and the maximum wind speed, v,,,,. In this region, wind turbines
operate at the rated power and the rated rotor speed by controlling the blades pitch angle. In Region
2.5, wind turbines operate around the rated rotor speed but below the rated power.

Power captured is performed only in Region 2, due to the inherent variable nature of the
wind speed and therefore irregular available wind power. Again, in Region 1, the wind speed is
below a minimum level for turbine operation and thus no power can be captured. In Region 2,
rotor speed can be controlled to capture maximum power as the wind speed varies, with the blade
pitch angle typically held constant at the optimal value providing maximum aerodynamic torque.

In Region 3, the wind speed is above a maximum rated speed where no extremum power seeking

Power available

1 in the wind N
PTrated -------------------------------- P
= |
3 i
= |
o 1
e i
Reg. 1 Reg. 2 ' Reg. 2.5, Reg. 3 Reg. 4
Vmin VYwRratea  VPTratea Umax

Wind speed, v, (m/sec)

Figure 2.5 Different operational regions of wind turbine
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is required so the goal is to use blade pitch control to control the generator speed at its rated value
by reducing extra aerodynamic power. Control in Region 2 is a complicated because of nonlinear
dynamics and immeasurable terms such as rotor aerodynamic torque and the power capture
coefficient. Figure 2.5 shows the power captured by a turbine versus wind speed relationship for
three wind speeds. The relationship between mechanical input power and wind speed normal to

the turbine blades can be written in terms of available wind power, P4, as
1 3
Payair = 2 pAv (2.2.1)

where p is the air density (1.225 kg/m?), A is the rotor swept area, and v is the wind speed. The
power captured by the turbine, Py, is a fraction of the available power expressed as

Pr = Payair- Cp (4, B) (2.2.2)
where C,(4, f) is the power capture coefficient, Bis the blade pitch angle in rad, and 4 is the

dimensionless tip speed ratio given by

wpR
A==

v (2.2.3)

where wy, is the rotor speed in rad/sec, and R is the blade radius in meters. According to the Betz
law [44], the power coefficient of a wind turbine is limited to% = 0.593. Let T,,.,, denote

aerodynamic torque delivered to the turbine rotor, then captured power is
PT = TaerowR- (224‘)
Combining (2.2.1), (2.2.2), and (2.2.4) and then solving for T,.,, (or mechanical torque, T,,) yields

Taero = f(W, wR)Cp(A' B) (2.2.5)
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Figure 2.6 Block diagram of interfacing of FAST and electrical parts and controllers in the
Matlab/Simulink

where f = (1/2wg)pAv® for wg > 0. Using the tip speed ratio of (2.2.3), Ty, iS proportional
to the square of the rotor speed. In addition to wind turbine aerodynamic equations, the equation
of motion for a coupled wind turbine and generator, referred to the rotor shaft, is

dwpg
dr = Taero — Te (2.2.6)

where ] is the equivalent lumped mass moment of inertia of the blades, rotor shaft, and drivetrain,

and T, is the electrical torque provided by the generator.

2
£
PT, rated
Eh 3 ‘
06 Reg.1 | Reg. 2 and 2.5 . Reg.3
04 \
o '
© :
0.2 !
0

VUnmin vPTrated

Figure 2.7 Ideal power capture coefficient,Cp, of a wind turbine in Regions 1, 2, 2.5 and 3.
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2.3 FAST Tool for Modeling Wind Turbine Aerodynamics

The mechanical subsystem is modeled using the FAST (Fatigue, Aerodynamics,
Structures, and Turbulence) simulator, which has been developed by the National Renewal Energy
Laboratory (NREL). This wind turbine (mechanical parts) has been used as the analysis tool to
examine the validity of numerous control schemes applied to wind turbines in the literature [45],
[30], [31].

The FAST simulator includes the aerodynamics and mechanical aspects of a wind turbine.
FAST reads mechanical and aerodynamic system parameters from input files and creates
mechanical output files to exchange with the Simulink model. In this work, the key inputs to FAST
are the wind speed profile and electrical torque, and the main outputs are mechanical
(aerodynamic) torque, T,.,,, and low-speed rotor speed, wg. In this dissertation, electrical parts
and controllers, implemented by Simulink blocks, are coupled to the inputs and outputs of the

FAST simulator, as shown in Figure 2.7.

2.3.1 FAST Simulator Capabilities
The FAST simulator enables analysis of nonlinear aerodynamics of tower, two-mass
drivetrain, two- or three-blade, horizontal-axis rotor, and off-shore and on-shore (on-land) wind
turbines. FAST, which is written in the Fortran programming language, can be used in a Simulink
model as an S-Function block. Many parameters of a wind turbines are accessible and can be set
prior to running the FAST simulator. Although a Thevenin’s equivalent induction generator model

exists in the FAST simulator, it is not as sophisticated as the model developed in this dissertation.
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232 FAST Simulator Models in this Dissertation

Two different FAST models are used in this dissertation: a 5 MW and a 750 kW wind
turbine model. The 5 MW model is used for the extremum power seeking study and the 750 kW
model is used for the vibration mitigation study in this work justification. The following
paragraphs provide, a short summary of the FAST models for each system.

The 5 MW system in this dissertation is built around the NREL 5 MW FAST model. In the
turbine model the distance from the rotor apex to the blade tip is 63 m, the distance from the rotor
apex to the blade root is 1.5 m, the height of tower above ground level is 87.6 m, the vertical
distance from the top of the tower to the rotor shaft is 1.96 m, the rotor inertia is 38.759227 kg-
m2. Details of the model can be found in [31]. The turbine has a nominal shaft speed of 12.1 RPM
at 11.4 m/s wind speed identifying the upper boundary of Region 2 for the 5 MW wind turbine.

The 750 kW system in this dissertation is built around the NREL 750 kW FAST model .
In the turbine model the distance from the rotor apex to the blade tip is 24.1 m, the distance from
the rotor apex to the blade root is 0.6 m, the height of the tower above ground level is 53.6 m, the
vertical distance from the top of the tower to the rotor shaft is 1.2 m, the rotor inertia is 998138
kg-m?2, etc. Details on the model can be found in [46]. The turbine has a nominal shaft speed of 24
RPM at 11.4 m/s wind speed identifying the upper boundary of Region 2 for the 750 MW wind

turbine.

24 Modeling of Multi-Mass Drivetrain (Gearbox) System
The drivetrain dynamic includes the rotor, the gearbox and the generator. For most studies,
the wind turbine drivetrain has been modeled as a two-mass system coupled through a gearbox,
thereby justifying neglect of the effects of the gearbox moment of inertia, damping, and stiffness

[30], [47]. However, in a study of torsional vibration (resonance), a detailed model of a gearbox
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Disk

Figure 2.8 Torsional dynamic in a rotating system

must be considered [24], [30], [46] . A simple model for a rotational system is shown in Figure
2.8. As shown, the imposed torque, T, is balanced at any instant by the summation of torques
generated by disk inertia, damping, and stiffness of the shaft as

d?A0  dAB
T=]—+D——+KA§ (2.4.1)

where A6 is the angular displacement due to the imposed torque.

A five-mass model of the drivetrain is considered in this work, as shown in Figure 2.9.
Thus, the equations of motion for the wind turbine coupled to the generator can be represented by
a five-mass-spring-damper model with a three-mass gearbox and four torsional springs. In total,
this five-degree-of-freedom model has five natural frequencies. A five-mass drivetrain can be

described by the following differential equations [30], [24]:

Jr & 6g Gen
, J2 &6,
ki Eg; & §§—§K3 . O
&0
, 8 X
! ! Gearbox
Rotor
Blades

Figure 2.9 Five-mass drivetrain system
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dw

Jr d_tR = Taero — K1(0r — 01) — D; (wg — wq) (2.4.2)
]1 dt = K1(6gr — 61) + D; (wg — w1) — K3(0; — 0,) — D, (w1 — w5) (2.4.3)
dw,
I2 ST K01 — 05) + D, (wy — wy) — K3(6; — 63) — D3 (w; — w3) (2.4.4)
]3 dt = K3(0; — 63) + D3 (w, — w3) — K4(03 — 96) — Dy (w3 — wG) (2.4.5)
d(A)G
I ar K4(03 — 0;) + Dy (w3 —wg) — T, (2.4.6)

where ] represents the lumped moments of inertia for each mass, K represents the stiffness value
of each shaft, and D represents the viscous damping coefficient. Since 8 and w are considered
state variables, the order of a five-mass drivetrain (gearbox) system is described by 10 first-order

differential equations. Herein, (2.4.2) through (2.4.6) only represent five of these equations, while

: : : . : . e o o e
the other five are given by simple differential equations: d—tR = wg, d—tl = w1, d—tz wWo, d; =

w3, and % = w .These equations can be formed in a 10 x 10 matrix format as

AQ,(_L K LBy k41

WFI

Dk+1

Awk—l. k Awk‘ k+1

Figure 2.10 Gearbox stage model of a multi-mass drivetrain in a block diagram format
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Aek, k+1

dwg

+

/o

Awy jiq

Figure 2.11 Generator dynamics as a part of the multi-mass drivetrain

i [9]5><1 _ [0]5><5 [I 5%5 9 5x1 [0]5><1
dt [[]]5><1 [w]5x1] B [[K]st [D] 5><5] [ [w] 5><1] * [[T]le] (247)
which can be rewritten as
[6]5x1 5><5 [Isxs [6]5x1 [0]5x4
zlL. - [U ERTITENTSIN | (06 R = (248)
Where, [9] = [QR 91 62 63 Hg]T, [(l)] = [(‘)R Wy Wy W3 (‘)G]T, [T] =

[Tearo 0 0 0 T,]7, and stiffness and damping metrics (i.e., [K] and [D]) are given as

[_K1 Ky 0 0 0 ]
| Ky — (K +K5) K, 0 0 |
[K]=| © K, —(Ky + K3) K3 0 (2.4.9)
0 0 Ks — (K3 + Ky) K,
0 0 0 Ky —K,
—D; Dy 0 0 0
[ D, —(D;+D,) D, 0 0 }
[D]=] O D, —(D, + D5) D3 0 (2.4.10)
l 0 0 Dy —(Ds+D,) D,
0 0 0 Dy —D,
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Also, [/]s4s is given as

;Y 0 0 o 0
0o Jitoo 0 0
o o0 Jt 0 0
o 0 o0 Jit o0
0 0 0 0 J:'l

(2.4.11)

One gearbox stage of a multi-mass drivetrain is shown in Figure 2.10 in a block diagram format

Figure 2.11 shows generator dynamics as a part of the drivetrain.

24.1 Multi-Mass Drivetrain Natural Frequencies

Eigenvalues of the drivetrain can be calculated by solving the following equation

det [_Uglsxs ~Usxs =0 (2.4.12)

[Klsxs Alllsxs — [J1sxs[D]sxs

Remark: If A, B, M, and N are n X n matrices and N is invertible, then the determinate of the

blocking matrix [1\‘31 11\3,] is calculated as

A Bl_ R
det [M N] = det(AN — BN"1MN) (2.4.13)
Using this remark, for the worst case scenario when the damping coefficient matrix is neglected,

(i.e. [D]sxs = [0]sxs), natural frequencies of the five-mass drivetrain are given by
det(4* [sxs — [Msxs A7 [Tlsxs Ulsxs[KIsxs Alllsxs) =0 (2.4.14)
which can be simplified as

det(2? [I]sxs — [lsxs [Klsxs ) =0 (2.4.15)
The natural frequencies are calculated as

= ! \/ 1 IK 2.4.16
f—% eig([[15xs [Klsxs)- (2.4.16)

This equation can be used to generate compensation torque components at the natural frequencies
of the drivetrain in order to develop an active torsional vibration (resonance) mitigation method,

as discussed in Chapter 5.
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242 Integration of Multi-Mass Model into the FAST Model

Development of the FAST simulator was based only on a two-mass model of the drivetrain
[32]. Therefore, a multi-mass model of the drivetrain (gearbox) should be separately developed
and coupled to the FAST simulator, as shown in Figure 2.12. As observed from a comparison of
Equations (2.2.6) and (2.4.2), dynamics of the rotor low-speed shaft is modeled by the FAST code,
where generator torque, T,, is an input signal to the FAST simulator, as shown in Figure 2.8.
Accordingly, the last two terms in Equation (2.4.2) can be defined as T, geqc¢ as the input signal
to the FAST simulator, while Equations (2.4.3) through (2.4.6) must be constructed in the
Matlab/Simulink environment, as shown in Figure 2.12. These equations are also demonstrated in

block diagram formats shown in Figures 2.10 and 2.11.

Parameters
Wg . . . T, react ( N Taero
Multi-Mass Drivetrain - L
Model ) ©
. J Vwind Wind Turbine 5,
T, > FAST Simulator
Vyri k >
grid Generator, Converters, (i)
and Electrical Circuits__ ~ ~
(iii)
A g
Te
Control Schemes -
(iv)

Figure 2.12 Block diagram of interfacing of different subsystems and controllers in the
Matlab/Simulink, (i) is developed by others and adapted in this work, (ii) & (iii) developed based on
existing knowledge, (iv) original contribution of this dissertation explained in Chapters 4 and 5.
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Chapter 3 - Modeling of Electrical Devices in Wind Turbines

In this chapter, all electrical parts of DFIG-based and PMG-based wind turbines are
developed in the synchronously rotating dqO-reference frame. Developed state-space
representations of the electric parts form the electric circuit blocks shown earlier in Figures 2.11
and 2.12 of Chapter 2. These state-space models are able to be easily linked to the FAST wind
turbine simulator/code, enabling complicated studies to be performed on various control strategies
in variable speed DFIG-based and PMG-based wind turbines in the presence of electrical and
mechanical disturbances. In this chapter, full-order models of grid-connected DFIG and PMG are
presented. The models of back-to-back converters and their controllers are developed in the dq0-
reference frame. A compensated power line model is developed in order to study a series capacitor

switching in the feeder line between the grid and a wind turbine system.

3.1 DFIG-based and PMG-based Wind Turbine Topologies

Energy conversion in wind energy systems is achieved using two main devices. The first
device is the extraction device, which harvests mechanical power of the wind stream that turns the
wind turbine rotor, as explained in Chapter 2. The other device is the generator that transforms
rotational mechanical energy to electrical energy [48]. As described in Chapter 2, fixed speed wind
turbines are typically operated with a squirrel cage induction generator that requires a multi-stage
gearbox. However, most high-power (above 500kW) wind turbines have adopted variable speed
operation because of extremum power seeking, active control capabilities in response to grid
power quality requirements. For these variable speed applications, both (DFIGs) and (PMGs) are
commonly used with a multi-stage gearbox and power electronic converters. PMG-based wind

turbines are becoming increasingly popular because they eliminate the need for a gearbox resulting
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in a lower number of required maintenances [46]. (PMG) and (DFIG) topologies are described in

the following subsections.

32 Doubly Fed Induction Generator

DFIG currently is the most common type of generator in wind turbine systems. A DFIG
consists of two sets of windings on the stator and rotor. Both stator and rotor have three windings
that correspond to three phases: phase-a, phase-b, and phase-c. The stator has p number of poles.
Stator phases are directly connected to the power grid, whereas the rotor phases (terminals) are
connected to the power grid through two back-to-back converters, as shown in Figure 3.1. The
back-to-back converter handles only the rotor power rating, which is approximately 30% of the
nominal generator power. Therefore, less power loss occurs in the converter of a DFIG compared

to that in a PMG where the converter handles the entire captured power [43].

3.2.1 Normal abc- and dg0-Reference Frames
A three-phase power apparatus or system is generally modeled in a normal abc-reference
frame, single-line representation, or dq0 (direct-quadrature-zero)-reference frame. For control

purposes, control engineers commonly use dq0-reference frame models of generators, converters,
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Figure 3.1 Schematic of a DFIG based wind turbine system

30



filters, and power lines. A dq0 model is obtained using a mathematical transformation that rotates
in a constant speed in a reference frame that simplifies analysis of three-phase circuits or systems.
The dq0 formulation presented in this dissertation is identical to the one first proposed by Robert
H. Park in 1927, and similar formulations also called dq0- transformation exist in the literature.
The main advantage of using dqo transformation is that the three AC quantities are reduced to two
DC quantities in balanced three-phase systems. Furthermore, in the analysis of three-phase electric
machines, this transformation eliminates the effect of time varying inductances. In Figure 3.2,
magnetic axes of a three-phase induction machine (generator), are demonstrated in conjunction
with corresponding g and d axes. The dq0 (or Park’s) transformation matrix, T, used in this

dissertation to convert abc quantities to dq0 reference-frame quantities are given as

Figure 3.2 Stator and rotor magnetic axes of a three-phase induction machine
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[ 21 21\
cos(6;) cos (65 - —) cos (6?5 + —)
X 3 3/ x
a2 21 2m\ ||°®
Xda| = 7|sin(fs) sin (95 - —) sin (95 + —) Xp (3.2.1)
N 3 3/ ||,
1 1
2 2 2

where x can be v, i, or A. 6 is the angle between stator phase-a and g-axis. Also, the 2/3 is an
arbitrary coefficient, as for example /2/3 is also used by many investigators. The transformation
from dqO0 to abc is obtained from
[ cos(8y) sin(6y) 1]
| 21 _ 21 [ %4
_ |cos (95 — ?) sin (95 — ?) 1| x|, (3.2.2)
I

21 _ 21 | Xo
cos (95 + —) sin (95 + —) 1J

3 3

Here after, T, is called the abc to dqo and T, is called dqO to abc transformation matrices.

322 DFIG Model in abc-Reference Frame.
Modeling of DFIG begins by applying the Kirchhoff ’s Voltage Law (KVL) for stator

windings to get

Vas Rs 0 07[ias Aas
Vps|= =[O0 Ry O lips|+—|A (3.2.3)
Ues 0 0 Rs ics Acs

where R; is the resistance value of stator windings in each phase, and the stator linkage flux, A5 or
> ber Includes both the stator and rotor effects (i.e., 13,. = A5}, + A3pc)- Similarly, rotor winding

equations are written as

Var R, 0 07[lar Aar
Uor| =0 Re O fibr |+ =y (3.2.4)
Ver 0 0 RT‘ ler ACT

where R, is the resistance value of stator windings in each phase, and the rotor linkage flux

includes the rotor and stator effects (i.e., A,,. = AL, + A4pc)- Also, the rotor quantities are
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referred to the stator side (i.e., vy = (Ns/N)Varactuary Rr = (Ms/M)*Rractuary, lar =
(/19 iar (actuatyr Adar = (Ms/My) Aar(actuary) Where ng and n,. are the number of turns per phase
in the stator and rotor windings, respectively. This simplifies the rotor and stator equations, as Ly,
can represent the stator magnetizing inductance, the stator-rotor mutual inductance, and the rotor
magnetizing inductance all referred to the stator side. More details on electromagnetic circuits of

electric machines are presented in [29].

As mentioned, the stator linkage flux is given as a summation of the stator and rotor

magnetic fluxes (i.e., A5, = Agpe + A2hc)- This can be written in a matrix format as
— 1 1 -
. Lig+ L, _ELm _ELm ;
as as
Abs = — ——Lm LlS+Lm ——Lm lps
A 2 2 i
CS 1 1 CcsS
~Slm  —5lm  Lis+ L)
2m 21\
L, cos(6,) L,, cos <9r + ?) L,, cos <0r - ?)
i
21 2m\ [|.4"
+|L,, cos (HT - ?> L,, cos(6,) L,, cos (0r + ?) \l.br] (3.2.5)
21 21 ter
| Ly cOs (Hr + ?) L,, cos <9r — ?) L, cos(6,.)
Similarly, the rotor flux linkages are obtained from
— 1 1 -
Lip +Lm  =5Llm  —5Lm |
Aar lar
Apr | = —5lm Lt Llm  —5Lm ||l
ACT 1 1 lCT'
—Slm  —5lm Ly +Ln
21 21\
L, cos(6,) L, cos <9r - ?) L, cos <9r + ?) _
21 2my | [tes
— L, cos (Hr + ?) L,, cos(6,) L,, cos (Hr - ?) Lps (3.2.6)
21 21 fes
| Ly cOs (Hr - ?) L,, cos <9r + ?) L,, cos(6,.)
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If the stator and rotor variables are transformed into a rotating reference frame, the stator-rotor
mutual inductances become independent of the electrical rotor position, 6,., and rotor speed, w,..
However, 6, and w, are related to the generator mechanical angle and speed at the high-speed

shaft side of wind turbines described in Chapter 2 as

2
O; = Eer (3.2.7)
2
Wg = — Wy (3.2.8)
p
where p is the number of poles.
323 DFIG Model in dq0-Reference Frame

Appling the dq0 transformation matrix, Ty, for voltage equations of the stator windings

given in (3.2.3), yields

Vgs R, 0 O lgs
Uds‘ =—Tg, |0 Ry 0|T5"|ias|+ T, E Tg.! xds (3.2.9)
vOs 0 0 RS lOS

where Ty_and Te_sl matrices were given in (3.2.1) and (3.2.2). This equation can be rewritten as

i dT—l /1qs /1

qu RS O O qs qs
Vas| = =T, | O Rs O [Ts"|ias|+ To, 7 |as| + To Ty 7 |Aas|- (3.2.9)
Vos 0 0 R, ios Aos Aos
Also, %TG‘S 1 can be obtained from
—sin(6;) cos(6,) O]
d | . (0 277) (9 271') Ol
—Sin - Ccos _
I —Tp.! = (w5) S 3 S 3 (3.2.10)
_ 2r 2r
—sin (65 + ?) cos (95 + ?) 0

where wg = %‘ Substituting (3.2.10) into (3.2.9) gives
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i 2m 21T\
cos(fs) cos (6?5 - ?) cos (95 + ?>
Vgs Re 0 01[les] g4 Ags oo oo
Vas|=—|0 R, O ids Aas| + = sin(@s) sin (95 - _> sin (95 + _>
Vos 0 0 R d A 3 3 3
s 0s 1 1 1
2 2 2
—sin(6,) cos(8y) 0]
| —sin (9 - 2_n) cos (9 - Z—H) 0 |
X (wg) s 3 s 3 : (3.2.11)
) 21 21
—sin (95 + ?> cos (95 + ?) 0
Using trigonometric identities, (3.2.11) can be further simplified as
0 iqs d /1qs 0 Wg 0
vdS 0 idS E }\dS + —Wg 0 0f. (3212)
0 R; Aos 0 0 O

The same calculation steps can be performed for the rotor winding equations, that is

R, 0 0 igr
[Udr] = —T;-00|0 Ry OIT(H -6, |Lar | + Tios-00) 77 T(es 6,) 7\dr (3.2.13)
0 0 R ior

where in dq0 transformation for the rotor quantities, the 6 in (3.2.1) and (3.2.2) must be replaced

by (65 — 6,). This yields

07 rigr d Agr 0 wr) O
Var| = 01 |iar|+ dt Aar |+ [— (w5 — w;) Adr (3.2.14)
rd Lior Aor 0 Aor

Stator and rotor flux linkage equations given in (3.2.5) and (3.2.6) can also be converted into the
dq0 reference frame. Beginning with the stator windings, the stator linkage flux is given by 43, . =
—Lgispe + Lgrilpe - This equation is converted to the dqO reference frame by replacing the abc-
reference frame current and flux quantities by their equivalents in the dgO reference

To! Aq0 = —Lss Tg. 50 + Lsr Tomo, ihao (3.2.15)

which can be simplified as
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Aéqo = _Tes Lss TH_Sl iglqO + TGS Lgy TH_SI—QT igdo (3.2.16)

This can be expanded as

qs
}\ds
Aos
i 1 1
Lig+ L, _ELm _ELm ;
1 1 |
=To,| —3Lm  Lis+Lm —5lm [To, |las
1 1 los
| —5lm  —5lm Lt lm,
21 21\
L,, cos(6,.) L,, cos (Br + ?) L,, cos (9r — ?)
21 21 1 L,qr
+ Ty, | Ly, cOS <9r - ?> L, cos(6,) L, cos <9r + ?) To.-6,) ar |- (3.2.17)
2 2m for
| L cos (Gr + ?) L,, cos (Br — ?) L, cos(6,)
This can further simplified as
Aqs LlS + LM O 0 iqs LM O O iqr
As|=—=| O Lis+Ly O ] igs|+1 0 Ly 0] [im] (3.2.18)
/105 0 0 Lls iOs 0 0 0 iOr

where, Ly = %Lm . Similarly, rotor flux linkage equations can also be converted to the dq0

reference frame
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A

qr
}\dr
AOr
i 1 1
Ly + L, _ELm _ELm ;
1 1 -1 ar
= T(o,-6r) —olm Ly tlm  —5lm Tto5-6,) |Lar
1 lOr
i _EL"‘ _ELT” Ly + L |
21 21\
L, cos(6,) L, cos (HT + ?) L, cos <0r - ?)
21 2m\| .._4 fas
o0 |Lmcos (6, = 5)  Lmcos(®)  Lycos(6,+5 )| To fias]. (3219
iOs
21 2m
L, cos (Hr + ?) L,, cos (Br — ?) L., cos(6,)
This can further simplified as
Aqr Llr + LM 0 O iqr LM 0 0 iqs
}\dr = 0 LlT‘ + LM O idr - O LM 0 idS . (3220)
Aor 0 0 Ly 1 lig, 0 0 O0lligg
324 Block Diagram Representation of DFIG Model

In this subsection, the block diagram representation of DFIG is presented using equations
developed in the previous subsection. For balanced systems, including case studies of this
dissertation, only the stator and rotor d- and g- axes equations are needed. Therefore, the electrical
part of a DFIG model can be represented by four differential equations and four algebraic

equations, as given in the following. Differential equations for the stator windings can be written

as
dAgs
qu _Rslqs + 7 + wslds (3221)
. dlds
Vas = _Rslds + W - wslqs (3.2.22)
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where R, is the stator winding resistance per phase and wg is the angular speed of the dqO-

reference frame. Similarly, differential equations for the rotor windings can be written as

dlg,
Vgr = Rylgr + I + (ws — wy) Ay (3.2.23)
. dldr
Var = Rplgr + 9t (ws — W) Agy. (3.2.24)

Stator flux linkage equations can also be converted to the dqO0 reference frame as
Ags = —Lgigs + Lyigr (3.2.25)

Ags = —Lgigs + Luigr (3.2.26)

where L,, is the mutual-inductance and L is the stator self-inductance. Similarly, rotor flux
linkage equations can also be expressed as
Agr = Lyigr — Laigs (3.2.27)

Adr = Lr'idr - LMidS (3228)

Figure 3.3 Stator flux, 1,5 and A4, (state variables) calculations from the input signals, vy , igr , Vs and
idr
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Figure 3.4 Rotor flux, A4, and 4,4, (state variables) calculations from the input signals, i4,- and iy,
as well as stator flux 4,5 and A4

where L,. is the rotor self-inductance. Stator voltages v, and vy are determined by the grid, and
the rotor currents i, and iy are controlled by the rotor side converter, accordingly thereby
obtaining 4, and A,4,. Figures 3.3 and 3.4 illustrate the model of the electrical part of a DFIG in a
block diagram, where L, is equal to L, + L,,. Other quantities can be calculated using algebraic
equations (e.9. igs, iqs, from (3.2.23) and (3.2.24)) neglecting dA,,/dt and dAg4,/dt terms. The

electrical torque, T,, formulation is developed in the following subsection.

3.2.1 Electrical Torque of DFIG in dq0-Reference Frame

In the previous subsection, the DFIG was treated as RL circuits that are magnetically
coupled, and its electromechanical feature was ignored. In the following, the power transferred
property of a DFIG is taken into account, beginning with stator and rotor power equations.

Generated power at the stator terminals of a DFIG can be expressed as
Py = Vgslas + Vpsips + Vesles- (3.2.29)

This equation can be rewritten in a vector format as

Py = Vapes Labes (3.2.30)

This can also be converted into the dq0 reference frame as

_ T,_q. AT
P = (Tg.'vaqo) (T4,'iaqo) = Vago” (o, ToDiago- (3.2.31)

39



where the term in parenthesis (i.e. Te‘slTTe‘sl) is given as

100
Te—slTTe—Sl:E[o 1 0] (3.232)
0 0 2

Again, for a balanced system, the 0-quantities can be neglected, and therefore (3.2.31) can be

simply written as
3, . .
Po=3 (vgsigs + Vasias)- (3.2.33)
Similarly, the rotor power, B., at the rotor terminal can be obtained from the following equation.
3, . .
RAZE(m"%r+l%ﬂmJ. (3.2.34)
This means that the total power generated by the stator and rotor circuits is given by
3, . , 3 . .
P=PR+h=3 (vgsigs + Vasias) + 2 (vgrigr + Variar)- (3.2.35)

Substituting v,s, vg4s, Vg, @and vg,. from the voltage equations in (3.2.21) through (3.2.24) into
(3.2.35), assuming an arbitrary rotating speed,w, for the dq0 reference frame, yields

P, =P, +P

3 d/1qs . . dlds . .
= E ( dt - Rslqs + w/lds)lqs + (W — Rgigs — w/lqs)lds

3((dAgr ] .
+ > Tt + Ryigr + (0 — wp)Agy | igr

dldr . .
+ ( Tt + Ryigr — (w — wr)lqr) igr |- (3.2.36)

This equation can be rearranged and then written as
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3 (dlgs  dlas dAgy . dhar .
dt ‘T g tar

3 .2 .2 .2 .2 . .
Pe = E(_Rslqs - Rslds + erqr + erdr) + E + lgs + dt Lgr + dt

3 . . . .
+ 3 (wAdSLqS — Wlgsigs + (0 — W) Agrigr — (w — a)r)lqudr) (3.2.37)

As shown in (3.2.37), electrical power can be divided into three terms. The first term represents
power dissipations in the stator and rotor windings. The second term relates to the time rate of
change of magnetic energy stored in inductances of the stator and rotor windings. The third term
contributes to the power conversion from mechanical to electrical. Therefore, electromechanical
power is given by

3 . . . .
P, = 3 (wldslqs — WAgsigs + (0 — w ) Agrigr — (0 — a)r)/lqudr) (3.2.38)

This equation is valid for an arbitrary reference frame with an angular speed, w, so it must also be
valid for any speed including the rotor speed w = w,- meaning that [29]

3 . .
P, = Ewr(ldslqs — Agsias) (3.2.39)

Accordingly, the developed electrical torque, T, is calculated by

Pem
T, = . 2.4
P (3.240)
Using (3.2.39), and (3.2.8), then
3p,., . .
T, EE(Adslqs—/lqslds) (3.2.41)

where T, is not a function of w, and therefore (as expected) the torque expression is valid for any

reference frame, regardless of the angular speed.
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Figure 3.5 Schematic of a PMG based wind turbine system
3.3 Permanent Magnet Generator

In a (PMG), the necessary magnetic field is provided by a permanent magnet mounted on
the generator’s rotor. The PMG belongs to the synchronous generator category, however, no
windings, external DC power supply, or rings are needed on the rotor therefore they require less
maintenances. PMGs have received attention from the wind turbine industry because they do not
require a multi-stage gearbox, further reducing wind turbine maintenance costs.

Similar to DFIG topology, the stator windings for PMGs correspond to three phases: phase-
a, phase-b, and phase-c. However, no windings exist in the rotor, and stator terminals are indirectly

connected to the power grid through a back-to-back converter, as shown in Figure. 3.5.

3.3.1 PMG Model in the abc-Reference Frame

As the stator windings are electrically structured similar to the one in a DFIG, the stator

voltage equations are similarly written as

Vas Ry 0 O7[ias Aas
Vps| = — 0 RS 0 ibS +% Abs (331)
Ves 0 0 Rs ics /165
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where the stator linkage flux includes the stator and rotor effects (i.e., A3, = A3pc + Aapc)- The
only difference is that the term A3, is produced by the permanent magnets. Therefore the flux

linkage equations can be written as

- 1
Lis+Lm  —5lm  —5Lm Am COS(HT)
Aas 1 1 tas A cos —
}\bs = —] — ELm LlS + Lm — ELm lps | (332)
Aes les
1 1
| ~5lm  —5lm  Lis+Llm [Am COS( J

where A,,, is the magnetic linkage flux produced by the rotor permanent magnets. No equation is

needed for the generator rotor circuit.

332 PMG Model in the dq0-Reference Frame
Using the dq0 transformation matrix, Ty, and its inverse, Tg_ 1 the stator circuit equations

can be rewritten as

q — axis

d — axis
CS

Figure 3.6 Stator and rotor magnetic axes of a three-phase permanent magnet machine
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vqs RS 0 0 iqs d Aqs
Vas| = =Tg, |0 Rs O |Tg " |igs| + To, T To." | Aas (3.3.3)
Vos 0 0 R los Aos

In synchronous machines (herein generators), the rotor and the synchronous speeds are identical.

Hence, the d-axis can aligned with the magnetic axis of the rotor (i.e., 6, = g — 6,) as shown in

Figure 3.6. Therefore, 6, in (3.3.2) can be replaced by g— 6, and (3.3.3) is then simplified as

qu RS O O iqs d Aqs O (l)s O ACIS
Vas|l=—10 Rs 0 idS + E Ads + —Wyg 0 0 }\ds . (334)
Vos 0 0 RS iOS /105 0 0 0 AOS

Stator flux linkage equations can also be converted to the dqO0 reference frame:

1 1

) Lig+L, - ELm ELm ;
as 1 1 as
}\ds = _TGS —ELm Lls + Lm _ELm TQ_Sl |:L:ds]
Aos 1 1 los
-_EL’" _EL’" L15+Lm_
A,y cos (g - 05)
T 21
—Tg, [Am cOs (E — 65 — ?> . (3.3.5)
T 21
_Am cos (E — 05 + ?>

After mathematical manipulations, (3.3.5) can be simplified as

}\ds = - 0 LlS + LM 0 idS - Am (336)
Aos 0 0 Lis1liyg 0

where, Ly, = %Lm :
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333 Block Diagram Representation of PMG Model
In this subsection, the block diagram representation of PMG is presented using the
developed equations from the previous subsection. For a balanced PMG, only the two d-axis and
q- axis equations are needed, and O- quantities can be ignored. Therefore, the electrical part of a

PMG model can be represented by two algebraic and two differential equations, as seen in

Ags = —(Lis + Ly)igs (3.3.7)
Aas = —(Lys + Ly)igs — Ap (3.3.8)
dA

dgs = vy + Ryigs — Wshas (3.3.9)
dA

dgs = Vgs + Ryigs + wslgs. (3.3.10)

These equations can be combined into two state-space equations as

dAgs R,
F = Vgs — L—S/lqs - ws/lds (3311)
d2gs
—| -
— S
+
—_—
Vgs +
Vas + + @,
g
=0 2Ok
— — |
TN ddgs LS Aas

dt

Figure 3.7 Stator flux, 1,5 and A4, (state variables) calculations from input signals, v, , v4s and A,,
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Bas By B e+ wohes (33.12)
dt Lg Lg a

where L is equal to L;s + Ly,. Figure 3.7 shows a model of the electrical portion of a PMG in a
block diagram format. Furthermore, the electrical torque, T,, formula in (3.2.20) is also valid for

a PMG; the torque formula is written only in terms of the stator quantities.

34 Back-to-Back Converter
Solid-state-based converters have much faster dynamics than the windmill and generator,
therefore, in order to study the slow dynamic phenomena, generator- and grid-side converters can
be modeled by their controllers and first-order transfer functions as shown in Figures 3.8 and 3.9.

Using KVL for the low-pass filter at the AC side of the grid-side converter shows

lai Ly 00 lai Vgi
vbS O Rf ibi + 0 Lf 0]— ibi + | Upil. (341)
O Rf ici O O Lf i(;i vCi
This can be converted to the dq0-reference-frame as
Vas Rf 0 0 iqi Lf 0 0 iqi Vgi
To |vbs|=|0 Rf O|Tp*|ig|+|0 Lr O - (P + T |Vai|.  (3.4.2)
Ves 0 0 Rf iOi 0 0 Lf ioi Voi
Multiplication of both sides by Ty_ yields
Vas Rf 0 0 iqi Lf 0 0 d iqi Vqi
Ups| =Tp [0 Rr O |Tg!|igi|+Te, |0 Lf O - T, + To, Tg." |Vai. (34.3)
Ues 0 0 Rf ioi 0 0 Lf ioi Voi

which simplified as

qu Rf O 0 iqi Lf 0 0 d iqi
Vis| = 0 Rf 0 idi +10 Lf 0 E idi
Vos 0 0 Rf iOl' 0 0 Lf iOi
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0 (A)SLf 0 iqi Vqi
+ _(‘)SLf 0 O] [idi + |Vai |. (34‘4‘)
0 0 0L Voi

The grid-side converter is connected to the grid through an RL circuit that is a simplified
representation of the low-pass filter and step-up transformer shown in Figure. 3.1. Again by
neglecting 0-quantities, voltage at the inverter (grid-side converter) terminals, vg; and vg;, are
obtained from

dig;

Vgi = Vos = Rylqi = Ly — = = wslyia; (3:4.5)
. dig .
Vai = Vas ~ Rylai = Ly — =+ wsLyiq (3.4.6)

In the grid-side converter, DC-bus voltage and power must be measured. The power can be

calculated as

3, . ,

Pi = E (qulqi + vdildi) (347)
where v,; and vg; are the quadrature and direct inverter voltages, respectively. Herein, iy; is set
to zero; therefore, the grid-side converter with the low-pass filter model is shown in Figure 3.8.
The the Laplace transform of the g-axis inverter voltage is given by Vy; = Vs — (Lss + Rg)1y;,

which includes the derivative of the current, i ;. A differentiation operator may cause numerical

1

Figure 3.8 Grid-side converter model with a simplified low-pass filter, iy; is set to zero and iy; is
controlled based on the desired DC-bus voltage, V;,.
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Figure 3.9 Rotor-side converter, iy, is set to zero and i, is controlled based on the desired generator
torque, T,

issues in a simulation; therefore, a time derivation, - with Laplace transform of s, is modeled as

ﬁ , Where t should be relatively small [49], [50]. In this work, the converter reduced-order model

L<.S+Rs . . . .
sS7% i*. where i, is the desired value of g-
qi qi q

is combined with the filter model as Vy; = Vs — ———=
GSC

axis current at the inverter (grid-side) terminal. Similarly, for the rotor-side converter, i, is set to

zero, and i, is controlled based on the desired electrical torque, T, as shown in Figure 3.9.

The g-axis and d-axis stator voltages, v, and v, are then given by

. . d(iqs - iqi) . .

Vgs = Vgg + Rg(igs —igi) + Lg —a + wsLy(igs — lai) (3.4.8)
: . d(igs — lai) . .

Vas = Vag + Rg(lgs — iqi) + Lg # — wsLg(igs — igi) (3.4.9)

where R is the feeder line resistance and L, is the feeder line inductance. Also, v,, and v, are

the grid-side voltages that are calculated by

i€ &p, i &P,
UC Lf Rf
p
' |_ dv, o N .
i, & P. — /|\ Cor VN i &P;

Generator-Side Grid-Side
Converter Converter

Figure 3.10 DC-bus voltage dynamics behavior in terms of powers in both sides of the back-to-back
converter
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Vin
0 (3.4.10)

Vag
Vag Tg vb g
Vo g 12 g

The DC-bus voltage stays at its nominal value by controlling the flow of power from the

V,, cos(wgt)
on{ue-2)
=T,, V,, cos a)st—?) _
ll 0

21 |
V,, cos (a)st + 3 )J

grid to the rotor. Neglecting the converters’ switching losses and using KCL, the DC-bus voltage

can be formulated as

dv
d?c = jdc _ jde (3.4.11)

where, C is the DC-bus capacitor. Multiplying both sides by the DC-bus voltage, v,,, yields

dvdc _
Cvac—o=Pi— B (3.4.12)

where, B. = ;(vqriqr + Udridr) is the rotor/generator side power and P; is the grid-side converter

power, as shown in Figure 3.10. Because 2v,, d:‘t’lc = % (v40)?, then (3.4.10) can be written as

d 2 _
7 (Vac)™ = (Pi —B). (3.4.13)

This nonlinear differential equation represents DC-bus dynamics. Although the desired electrical

torque identifies the desired value of i, in the generator-side converter, for the grid-side converter,

Figure 3.11 Grid side converter model with a simplified low-pass filter of PMG, where i ; is set to
zero and iy; is controlled based on the desired DC-bus voltage, V.
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the desired value of the DC-bus voltage identifies the desired value of active power and
subsequently commands the desired value of i;, as shown in Figures 3.10 and 3.11.

In the PMG block diagram in Figure 3.10, the power flow direction through the back-to-
back converter is opposite to the one in the DFIG-based block diagram. Therefore, as the grid-side
converter current/power increases, the DC-bus voltage decreases. This reverse proportionality is
shown in the block diagram in Figure 3.11 by a negative gain inserted in series with the first Pl
controller from the left side. Also, the DC-bus voltage and the filter equations for the PMG system

should be written as

d . 2

- (Vae)? = c (P.—P) (3.4.14)
. dig ,

Vqi = Vag + (Ry + Rg)iqi + (Ly + Lg) — =+ ws(Ly + Lg)ia; (34.15)
. dig; ,

vai = Vag + (Re + Rg)iai + (Ly + Lg) —= = @s(Lg + Lg)ig; (3.4.16)

which includes the feeder line resistance, Ry, and inductance, L, effects. In Figure 3.11, L, stands

for Ly + Ly, and Rr; = Rp + R,.

3.5 Series-Compensated Power Line
Wind farms are typically connected to the grid through a long transmission line. However,
use of a long transmission line to transfer wind farm power to the grid reduces power transmission
capacity because of the large inductance of long transmission lines. One economical solution to
improve power transmission capacity is the use of a series capacitor to reduce effective inductance

of the line, thereby increasing overall system stability.
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Figure 3.12 Transmission line model with a series compensation capacitor

Figure 3.12 illustrates a series compensation capacitor in the power transmission line in a
DFIG-based system. In order to model the effect of a series capacitor, i — v relation for series

capacitors is

Vam
— v —v 5.1
dt[ bs bm] (35 )

VUes — Vem

lag C 00
lhgl=10 C 0

0 0 C
where iy, vs, and v, are shown in Figure 3.12 Using Park’s transformation, (3.5.1) can be written

as

C 0 0
ldg 0 C 0 a Tgs Avd (352)
0 0 ¢
where Av, and Av, represent voltage drops across the series capacitor in the transmission line.

i

ag C 0 0 d [Va cC 0 0 Ay,
lagl=Tgl0 € 0|T5" |V +Te|0 C 0 {dtTQ } Av, (3.5.3)
iog 0 0 C Vo 0 0 C Av,
which can further be simplified as
C o0 0 Ay, 0 w,C 071(Avg
ldg =10 C O Py Avg| + | —wsC Avg]|. (3.5.4)
0 0 C Av, 0 Av,

Again, for balanced three-phase systems, only g-axis and d- axis quantities are considered and the

grid currents become
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dAv
(3.5.5)

iqg =C dt" + wsCAvy
. dAvd
igg =C P w;CAvy,. (3.5.6)

In order to solve for the voltage drops, these equations must be converted to the s-domain using

the Laplace transform, which yields

i M I
Av, 0,C G igg (3.5.7)
Therefore, the voltage drops are obtained from
Avy, 1 —ws
[Avd (257 + w22 |w [ ] [zdg] (3:5.8)
which can be rewritten as
S Ws
__Cc . cC .
Avg = s2 + w2 lag — sZ + w2 lag (3.5.9)
S Ws
¢ ¢ (3.5.10)

Avd: id + lyg.
s2+w2 % s24 @2 Y

These equations can be combined with the transmission line equations as shown in Figure 3.13 for

only the g-axis.

~—(O———

R +sL ws
T lag ldg CE:D

wS
52 + w? 52 + w?
T ‘qg T lag

Figure 3.13 Series capacitor implementation into the transmission line model (neglecting parallel
capacitors) for the g-axis; the d-axis model can be similarly implemented
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3.6 Developed Model Verifications for Constant Electrical Torque

Various simulation results throughout Chapters 4 and 5 demonstrate the effectiveness of
the developed models to enabling analysis dynamic phenomena in DFIG-based and PMG-based
wind turbine systems. For example, a voltage dip disturbance in the grid can excite eigenvalues of
the wind turbine drivetrain. This well-known phenomenon is observed using the developed
models, where the frequency of oscillations matches the expected natural frequency of the
drivetrain, as discussed in Chapter 5.

As the FAST aerodynamic model has been verified by NREL, herein only the power
balancing in sub-synchronous and super-synchronous modes of operation in the 5SMW DFIG-based
system is examined. In the results presented in Figure 3.14, the 5SMW DFIG-based wind turbine
model was run at a constant electrical torque of 1.4 kNm when the wind speeds were 7 m/s and 10
m/s. In this test, the 1.4 kNm was chosen such that the system operates at its maximum power
seeking (C, = 0.48) for the wind speed of 7 m/s. The measured data points are shown at t = 800
sec and t = 1400 sec in Figure 3.14. The first observation is that the stator power remains constant
as the wind speed varies. In a synchronously rotating reference frame fixed on the grid frequency,

Vgs = Vgg = 0 and vys = v,4 = Vi, as given in Equation (3.4.10). Therefore, the stator power is
obtained rom P, = ;vm(iqs), and thus it stays constant for a given electrical torque. However, the

net generated power given by P,.., = P, = P, — P; (based on the defined directions in Figure 3.1),

varies as the wind speed changes. This can be examined using the data provided in Figure 3.14. It
is known that both rotor and stator generate power under super-synchronous mode of operation
and only the stator circuit generate power under sub-synchronous mode [41]. This fact is examined

as follows
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Figure 3.14 Test results of the 5SMW DFIG-based wind turbine for a contestant electrical torque

At t = 800 sec when the wind speed is 10 m/s, the generated power is F;

=P, —

B

1.805 + 0.8979 = 2.7 MW that means both stator and rotor inject power into the grid. Also, the

generator speed is Ngep = Nyeqr (60) Wg = 97( )1 944 = 1800 rpm, while the synchronous

speed for a 6-pole generator is 1200 rpm, therefore as expected the generator operates at super-

synchronous mode in this case.

At t = 1400 sec when the wind speed is 7 m/s, the generated power is F,

Ps— P =

1.805 — 0.5567 = 1.247 MW that means only stator generates power. Also, the generator speed
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60
2T

IS Ngen = Ngear ( ) wg =97 (%) 0.9053 = 838 rpm, which is less than the synchronous speed

and therefore, as expected, the generator operates at sub-synchronous mode.
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Chapter 4 — Nonlinear Control Scheme for Extremum Power Seeking

This chapter begins with a background of extremum power-seeking techniques, with
emphasis on the perturb-and-observe method and the conventional kw? technique. Also, a
background on nonlinear control schemes, Lyapunov, and feedback linearization methods are
explained through a second-order example. Then these concepts are applied to develop a nonlinear
adaptive extremum power-seeking method. At the end of this chapter, the developed extremum
power seeking method is verified through simulation results and compared to the conventional

technique.

4.1 Background of Extremum Power Seeking Strategies
Many maximum power-seeking or extremum power-seeking methods have been presented
in literature, but two classical methods are presented in the following. In particular, the second
method described below is used as benchmark of the developed method presented in this

dissertation.

4.1.1 Perturb-and-Observe Method of Extremum Power Seeking

Maximum power capturing can be achieved by continuous change of the control variable
and observation of the resulting change in power. These algorithms are known as perturb-and-
observe or hill climbing, as well as torque and/or speed control based on pre-known system
parameters such as the kw? technique. Because these methods do not require information about
system parameters, they are independent, simple and flexible. In this method the power and rotor
speed increment are sampled and the sign of each is calculated. Based on the sign, a new
incremental or decrement of the reference value is calculated. Choosing an appropriate step size is

the most important task in this method because it is a compromise between response time and
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steady state oscillation. A drawback of this method is the deficiency of difference between power
that results from wind speed changes or perturbation change in the system that can cause failure
of the maximum seeking.

One algorithm is based on an injected dither signal [14]. This algorithm can best be
explained using a typical power curve, Py versus wg of a turbine at a constant wind speed as shown
in Figure 4.1. By adding a dither signal equal to a sin(wg;t) to the reference speed, where a is a
constant, the wind turbine control scheme estimates the gradient of the output power. The dither
frequency is very slow with respect to dynamics of the overall wind turbine and its amplitude is
sufficiently small compared to the rotor speed. The dither signal creates an alternating signal with
the same frequency (i.e., Pr = ppc + a k sin(wgy;; t)), Where k is an estimate of the slope of Py
with respect to wg. In order to estimate the gradient of the output power, a high-pass filter is used

to remove the DC component of the signal. Then the resulting signal is multiplied by

Pry Prinax Pr 4 k>0
A Pri + ky a sin(wgt)
| Pry + ky a sin(wget)
| k, <0
0 i (1); 0 t -
0 . -

N
LI

t
Y wg + asin(wg;:t)

Figure 4.1 Maximum seeking approach via adding a dither signal to the reference signal.
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(2/a) sin(wg; ), (i.e., (2/a sin(wg;; t))(aksin(wg;; t)), which can be simplified as k —
kcos(2wgi: t). A low-pass filter is used to remove the AC component of the product in order to
obtain the gradient estimation of P. Depending on the sign of estimated gradient, (i.e. sign of k )
the output of the integrator is either added to (or subtracted from) the reference speed, wg, and

therefore, the desired speed increases or decreases to capture greater power.

4.1.2 Conventional Method of Extremum Power Seeking
In the conventional method, the electrical torque is set to be proportional to the generator
(or rotor) speed. The main idea is derived from the aerodynamics of wind turbines. As discussed

in Chapter 2, aerodynamic torque is formulated as

6B

aero —
2wpg

ptR?*v3, (4.1.1)

If the optimal rotor tip speed ratio, A°P¢, is assumed a constant value where C, (4, 8) = Cz‘,”’t, then

(4.1.1) can be written as

opt
Tore = P prp? (R 4.1.2
aero — sz pTC Aopt ( b )
which can be simplified as
pmR3CoP!
Toero = m—vtpszz' (4.1.3)

Hence, T,.,, and T, are essentially equal and opposite for steady wind conditions and the electrical
torque can be written

T, = kope Wg2. (4.1.4)

58



Although this technique provides an easy control law for capturing extremum power in wind
turbines, k,,, may change in time due to aging of the wind turbine [51]. In order to overcome this

drawback, an adaptive nonlinear control method is developed in the work for this dissertation.

4.2 Background of Nonlinear Feedback Linearization and Lyapunov Methods
Prior to the main discussion on formulations of the proposed method for extremum power
seeking, general information about nonlinear techniques of feedback linearization and Lyapunov

methods are presented in the following subsections.

4.2.1 Lyapunov Function Applications in Control Systems

In general, control theory has two branches: linear and nonlinear control schemes.
However, majority of real-world problems are nonlinear systems. In order to design a control
scheme, the system dynamic behavior first should be modeled by an nt*order differential equation,
or by n first-order differential equations. If these equations are linear or can be linearized around
an operating point (Jacobian linearization), then linear control theories, such as pole-placement

technique, can be applied. Let us define an nt* —order system as

x = fi(x,u,t) k=1 ..,n (4.2.5)
where f; eR™ is a nonlinear function, x = [X1 ** Xu]7 is the state vector of the system, and
u=[ur - Uny]T is the input/reference vector. This type of systems can be controlled using

linear control theory (e.g., PID controllers) for simple nonlinear systems, such as in power
controllers. However, the controller may not provide optimal performance for all operating
conditions. The Lyapunov method is used for stability analysis of nonlinear dynamic systems and
extraction of control laws that maintain system stability over the range of operating conditions.

The second approach is to use the feedback linearization to cancel known nonlinear terms using
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feedback loops, that are superimposed with pole placement loops to secure the stability of the
overall system. The major issue with this technique is that the nonlinear terms are not always
known. The third well-known method is based on sliding mode theory in which the nonlinearity
terms are not known. The latter is explained in Chapter 5, but, the Lyapunov and feedback
linearization techniques are briefly explained in the following paragraphs.

The Lyapunov method is based on a fundamental physical concept that if energy of a
system monotonically decreases after a finite excitation or disturbance, the system will eventually
settle down to an equilibrium condition. The Lyapunov method is used to analyze the stability of
a nonlinear system, and it can be applied to extract control laws for nonlinear systems. Two
methodologies exist for control design (1) hypothesizing a control law and then finding a
Lyapunov function to validate the choice, and (2) hypothesizing a Lyapnov function and finding a
control law to make it a real Lyapunov function [52]. Prior to presenting the Lyapunov theorem
for local and global stabilities, two definitions are given here [52].

Definition 1: A scalar continuous function V(x) is said to be locally positive definite if V(0) = 0
and is in a state space neighborhood around the origin, V(x) > 0 for x # 0. If the same holds over
the entire state space, then VV(x) is said to be globally positive definite.

Definition 2: A scalar continuous function V(x) is said to be locally positive semi-definite if
7 (0) = 0 and is in a state-space region around the origin, V(x) = 0 for x # 0. If the same holds
over the entire state space, then VV(x) is said to be globally positive semi-definite.

if =V (x) is positive definite or semi-definite, then V(x) is negative definite or semi-definite,
respectively.

Lyapunov Local Stability Theorem: If a scalar function V(x) with continuous first partial

derivatives exists in a state space region around the origin such that
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Time(sec) Time(sec) X

Figure 4.2 State variables and state trajectory of an unstable situation
e V(x) is positive definite
e V(x) is negative semi-definite
then the equilibrium point is stable.
For ease of explaining the control theories used in this section, consider a second-order

dynamic system of

%1 [fi(xn, X2, uq,up)
[xﬂ B [f;(xixzuiuz) (4.2.6)

For local stability, the system can be linearized for an operating point ([¥10 *20]" and u, =

[Uto  Uz0]" ) as

Oh Of 9h 95
X1] _|0x1 0xp| X1y, [0wn Oup| wa
axl axZ Xo GU1 auz Xo
U Uo

A nonlinear system can be represented by a linear approximation when its dynamic behavior on
the operating point is not critical for the far away points. However, this linear approximation
cannot always be applied to any system, particularly if f, is an unknown function. Consider the

following nonlinear second-order system

x] X1 + 5x,
[sz] - [xf cos(x,) + u (4.2.8)
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Figure 4.3 State variables and state trajectories after applying a linear controller for two initial
conditions: (a) is unstable situation and (b) stable situation

and linearize it around the (0,0) operating point. The linearized system is given by

[2] - [é 3] [Z] + [2] (4.2.9)

where its eigenvalues are 0 and 1, representing an unstable system at this operating point.
Assuming that the input signal is set to be zero and the state variables move to (—1, 0), as shown
in Figure 4.2, then x; goes to infinity while x, settles down to a constant value.

A linear pole placement controller could be designed based on the (Jacobian) linearized
system in (4.2.9). The new eigenvalues could be moved to —1 + j by choosing the following input
signal.

u = —x; — 3x,. (4.2.10)
This should make the system stable for small disturbances around the origin. In order to show the
problem of using the linear control theory in nonlinear systems, two tests with two initial

conditions (i.e. (1,0) and (—1,0)) were performed, and the results are shown in Figure 4.3. Results
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Figure 4.4 Results of the nonlinear control law in (4.2.13) derived from the Lyapunov method.

show that, although distances of these initial points to the origin are identical, one remain stable
while the other is unstable.

As mentioned, the Lyapunov method can be used to design a controller. First, a positive
definite function should be defined such as (x) = %(x1 +x,)%,V(0) = 0,and V(x) > 0 for x #
0. Then,

V(x) = (x; + x) (%1 + %) (4.2.11)

Substituting for x; and x, from (4.2.8) yields
V(x) = (xg + x,)(x; + 5x, + x5 cos(x,) + u) (4.2.12)
The system becomes asymptotically stable if V(x) < 0 for any x # 0. This can be achieved by

choosing the input signal as
u = —xf cos(xy) — 2x; — 6x, (4.2.13)
which makes V(x) = _71(x1 + x,)? < 0 for any x # 0. The outcome of the designed nonlinear

control law in (4.2.13) is shown in Figure 4.4.
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422 Feedback Linearization Technique

A nonlinear controller often offer advantages such as more accuracy, reduced control
energy, and faster speed, which explain why the nonlinear control design procedure is more
appropriate and challenging. As demonstrated by a comparison of results shown in Figures 4.3
and 4.4. If the nonlinear term (function) is known or can be estimated, the feedback linearization
method can be effectively implemented as a nonlinear controller, but the feedback linearization
method must be defined [52]. The nonlinear second-order system in (4.2.8) can be used for this
definition. The first step is to determinant a nonlinear function of state variables in order to cancel

the nonlinear term. That is

0.4 04 (a)
1 0.2 0.2
-0.2 -0.2
-1 -0.4 -0.4
0 5 10 0 5 10 -1 0 1
Time(sec) Time(sec) X,
1 0.4 04 (b)
02 02 (—\
- O o~ N
x x 0 x 0
1 -0.2 -0.2
-0.4 -0.4
0 5 10 0 5 10 -1 0 1
Time(sec) Time(sec) X,
1 0.4 0.4 (©)
0.2 0.2
— 0 N N
X x 0 x 0
1 -0.2 -0.2
-0.4 -0.4
0 5 10 0 5 10 -1 0 1
Time(sec) Time(sec) X

Figure 4.5 Results of the nonlinear control law in (4.2.17) derived from the feedback linearization
method
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u = g(xq,x5,u") (4.2.14)

Substituting u from (4.2.14) into (4.2.8) yields

J2"1 _ X, + 5X2 ]
[562] B [xf‘ cos(xy) + g(xy, x5, u*) (4.2.15)

As demonstrated if g(x;, x,, u*) = —x cos(x,) + u*, then (4.2.15) is converted to a linear system

X
[Xﬂ = [ 2*5’“2] (4.2.16)
which represents a linear dynamic system, and u* = —k;x; — k,x, can be used to move the
eigenvalues of this converted/virtual linear system. The control law contains two portions: (1)
nonlinear term cancellation or feedback linearization inner loop, and (2) pole placement outer loop,
as given below:
u = —xf cos(xy) — kyx; — kyx, (4.2.17)
Figure 4.5 shows simulation results of the case study that implemented a control scheme based on
the developed feedback linearization method, in which k, and k., for the first two cases are selected
to be 1 and 3, respectively, whereas these coefficients are 1 and 2 for the third case, shown in the

third row.

4.3 Proposed Method for Extremum Power Seeking
In the proposed technique, three control loops/laws are implemented to (i) determine the
desired electrical/generator torque, T, in the DFIG, as shown in Figure 4.6, (ii) estimate the wind
turbine power capture coefficient, Cp, and (iii) calculate the desired rotor speed, w}, at which the
wind turbine captures the maximum available wind power, as shown in Figure 4.7. These control

laws are described in the following subsections.
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4.3.1 Feedback Linearization for Torque Control

As explained in the previous section, feedback linearization implements a feedback loop
in order to transform the nonlinear system into an equivalent linear system by changing the control
input signal. As discussed in Chapter 2, aerodynamic or mechanical torque is the nonlinear term
of the equation of motion in wind turbines. If the aerodynamic torque can be estimated then the

nonlinearity of the equation of motion can be approximately cancelled using the control law
To = Cof (v, wg) — u(t) (4.3.1)
where ép is the estimated value of the power capture coefficient and f (v, wg) = (pAv3/2wg) <
w? as defined in Chapter 2. The strategy is to make T, follows the desired value, T, resulting in
a linear input-output dynamic behavior for the equation of motion (i.e., Jwg + Cpwr = u(t)).

Therefore, the key is to estimate the power coefficient, as explained in the next subsection.

; iy &P,
PT; DFIG Is & P Transformer ¢ 9
\ {
gw ) { GRID
; Ly Rq
CIf: b Rotor-Side Grid-Side
earbox C ] Vue C or Lr Ry
b & P:‘ ﬂ@ % — AN
| d ii & Pi
1S
PWM
i
Pl
—31Vac %
Wg i P;
—>[ Proposed ] X PI n )
Vo Extremum power +1vi,

Figure 4.6 Schematic of a DFIG based wind turbine system.
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432 Lyapunov Approach for Power Capture Coefficient Estimation
Estimation of the power capture coefficient, C,, is used herein for maximizing power

capturing. From the equation

Pr Pr
Pavail (1/2)pAv3

C, = (4.3.2)

where parameters are defined in Chapter 2, the C,, value can be calculated using rotor power or
torque measurements; however, the torque measurement requires an additional sensor. Therefore,
the common approach is to estimate the torque indirectly via the generator power measurement.
In this work, the estimation of C, is achieved using a Lyapunov-based method. The candidate

Lyapunov function, V, is chosen as

/ Rotor-Side Grid-Side
: Converter Vac Converter
1 J_ 1
: _| /|\ _| 1
: \_ J :
' f S12,.6 !
| [ PWM Generator ] i

we Desired Proposed Extremum power",
Electrical Torque @ seeking

)

A A
Wg Cp

. N\ 'wg
Estimate | ——

Power Capture i

T
Vwind

(i) Coefficient

J o
Wp Calculate ac, i
! | Desired Rotor Speed ot |

Figure 4.7 Block diagram of the proposed control scheme for extremum power seeking in DFIG-based
wind turbines, including (i) the desired electrical torque calculator, (ii) wind turbine power capture
coefficient, ép, estimator, and (iii) a desired rotor speed, wg, calculator
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V= %]5;&; + %yég (4.3.3)
where y is a constant to be determined, @y = wj — Wy, and €, = C; — C, = 0, in which C; is is
the maximum value of C,. Computing the time derivative of (4.3.3) yields

V = J@gig +vC,C,. (4.3.4)
Applying & = @} — &g and Cp = Cy— ép yields

V = Jag(@y — og) + vy (C’; —C, ) (4.3.5)

Neglecting the viscous damping torque, Cpwg, Of the overall system, and then substituting wg

from the equation of motion yields
Y A | 3 .
V =Jwg| wg — 7 (Taero - Te) - )/Cp - (Cp - Cp ) (4'3'6)
which can be simplified as
V =Jagoy—ar(Cof — Cof +u) —yC,y(Cy— () (4.3.7)
C, is chosen to be Betz constant; therefore, (4.3.7) can be rewritten as
V =Jaogoy — ar(Cof — Cof +u) +vC,C, (4.3.8)
Substituting for C, into (4.3.8), yields
V = J@grop — @r(Cpof — Cof +u) —yC,(Cy—Cp) (4.3.9)
This last result can be rewritten as
V=_C, (wa + yc‘p) — Bpu+ JBpiy — Cof@og — vCiC, (4.3.10)

The strategy is to make V a non-positive quantity. The first term in (4.3.10) is chosen to be zero,

that is,
Cy (@f +7Cy) = 0. (4.3.11)
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Figure 4.8 Estimation of wind turbine power coefficient, Cp, value in the control scheme

Therefore, the derivative of the Lyapunov function, i.e. (4.3.10), is simplified as
V = —@gu + J@piy — Cof B — yCiCp. (4.3.12)
Herein, ép in (4.3.11) is not always equal to zero; therefore, the term in the parenthesis must be

zero, resulting in the following differential equation

1
Cp = —)—/aAij(U, (UR), (4’313)

the solution of which provides the estimated power capture coefficient (Figure 4.8). In order to
keep the second term on the right in (4.3.10) a non-positive value, the control input can be chosen

as u(t) = k,wg. Therefore, the main control law in (4.3.1) can be rewritten as

1
Te* = _}_/f(v, (A)R) j GRf(v, wR)dt - kpaR. (4314‘)

The torque control scheme including the feedback linearization loop and the power capture
coefficient estimation is shown in Figure 4.9. The result in (4.3.14) can be written as an adaptive

PI controller:
T =~k (©) | Beki(Ode ~ ey (43.15)

where k;,(t) and k;,(t) are time-varying parameters.
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Figure 4.9 Feedback linearization technique for rotor speed control in wind turbine systems

433 Extremum Power Seeking Strategy

The maximum-seeking law can also be extracted from the Lyapunov function. Substitution

of u(t) = k,@x and C, from (4.3.13) in (4.3.12) to obtain
V =—k,&% + Jograoyp + (C; — Cp) @rf. (4.3.16)
In the following, wj, is identified to ensure that (4.3.16) is always a non-positive value. In order
to hold V < 0 in (4.3.16), one can choose w} o (—@g) and select k,, adequately large that the
first term holds a sufficiently large negative value with respect to the third term in (4.3.16), as
shown in the results demonstrated in Section 4.6. Because (f‘p « (—@pg), and by choosing wr o«

(—@g), the desired rotor speed can be formulated as
oy = kC, (4.3.17)
This is consistent with the fact that the maximum value of C,, = Pr /P,y and captured power,

Py, for a constant wind speed occurs at the same point at which dP; /dwg = 0, as shown in Chapter
2. In the hill-climbing and perturb-and-observe techniques, maximum power is sought according
to the sign of 9dP;/dwg such that if the wind turbine operating point is on the left side of the
maximum point of the power curve, the desired rotor speed must be increased; if it is on the right

side of the maximum point, then the rotor speed must be decreased. The forgoing discussion is
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valid for a constant or a slowly varying wind speed case. However, if the wind speed suddenly
changes, two scenarios are possible:

wind speed increases thus, @y > 0 and Py > 0, or

wind speed decreases thus, @y < 0 and Py < 0.

Using the chain rule, the conclusion can be made that for both scenarios (0P /dwg) > 0
meaning that the hill-climbing and perturb-and-observe techniques can fail in the case of a sudden
wind speed change [11]. The same argument is true if the sign of 0C,,/0wp is used. Although C,
is not available, Cp and its derivative are available from the control scheme shown in Figure 4.8.
However, in order to prevent a mistake in extremum power seeking due to a sudden wind speed
change, and according to (4.3.15), the proposed formula for wj is given as

0h =k 0Cp/0t 43.18
DR = Re |50, /0t] (4.3.18)
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Figure 4.10 Desired rotor speed, wg , in the control scheme
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Figure 4.11 Detailed control loops of the proposed extremum power seeking block

where the denominator adaptively controls the rate of change in the desired rotor speed such that
the gain in (4.3.18) is inversely updated based on rotor acceleration. In practice, a zero-crossing
elimination for the |0wg /0t| calculation is needed to prevent any potential numerical problem, as
shown in Figure 4.10. In this figure, the first transfer function is designed to obtain the time
derivative of the angular speed wg. Accordingly, T, and 7, are chosen such that slow dynamics of
the mechanical system can be observed, while measurement noise and spikes due to numerical
calculation are effectively filtered. The values of k, and t, play important roles in the extremum
power seeking control scheme, when the wind speed suddenly increases or decreases.

The proposed technique captures maximum power without the dither/perturbation signal
and it does not fail in the case of a sudden change in wind speed. The three control loops of the
proposed extremum seeking are demonstrated in Figure 4.11. The wind speed profile must be
sufficiently rich, as defined in [53], in order to achieve optimum results. Also, the experience
gained in tuning the control system demonstrated that the constant k. in (4.3.16) and the constant
y in (4.3.12) have the greatest influence in achieving the power capture peak by either slowing or
hastening attainment of the proper value of wy for a given wind speed. The constant y can be

chosen as a value below the wind turbine inertia.
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4.4 Sensitivity Analysis of Control Parameters
In this section, sensitivity of the proposed control scheme for extremum power seeking is
studied in terms of variations of two main control parameters for various wind speeds. For this

study, the two main control parameters in (4.3.13) (i.e., k,, and y) were changed within their
acceptable limits and the power capture coefficient, C,,, was measured for the 5SMW wind turbine.
For variations of y and k,, the outcomes of this study are shown in Figure 4.12 (a) and (b),
respectively. In Figure 4.12 (a), C,, varies between 0.4829 and 0.4059 for a wide range of y and
three wind speeds (v = 7, 8, and 9 m/s) in Region 2. Also, in Figure 4.12 (b), C,, varies between
0.4840 and 0.4563 for the wind speed and various k,, values. As shown, the control scheme is
more sensitive to y than k,,. Also, C,, remains above the acceptable value of 0.477, and values of

aC,/dy and 9C, /dk, are insignificant for 10° < y < 107 and 10° < k, < 10°, respectively. In

(@) (b)
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> ¢ : >
0.48 - o : . 0.48 - ¢ $ :
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0.46 0.46 -
>
0.45 ¥ o045
o o
(8) S)
0.44 0.44 -
0.43 ¢ 0.43|-
0.42 0.42
> v=7 v=7
0.41 . v=8 0.41+~ v=8
®: y=9 p v=9
0.4 a t . 0.4 " a . t .
10 10 10 10 10 10
Y k

p

Figure 4.12 The control scheme sensitivity to control parameters for three different wind speed values,
plot of (a) C, versus y for k,, = 10°, and (b) C,versus k, fory = 10°.
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addition to results shown in the previous section for various wind speed profiles, these plots
confirm that extremum power seeking can successfully be achieved over relatively wide ranges of

the control parameters, but optimum results occur at y = 2 x 10°® and k,, = 0.1 x 10°.

4.5 Transition between Region 2 and Region 3

A technical challenge for any extremum power seeking scheme for wind turbines is to
provide seamless transitions between Regions 2 and 3. For this study, extremum power seeking is
only performed in Region 2 and the blade pitch control is activated to maintain rotor speed and
power at their rated values in Region 3. The control strategy in Region 3 is to regulate generator
torque at its maximum value (i.e., Prgrea/®r max) at the low-speed shaft. Consequently, as wind
speed increases in Region 3, the accelerating torque (i.e., Tye-, — T, ) increases, and thus, the rotor
speed increases. However, an increase in blade pitch angle can reduce T,.,, . Therefore, rotor
speed can be controlled at its rated value (i.e., wg maqx) @nd the output power remains at its rated
value. Moreover, for a seamless transition between regions in the proposed control scheme, f in

(4.3.11) can be herein defined as

( 1 pAv3 )
> , 0 < wr < Wgmin Region 1
R min
1pAv3
f =3 Epw ) WRmin = WR < Wrmax Region2 (4.5.1)
R
Prated > ,
\—CUR C ) WR Z WRmax Region 3
max “p max

where wg min aNd Wg mqx are the rated minimum and maximum rotor speed values, respectively.
Also, a region called Region 2.5 can be implemented into the proposed scheme to further smooth
the transition between Regions 2 and 3. The calculated f should be passed through a first-order

low-pass filter to avoid any sudden change in (4.5.1) caused by wind speed variations or transitions
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between regions. In the proposed controller, a compensator torque command signal is fed to the

generator to suppress rotor speed overshoot during the transition from Region 2 to 3.

4.6 Simulation Verifications and Analysis of Results

In order to investigate performance of the proposed control scheme, the system shown in
Figure 4.11 has been modeled in the MATLAB/Simulink environment. The model consists of the
NREL 5 MW reference turbine simulator connected to a DFIG through a gearbox with a 1:97 gear
ratio, as well as power converters and a transmission line. Electrical parameters are given in Table
4.1. The control system was also developed in the Matlab/Simulink environment, and control
parameters are given in Table 4.2.

Two wind speed profiles, sudden wind speed step changes and wind turbulence in the
Region 2 of the 5SMW wind turbine were used to investigate the validity of the proposed technique

and results are presented in this section. In the tests, control parameters, y and k,,, were set to be

equal to 2 x 10° and 0.1 x 10°, respectively, and k, was defined as a function of the wind speed
in Region 2. However, a much larger value for k., such as k, = 1, was used in Region 1(i.e., when
v < 5 m/sec or wy < 7.2 rad/sec) for the 5SMW wind turbine. In the first case study, wind speed
is set to contain two step changes. The first step change is from 8 m/sec to 7 m/sec at t = 800 sec,
the second step change is from 7 m/sec to 9 m/sec at t = 1400 sec. Figures. 4.13(a)-(d) show the
wind speed, desired and actual rotor speed, aerodynamic and desired electrical torque, and the
actual and estimated power capture coefficient, respectively. Figure 4.13(b) shows that the actual
rotor speed closely follows the desired rotor speed that is calculated from the extremum seeking
control scheme given in (4.3.15). The speed regulation is such that it is difficult to discern any
difference between the desired rotor speed and the actual rotor speed. Figure 4.13(c) shows that

the aerodynamic torque also follows the control torque obtained from (4.3.13). As shown in Figure
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4.13 (d), the actual power capture coefficient (calculated from the FAST wind turbine simulator
output data) and the estimated Cp reside near the maximum value of 0.48 for the 5SMW wind
turbine. The desired rotor speed is adjusted in response to wind speed step changes in order to
retain the maximum power capture coefficient. Figure 4.14 (a)-(d) show the aerodynamic and grid
power, DC bus voltage, Lyapunov function, and time derivative of the the Lyapunov function,
respectively. Figure 4.14 (a) shows that the aerodynamic power follows the power obtained from
the grid. Figure 4.14 (b) shows that although no protection exists in the system, the DC bus voltage
remained nearly constant due to control from the grid-side converter. Figures 4.14 (c) and (d) show
the stability of the system since the Lyapunov function is a positive definite and its derivative is
negative semi-definite.

In the second case, the system response to real wind turbulence occurring between t = 700
secand t = 1650 sec was investigated. For 0 <t < 700 and t > 1650, the average wind speed
value was set to 9 m/sec. Figure 4.15 (a) illustrates the wind speed profile, and Figure 4.15 (b)
shows the desired rotor speed and its actual value. As shown, rotor speed follows the desired
speed. The desired rotor speed, wg, in Figures 4.13 and 4.15 is controlled to track maximum
available power, and the actual rotor speed closely follows it during wind speed turbulence. Figure
4.15 (c) shows the aerodynamic torque and the control law torque given by (4.3.13) for this case
study. As shown, the generator torque follows the aerodynamic torque. According to results shown
in Figures 4.13 and 4.15, the calculated desired speed is adjusted automatically to keep Cp at its
maximum value, or 0.48 p.u. Thus, the desired rotor speed changes and tracks the desired value.
In addition, the controller works in various wind speed conditions, thereby maintaining the
estimated power capture coefficient at its maximum value even in the event of sudden step changes

and turbulence in the wind speed. The estimated power capture coefficients in Figures 4.14 (d) and
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4.15 (d) show that, regardless of wind speed profiles, the estimated power coefficient attempts to
stay near the extremum value.

Figures 4.16 (a)- (d), show aerodynamic and grid power, DC bus voltage, Lyapunov function, and
the derivative of the Lyapunov function, respectively. Figure 4.16 (a) shows that the aerodynamic
power follows the power obtained from grid. Again, Figure 4.16 (b) shows that although no
protection existed in the system, the DC bus voltage remained nearly constant due to control by
the grid-side converter. Figures. 4.16 (c) and (d) show stability of the system since the Lyapunov

function is a positive definite and its derivative is negative semi-definite.

Table 4.1 DFIG-based wind turbine electrical part parameters

Parameter Value Unit

Generator No. of Poles, p 6 --

Generator Stator Rated Voltage 3.75 kv

Stator Resistance, Ry 30.7 mQ
Rotor Resistance, R, 40.3 mQ
Stator Leakage Inductance, L 049 mH
Rotor Leakage Inductance, L;, 059 mH
Magnetizing Inductance, Ly, 445 mH
DC-bus Rated Voltage 400 kV
DC-bus Capacitor, C 8000 pWF
Converter Filter Resistance, R¢ 10 mQ
Converter Filter Inductance, Ls 0.5 mH
Transformer Ratio 1:10 -

Transmission Line Resistance, Ry 10 mQ

Transmission Line Inductance,Lg 100 mH
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Table 4.2 Control parameters for the extremum power seeking technique

Parameter Value Unit
Coefficient (k) 10° - 106 --
Coefficient (y) 10® - 107 --
Time Constant () 0.1 sec
Time Constant () 4 sec
Time Constant (z3) 2 sec

Coefficient (k,) 0.002 -0.02 --

4.7 Comparison between kw? and the Proposed Control Scheme

A comparison between the desired (control) torque equation in the conventional method
(i.e., To = kopew?) and in the proposed method, (4.1.1), substituting v = wgR /A,y highlighted
the similarity between the two methods. Despite the disadvantages of the conventional method
mentioned in the literature, e.g., in [8] , [9], and [10], the ease of implementation is the key
advantage. However, dynamic behaviors of the two methods are different as three control
parameters, k., y and k,, exist in the proposed method. This can provide the flexibility to obtain
maximum C,, while the rotor speed variation is less than that of kwj at the event of a sudden
change in wind speed. The small variation in rotor speed results in less mechanical stresses on
drivetrain parts such as the gearbox, shaft, and blades, consequently extending the life of the wind
turbine. In order to demonstrate this difference, results obtained from both methods are compared
in Figure 4.17, in which k. is setto 1.8 x 10° for the case study of the 5SMW DFIG-based wind
turbine in order to obtain C,, = 0.48. Power capture, rotor speed, and mechanical torque are shown

in Figure. 4.17. The only difference between the simulated systems was the controller or command
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torque signal, T,. In the figure, wind speed demonstrates a step change at t = 499 sec from 7 to
8 m/s and then back to 7 at t = 699 sec. The rise-time response of power in the proposed
technique is approximately 3 sec whereas in the conventional method, the rise-time is
approximately 12 sec, as shown in Figure. 4.17. A comparison between these figures demonstrates
that the dynamic response of the proposed controller is faster than the conventional, kw?,
controller, but the rotor speed variation due to a step change in wind speed is small for the proposed

controller.
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Chapter 5 - Mitigation of Torsional Vibrations in Wind Turbines

A nonlinear control scheme for the mitigation of torsional vibrations in the drivetrain of
wind turbines is presented in this chapter. The mitigation is achieved by superimposing a
compensation torque at specific natural frequencies of the drivetrain to the maximum power
seeking torque through the generator and generator-side converter. The developed technique
uniquely applies the nonlinear sliding mode control theory to mitigate torsional vibrations in wind
turbines. The chapter begins with the background of vibration mitigation techniques, then
eigenvalues of a 750kW wind turbine are identified using the discussion presented in Chapter 2.
The sliding mode theory for controlling the stability of nonlinear systems is studied using the same
example presented in Chapter 4. The sliding mode theory is then applied for mitigation of torsional
vibrations in wind turbines. At the end of the chapter, the developed scheme is verified in DFIG-

based and PMG-based wind turbine systems with mechanical and electrical disturbances.

5.1 Background of Torsional Vibration Mitigation Techniques
One major technical challenge associated with wind turbines is the mitigation of torsional
vibrations caused by interaction between the wind turbine drivetrain and the power grid due to

electrical or mechanical events, as shown in Figure 5.1.

Electrical Events (e.g., voltage Mechanical Events (e.g., tower
sag, short-circuit faults, etc.) shadow, wind turbulence, etc.)

\ /

Torsional Vibration ]

Figure 5.1 Main causes of torsional vibrations in wind turbines
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Torsional vibrations in the wind turbine drivetrain reduce the gearbox lifespan and increase wind
turbine maintenance cost [54]. The use of a series capacitor in transmission lines can lead to
potential sub-synchronous resonance between the wind turbine drivetrain and the transmission
line. Rapid changes in voltage magnitude, such as voltage sag, and transient phenomena, such as
switching in the power grid, can result in power oscillation and consequential torsional vibrations
in the drivetrain of wind turbines. The source of torsional vibrations can also originate from wind
turbine aerodynamics, such as tower shadow and wind speed turbulence. Recent investigations
have shown that torsional vibrations in wind turbines can be effectively mitigated by controlling
the generator torque using a generator-side converter [30], [24].

The generator torque compensation method can efficiently mitigate torsional vibrations
caused by mechanical and electrical events. FACTS devices can mitigate power oscillations in the
power grid and resultant torsional vibrations, but they may not effectively mitigate torsional
vibrations caused by wind turbine aerodynamics. A compensation torque can be added to the
electrical torque using the generator-side converter. Various methods are available to implement
compensation torque. For example, virtual inertia controller (VIC) has been used to damp the
torsional vibration. In the VIC method, the first derivative of the generator speed is used as the
input signal to create a deceleration torque, —AJwg, which is added to the reference torque only at
the dominant drivetrain natural frequency. The generator-side converter can create compensation
torque components at dominant drivetrain natural frequencies that are superimposed on the normal
torque to suppress the mechanical vibration. This methodology has been implemented in various
approaches [7]. In virtual damping, generator speed has been used to create a virtual damping
torque at drivetrain natural frequencies in order to mitigate torsional vibration caused by a step

change in the generator torque [24].
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Another vibration mitigation technique is virtual stiffness or active damping of torsional
vibrations caused by tower shadow effect. Resonance occurs when the blades pass in front of the
tower. In vibration absorption, a band-pass filter is required around the rotor frequencies. Using
the generator speed, the controller regulates the generator torque to damp the dominant modes of
vibration based on feedback control. This method is addressed in [35], [36]. FACTS devices can
diminish resonance in the electrical side. For example, a gate controlled series capacitor (GCSC),
that contains a pair of switches in parallel with the capacitor to enable control of the transmission
line effective reactance and power flow, has been used for (SSR) damping [26].

In this chapter, a new nonlinear control scheme based on the sliding mode control theory
is proposed to damp drivetrain torsional vibrations. In contrast to existing techniques, the control
scheme applies two state variables, rotor speed and position, in order to adjust the rotor current
through the rotor-side converter. The proposed technique is verified using a comprehensive model
of 750kW DFIG-based and PMG-based wind turbines that includes a full order model of the
generator, converters, multi-mass drivetrain, and transmission line with series compensator, all of
which are integrated into the FAST aerodynamics wind turbine simulation model, as discussed in

Chapters 2 and 3.

5.2 Turbine-Drivetrain Dynamics
The drivetrain dynamics include the rotor, the gearbox, and the generator. In the study of
torsional vibrations, a detailed model of gearbox must be studied. As mentioned, a five-mass
drivetrain of a 750 kW wind turbine is used in this work. In general, the five-degree-of-freedom

model has five natural frequencies that can be described by the following differential equations
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Figure 5.2 Schematic of a DFIG based wind turbine system including five mass drivetrain

dwg
]R _dt = TaerO - Kl(HR - 91) - D1 (G)R - (1)1) (521)
d(A)i
]iﬁ =K;(0;—1 —0;) + D; (Wi, — w;) — Ki11(0; — 6;4+1) — Djy1 (0; — W;41) (5.2.2)
dwg
Je— = Ky(05 —65) + Dy (w3 — wg) — T, (5.2.3)

where, J; {i = 1, 2, 3} represents the lumped moments of inertia for each mass, K; represents the
stiffness value of each shaft stage, and D; {i = 1, 2, 3} represents the viscous damping coefficient.
In Equations (5.2.1) through (5.2.3), 6, = 6 , wy, = wg, 6, = B;, and w, = wg; , as shown in
Figure 5.2. For the case study of the 750kW wind turbine, drivetrain inertias and stiffness

coefficients referred to the low-speed shaft are given in Tables 5.1, 5.2, and 5.3.

Using (2.4.16), i.e., f = %w/eig(]‘ll() and the data provided in Tables 5.1 through 5.3,

the drivetrain natural frequencies are calculated and shown in Table 5.4.

Table 5.1 Five-mass drivetrain gear ratios

N1 NZ N3
4,714 3.565 4.0
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Table 5.2 Five-mass drivetrain stiffness coefficient

K K, Ks K,
Actual value  3.69x107 2.45x107 2.70x10® 2.08x10°
Referred to LSS 3.69x107 5.44x10® 7.62x10'° 9.39x10°

Table 5.3 Five-mass drivetrain moment of inertias

Ir J1 I2 I3
Referred to LSS 998138.4 139.4 817.8 1327.4

Table 5.4 Five-mass drivetrain natural frequencies

fnl fnz fn3 fn4 fnS
0 2.95 291.9 3715 1974.2

T, = 0.339s
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Figure 5.3 Drivetrain internal speeds, Awg; and Aws, of the five-mass drivetrain

88



T, = 0.0034 s

x 10 I I

Dw3G
o
T

_5 Cr r r r r r r r r r
220.27 220.28 220.29 220.3 220.31 220.32 220.33 220.34 220.35 220.36

Figure 5.4 Time expansion (zoom) of Aw;; around 220.3 seconds from Figure 5.3

The dominant natural frequency is 2.95 Hz, when the higher frequencies are inherently suppressed
in the low-speed shaft side of the drivetrain, as shown in Figure 5.3. Drivetrain speed differences,
Awg, = wg — wq, and Aws; = w3 — w of the 750kW wind turbine after a voltage dip on the
grid (i.e., v,) are shown in Figure 5.3. It can be seen that, Awg, oscillates mainly at a single
frequency of 2.95 Hz with the period of 0.339 sec, and Aw;; waveform has 2.95 Hz oscillation
and higher frequencies including the 291 Hz with the period of 0.0034 sec, as shown in Figure 5.4.
These two frequencies are the natural frequencies of the drivetrain that are excited after a voltage

dip disturbance.

X2
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Chattering
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/

Figure 5.5 Graphical demonstration of the sliding model control theory
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Figure 5.6 State variables and state trajectories after applying two sliding mode surfaces

53 Sliding Mode Control Scheme - Background

The sliding mode theory provides a robust control approach for controlling nonlinear
systems in which the nonlinear term is unknown or uncertainties exist in the system parameters.
In this theory, a surface is built in terms of the state-space variables of a dynamic system, s(t),
which is also called a switching surface (manifold). If the system state trajectory is “above” the
surface (i.e., s(t) > 0), a feedback path (or control signal) has one gain value and a different gain
if the trajectory locates “below” the surface (i.e., s(t) < 0). Therefore, the switching control law
is designed to drive the trajectory of state variables on the surface towards an equilibrium point.
Although the sliding mode controller tolerates parameter uncertainties, an unknown nonlinear term
must be bounded by a finite value within the system’s operating region. Also, a sliding mode
requires fast gain switching; therefore, an oscillatory trajectory may occur as the state variables

approach the equilibrium point, called chattering, as shown in Figure 5.5.
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The second-order dynamic model used in Chapter 4 can be considered to demonstrate the
effectiveness of the sliding mode control. If the sliding mode surface is assumed to be s = yx; +
X5, ¥ > 0, then the objective is to force the trajectory of state variables to slide on the line of
s(t) =0, o0r yx; +x, =0, towards the equilibrium point (0,0). This can be achieved using a
switching control law such as u = yx; + psgn(s). Simulation results for two sliding mode
surfaces (e.g., s; = 0.7x; + x, and s, = 0.3x; + x,) are shown in Figure 5.6 (a) and (b),

respectively.

54 Proposed Torsional Mitigation Technique
The proposed mitigation technique can be formulated based on the equation of motion for

the dominant sub-synchronous eigenvalue as

ale]= 10 alle]+ 1) (5.4.1)

where the (T,.,, — T.)/J term can be rewritten as a summation of a compensation torque, u , and
an unknown disturbance function, f, (56, @g, t), representing an electrical and/or mechanical
disturbance signal at the corresponding dominant sub-synchronous eigenvalue (i.e., the 2.95 Hz of
the five-mass drivetrain of the 750kW wind turbine). Therefore, Equation (5.4.1) can be written as

d[8;]_[0 11[6; 0
E ajG] B [O 0] 56] + [fD(éc, a@,t) + u] (5'4'2)

The problem is to design a feedback control law that damps rotor speed oscillation, @, caused by
an unknown disturbance. For the system described in (5.4.2) with no unknown disturbances, a
feedback control law would be sufficient to damp the shaft speed oscillations. Using the concept

of sliding mode control theory, shaft speed oscillations at the dominant natural frequency of the

91



Maximum Seeking Te max e Te 9 i
Algorithm + +
n =
TeCamp T T.

e

BPE Dead Zone Sgn

A
ERlpWe
—] +

+

Figure 5.7 Proposed sliding-mode control schematic to mitigate torsional vibrations

drivetrain can be damped even in the presence of a nonlinear time-varying disturbance. The sliding
mode variable or surface, o, is added to the state variables of the system as
o=a; +v0; (5.4.3)
and its time derivative can be written as
6 =u+fp(0g, &g, t) +ydg. (5.4.4)
If a Lyapunov function is chosen as

1 2 1 202
V=5 0%+ ky*6g 20, (5.4.5)

then, the input signal, u, must be found such that oscillations of the @, and 8, asymptotically
approach zero (i.e., ¢ = 0), meaning that the time derivative of the Lyapunov function must be a
non-positive value. Therefore, the control signal u, is computed to satisfy the above condition and
drive the variable o to zero in finite time. The time derivative of the Lyapunov function is

V =06+ ky?0,0,. (5.4.6)
Using (5.4.4), V can be rewritten as

V=0o(u+fp(b; & t)+ydg )+ ky?0,d. (5.4.7)
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Assuming u = —yk@; — y@; + v and substituting it into (5.4.7) results in
V =—yk&% + ofy(05, &g, t) + ov < —ykd% + |o|L + ov . (5.4.8)
where L > 0 is the maximum probable value of f;, (9”6,50,1:). Equation (5.4.8) can be rewritten

as

: o
V < —yvk@} + |o] (L + mv). (5.4.9)

In order to enforce V < 0, v must be selected as —pksgn(o), where pk > L and sgn(o) is the
signum function. Therefore, a compensation torque, which is added to the desired torque, is
defined as

Tecomp = —u = (k + 1)yd; + kpsgn(o). (5.4.10)
In order to achieve a smooth response with less chattering in the control signal, Tocomp, the sgn
function can be replaced by o /(|a| + €) for asmall value of € > 0. In order to extract the dominant
frequency component of the generator-side rotor angular speed and position (i.e., @ and 8;),
band-pass and high-pass filters are used, as shown in Figure 5.7. Also, a dead zone function is
utilized to make the psgn (o) component of the compensation torque active only for |a| > €. For
the high-pass filter shown in Figure 5.7, the following fourth-order Bessel filter

4

@)

+10 (wic)3 + 45 (wic)2 +105 (wic) +105

Hyp(s) = —— (5.4.11)

S
@)
is used where w, is the cut-off frequency of the high-pass filter. For the low-pass filters, a second-

order filter with a center frequency of 2.95 Hz and narrow bandwidth of 1.475 Hz is used as given

by
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filters

S
Hyp(s) = WoQ (5.4.12)

@) + (@) +1

where the center frequency is w, = 2m(2.95) = 18.35 rad/sec, and Q = 2 as the bandwidth is

calculated by Af = f,/Q. The frequency responses of these filters are demonstrated in Figure 5.8.
The cut-off frequency of the high-pass filter was set to 0.1 Hz to cancel out only the DC component

of the generator speed.

5.5 Simulation Verifications and Analysis of Results
In order to investigate the performance of the presented control scheme, the system shown
in Figure 5.7 has been entirely modeled in the MATLAB/Simulink environment. The model
consists of the NREL 750 kW turbine simulator connected to a DFIG or PMG generator through
a five-mass drivetrain/gearbox with gear ratios given earlier in Section 5.2. Parameters of the

simulated DFIG and PMG generators are given in Table 5.5 and 5.6, respectively. Notice that, the
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Table 5.5 Parameters of the simulated 750kW DFIG

Parameter Value Unit

Generator No. of Poles, p 4

Generator Stator Rated Voltage 690 \

Stator Resistance, Ry 10.2 mQ

Rotor Resistance, R, 10.2 mQ

Stator Leakage Inductance, L;; 0.1 mH

Rotor Leakage Inductance, L;, 01 mH

Magnetizing Inductance, Ly, 431 mH

generator parameters are transferred into the stator side. Also, the simulated systems contain many

subsystems as their formulations were presented in Chapters 2 and 3.

5.6 Comparison of DFIG-based and PMG-based Drivetrain Dynamics
The drivetrain response to mechanical and electrical distortions is different in DFIG-based
and PMG-based wind turbines. However, multi-mass drivetrain with multi stage gearbox is

typically in DFIG-based wind turbines, and most of PMG-based systems are direct-drive.

Table 5.6 Parameters of the simulated 750kW PMG

Parameter Value Unit

Generator No. of Poles, p 8

Generator Stator Rated VVoltage 690 V

Stator Resistance, Ry 0.426 mQ
Stator Inductance, Lg 0.654 mH
Flux, Ay 825 mWb
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Figure 5.9 Aerodynamic torques, Ty, Of the DFIG- based wind turbine after two events: (i) voltage
dip at t =180 sec and (ii) wind speed change at t =200 sec, with (black) and without (gray)
compensation

Therefore, the focus of this section is on the test simulated results obtained from the case study
750 kW wind turbine. Four different events are studied in this section. The first two events are (i)
a 50% voltage dip at t =180 sec for three cycles, and (ii) a wind speed swing between 5 and 11
m/s started at t =200 sec for 0.4 sec. These events have been modeled for the DFIG-based system
and the corresponding aerodynamic torque profiles are shown in Figure 5.9. The same have done
in the PMG-based system and the results are shown in Figure 5.10. The control parameters were
held the same in these tests, i.e. T¢om, = 15000 &g + 45sgn (o), where o = 20, + @ and the
input signals, 8; and &, are referred to the low-speed-shaft.

A comparison between the aerodynamic torque profiles reveals that the electrical
disturbance has almost no impact on the aerodynamic torque of the PMG-based wind turbine, but
an identical disturbance in the DFIG-based wind turbine can excite the 2.95Hz natural frequency

of the 750kW drivetrain. The second observation is that the controller can damp aerodynamic
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Figure 5.10 Aerodynamic torques, T,..,, Of the PMG- based wind turbine after two events (i)
voltage dip at t =180 sec, and (ii) wind speed change at t =200 sec, shown in Figure 5.9, with
(black) and without (gray) compensation

oscillations more effectively in the DFIG-based system. This might be due to the fact that DFIG
contributes more to the overall system’s damping.

In Figure 5.11, the voltage oscillations in black and gray colors represent the DC-bus
voltages of the system for the events shown in Figure 5.9 with and without superimposing
compensation torques, respectively. Therefore, the third observation is that active vibration
mitigation transfers the stress from mechanical side into the electrical side. Therefore, as the
amplitude of the compensation torque increases, the amplitude of the DC-bus overvoltage
increases. It should be noticed that all back to back converters have an overvoltage protection
system while a designer may implement slightly larger DC-bus capacitor to improve the regulation

of the DC-bus voltage.

1200 1200
S 1000 S 1000
(&) (&)
'g 800 'g 800
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Figure 5.11 The DC-bus voltage oscillations after the events shown in Figure 5.9, with (black) and
without (gray) compensation
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5.7 Mitigation Technique Response in the DFIG-based System
In this section, the effectiveness of the proposed technique is examined. In Figures 5.12
through 5.15 the simulation results for the first two events (i.e. (i) 50% voltage dip, and (ii) wind
speed variation) are demonstrated. The compensation torque, T¢opmy, and its components, T, =
kpsgn(o) and T, = ky @; (where k =7500, y =2, and p =6 x 1073), for the two
aforementioned events are demonstrated in Figure 5.12. In these tests, the sgn function was

replaced by w% (where £ = 0.15 x 1073) cascaded by a dead-zone function to eliminate the

chattering phenomenon described in Section 5.3. As in Figure 5.12, T, has rectangular bang-bang
pulses with smooth edges, in which, the level of smoothness is a function of the € value. Also, T,
becomes zero for the input ¢ magnitudes less than a predetermined value set in the dead-zone
block in Figure 5.7. The left and right columns in Figures 5.13 through 5.15 demonstrate control

responses to the disturbances shown in Figure 5.9.
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Figure 5.12 Compensation torque, T¢omp, and its components (DFIG-based wind turbine) after the
two events shown in Figure 5.9
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Figure 5.15 Grid power, DC-bus voltage and generator speed of the DFIG-based wind turbine after the
two events shown in Figure 5.9, with (black) and without (gray) compensation

Figure 5.13 shows the torsional speeds of the drivetrain gear stages, (i.e. Awg; = Wi — W1,
Awiy = W] — Wy, AW,z = W, — w3, aNd Aws; = w3 — wg) for the DFIG system with (black) and
without (gray) compensation torque. As demonstrated, these torsional speeds are effectively
damped within approximately 1 second.Figure 5.14 shows torsional angles of the drivetrain gear
stages (i.e., AOg; = 0 — 04, AO;, = 6; — 0,, AO,3 =0, — 05, and Ab;; = 05 — 6;;), for the
DFIG-based wind turbine for the two events. The gray and black waveforms illustrate results
obtained from the DFIG-based system with and without compensation, respectively. As shown,
the control scheme effectively damps torsional vibrations. Figure 5.15 shows the injected power
to the grid, P, in KW side by side with the DC-bus voltage, V., and the generator angular speed,
Ngen = (60/2m)wg, in rpm after the two disturbances shown in Figure 5.9. As shown, the injected
power to the grid asymptotically converge to its initial value approximately 1 second after the

disturbances. These simulation results demonstrate the validity and effectiveness of the proposed

control scheme.
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Figure 5.16 Aerodynamic torques, T,.;,, Of the DFIG- based wind turbine after two events (i) series
capacitor switch causes a voltage swell at t =220 sec, and (ii) wind speed change at t =240 sec with
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Figure 5.17 Compensation torque, T¢omyp, and its components in the DFIG-based wind turbine
after two events shown in Figure 5.16
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Figure 5.18 Torsional angular speeds, Awg; = W — W1, Awqp; = W] — Wy, AwWyz = Wy — W3,
= w3 — wg, in rad/sec for the DFIG-based wind turbine after the two events shown in
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Figure 5.20 Grid power, DC-bus voltage and generator speed of the DFIG-based wind turbine after
the two events shown in Figure 5.16

In order to further examine the effectiveness of this technique, simulation results for the

two new events are demonstrated in Figures 5.17 through 5.20. Compensation torque formulation

and coefficients were kept the same for all cases presented in this chapter. The new events

included: (i) switching the 50% series compensation for three cycles between 220 and 220.05 sec

and (ii) a sudden wind speed change for 30 cycles (i.e., 30/60 = 0.5 sec), between 240 and 240.5

sec. As shown in Figures 5.17 through 5.20, use of the proposed technique effectively damped

torsional vibrations at the dominant frequency, f = 2.95Hz, caused by the case study events.
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Figure 5.21 Virtual inertia method for damping torsional vibration in wind turbines.
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Again, the controller held the same in these tests, i.e. T,omp = 15000 &g +

45sgn (o), where o = 20; + @ and 8; and @, are referred to the low-speed-shaft.
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Figure 5.22 The stator voltage, V5, compensation torque, Tc,pm,, , a€rodynamic torques, Tyero,
injected power to the grid, F;, DC-bus voltage, V., and the generator speed, ng,,, of the 750 kW
DFIG- based wind turbine using the proposed (black) vs virtual inertia (gray) methods
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5.1 Virtual Inertia Damping Technique Versus the Proposed Technique

This section presents a comparison study between the proposed technique and a recently reported

approach [24], called virtual inertia technique. Performance of the proposed vibration mitigation

technique is compared with the virtual inertia method is investigated through simulation results
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Figure 5.23 Torsional angles in degrees and angular velocities in rad/sec of the 750 kW
DFIG- based wind turbine using the proposed (black) versus virtual inertia (gray) damping

method
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obtained from the 750kW DFIG-based wind turbine system. The virtual inertia damping method,
Tecomp = AJ %, is demonstrated in Figure 5.21.

Both vibration mitigation methods were implemented in the 750 kW DFIG-based system
case study. For comparison and to distinguish the differences, a relatively large disturbance, (i.e,
90% voltage dip at the grid-side) was simulated. In Figures 5.22 and 5.23, the results obtained
from the proposed and virtual inertia methods are shown in black and gray colors, respectively.

Although the compensation torque, Tecomyp i these tests are almost the same over the first
few cycles, the virtual inertia method clearly needs more time to damp the oscillations.

These simulation results have demonstrated that the torsional vibrations in the drivetrain
can be mitigated effectively using the proposed technique, and in comparison with the virtual

inertia damping method, has superior performance.
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Chapter 6 — Conclusion and Future Work

This chapter summarizes the three main contributions to the modeling and control of
variable speed DFIG-based and PMG-based wind turbine systems, as presented in this dissertation.

Several suggestions for future research paths on the subjects of this dissertation are also provided.

6.1 Summary of Contributions

First, a comprehensive model of electrical subsystems, including back-to-back converters,
DFIG and PMG generators, and power lines, as well as multi-mass drivetrain were developed to
be easily connected to the FAST simulator. Although main algebraic and differential equations of
these subsystems exist in the literature, in this work, the developed models are made to be easily
coupled to the FAST simulator in the Matlab/Simulink environment. These models allow
investigation of the effects of various control schemes with internal and external disturbance events
in wind turbines. The developed models in the Matlab/Simulink environment also provided
relatively fast (short simulation time) tools for researchers.

Second, an adaptive nonlinear control scheme for DFIG-based wind turbines was
developed using a Lyapunov-based analysis and feedback linearization. The control scheme was
built from three control laws including (i) determining the desired generator torque, (ii) estimating
the wind turbine power capture coefficient, and, (iii) calculating the desired rotor speed at which
the wind turbine captures maximum available wind power. The control scheme adaptively
estimated the wind power capture coefficient using real-time wind and rotor speed values. This
control system was developed in the Matlab/Simulink environment, and the overall system was
simulated using the NREL 5MW FAST reference turbine connected to a developed DFIG, back-
to-back converters, and a transmission line between the DFIG and the power grid. The two main

control schemes (i.e., power capture coefficient estimation with rotor speed regulation and desired

107



rotor speed calculation based on maximizing the estimated power capture coefficient), showed
robust dynamic behaviors. The role of the controller is to adaptively reach the maximum power
capture coefficient as wind speed changes. The significance of the presented technique compared
to existing methods is that a perturbation signal was not required. Also, neither the maximum
power capture coefficient, nor the optimum tip-speed ratio was assumed as a known parameter.
Moreover, the presented technique demonstrated a robust dynamic performance in the presence of
wind turbulence and sudden speed changes. Numerical results demonstrated the validity and
robustness of the developed control scheme.

Third, the dissertation presented a novel technique based on the sliding mode theory was
developed and presented in order to mitigate torsional vibrations in wind turbines using a rotor-
side converter. Simulation results demonstrated that torsional vibrations in the drivetrain can be
effectively mitigated using the proposed technique. Effectiveness of the proposed control scheme
was demonstrated through simulation results of three case studies that evaluated impacts of
voltage sag, a wind speed variation, and a series capacitor switching in the power line on the five-
mass drivetrain of a 750 kW wind turbine. Furthermore, this technique was compared with the
virtual inertia compensation method with voltage dip disturbance. The comparison has
demonstrated that the performance of the proposed technique is superior to the recently reported

virtual inertia compensation approach for damping torsional vibration.

6.2 Recommended Future Work
In addition to contributions accomplished in this effort, some potential studies are
suggested as recommended future work. Potential future work based on results of this dissertation

is described in the following paragraphs.
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Maximum power capturing in variable speed wind turbines is commonly performed in
Region 2, as described in Chapter 2. In Region 3, as wind speed increases, the accelerating torque
and rotor speed increases. Therefore, the control strategy in Region 3 regulates power capture at
the generator nominal power. During transition between Region 2 and 3, a compensation torque
command fed to generator to suppress rotor speed overshoot. Several methods have been reported
in the literature, but an optimal nonlinear control scheme that can provide a seamless transition
between Region 2 and 3 with minimum stress on the drivetrain is a challenging task as a
recommended future work.

The proposed control strategy shows great torsional vibration reduction on the drivetrain
of wind turbines as discussed in Chapter 5. The proposed method, as well as other techniques
reported in the literature, damps dominant natural frequency of the drivetrain. In these techniques,
dominant natural frequency is assumed a known time-invariant design parameter. Also, it is
desirable that the control scheme damp all vibration modes over time. Therefore, active dominant
modes identification will be significantly helpful because drivetrain stiffness and other parameters

change over time.
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