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A B S T R A C T

A control system based on multiple sensors is proposed for the safe collaboration of a robot with
a human. New constrained and contactless human-robot coordinated motion tasks are defined to
control the robot end-effector so as to maintain a desired relative position to the human head while
pointing at it. Simultaneously, the robot avoids any collision with the operator and with nearby static
or dynamic obstacles, based on distance computations performed in the depth space of a RGB-D
sensor. The various tasks are organized with priorities and executed under hard joint bounds using
the Saturation in the Null Space (SNS) algorithm. A direct human-robot communication is integrated
within a mixed reality interface using a stereo camera and an augmented reality system. The proposed
system is significant for on-line, collaborative quality assessment phases in a manufacturing process.
Various experimental validation scenarios using a 7-dof KUKA LWR4 robot are presented.

1. Introduction

The capability of handling tasks that involve interac-
tion between humans and robots has become nowadays a
highly desirable feature in both industrial and service envi-
ronments [1], as well as one of the enabling technologies
of Industry 4.0 [2, 3]. Robot co-workers should be able to
share their workspace and collaborate safely with humans,
combining and enhancing the skills of both parties [4]. A
hierarchical control architecture to handle safe human-robot
interaction can be organized in three functional layers: safety,
coexistence, and collaboration [5]. Each layer addresses
a desired robot behavior, preserving consistency with the
lower layers in the architecture. The safety layer at the bot-
tom is always active and deals with collision detection, most
conveniently without resorting to extra sensors as in [6],
specifying also how the robot should promptly react to un-
desired (and unavoidable) contacts. The intermediate layer
is devoted to coexistence: it allows sharing a common work-
space while the robot and the human perform independently
their jobs. Collisions are prevented here, based on real-time
information from external sensors monitoring the whole op-
eration of the system [7]. Finally, physical [8] or contact-
less [9] human-robot collaboration is established in the top
layer. In [10], these three control layers have been mapped
into the four forms of interaction modes of the ISO 10218
standard [11, 12] (enhanced by the technical specification
TS 15066 [13]). In this case, the safety layer is involved in
all interaction modes, namely, the Safety-rated Monitored
Stop (SMS), the Hand Guiding (HG), the Speed and Sepa-
ration Monitoring (SSM), and the Power and Force Limiting
(PFL) modes. Our coexistence layer handles specifically the
SMS and SSM modes. Finally, the collaboration layer ad-
dresses tasks in the HG and the PFL modes.

Human-robot contactless collaboration can be achieved
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through direct communication using gestures [14] and/or
voice commands [15]. Indirect communication during in-
teractional context can also be considered by recognizing
human intentions [16]. In [9], we proposed a passive com-
munication for a contactless vision-based collaborative task,
by imposing a coordinated motion between the robot and a
human operator. For such a collaboration, localizing the hu-
man pose and detecting moving obstacles in the workspace
should both be guaranteed.

For the 3D localization of human body parts, limbs, or
head, different sensors can be employed, such as laser range
finders [17] or vision/depth cameras for extracting the hu-
man pose [18]. Another modality is to attach a compact
RGB-D (depth) sensor on the human body, and then lo-
calizing it with different techniques [19, 20]. In [9], we
compared three different localization methods introduced
in [21], [22], and [23]. All these techniques suffer from inef-
ficiency during fast human motion, in highly dynamic envi-
ronments, or when markers/features are not present. More-
over, they need a frequent and complex calibration phase.
To overcome such problems, the tracking sensor of the Ocu-
lus Rift system (a HMD for Virtual Reality (VR) explo-
ration) could be used, as we do in this paper. This sensor
does not need markers or specific features, allows the hu-
man to look and move freely in the workspace, and pro-
vides a sufficiently accurate pose estimation both in static
and dynamic environments, during fast human motion, and
in bad lighting conditions. Furthermore, it can be used to
introduce a mixed reality interface for end-user robot pro-
gramming [24] or for helping the operator in the quality as-
sessment of the product of an industrial process [25].

For the detection of obstacles in the robot workspace,
several sensors and methods have been proposed. Laser and
sonar sensors may monitor the workspace and detect obsta-
cles that intersect a 2D scanning plane (usually, parallel to
the floor and at the calf height or at the torso), allowing the
robot to avoid at least parts of the human body [26, 27]. To
cover the upper body (arms and chest), several inertial mea-
surement units (IMUs) can be integrated [28]. Detection of
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the whole body (or, simultaneously, of several of its parts)
can be achieved either by attaching passive or active mark-
ers to the body, or by extracting its shape from RGB/depth
images as a ‘point cloud’ in the Cartesian space [29]. How-
ever, using the aforementioned methods, the robot would
avoid only the human body and possibly neglect other dan-
gerous obstacles in the workspace. In [30], a laser sensor
was attached close to the robot end-effector to compute dis-
tances and danger zones from nearby obstacles. Unfortu-
nately, repeating this arrangement for each robot link that
may collide would be rather inefficient and too expensive.
Alternatively, a visual workspace monitoring system can be
used to determine a variable protective separation distance
between the end-effector tool and a human operator [31].

In our work, we adopt the approach developed in [7] that
uses one or more depth sensors (a single Kinect in our case)
to monitor the workspace. A computationally efficient al-
gorithm, which works directly in the so-called depth space
of the sensor, evaluates in real time the distances between a
number of control points on the robot and any other object
(the whole human body and other static or dynamic obsta-
cles) in the workspace. Based on this distance information,
collisions can be avoided by using any preferred variant of
the artificial potential fields method [32].

The goal of our research work is to define a framework
for achieving a number of collaborative tasks that require
coordinated robot-human motion, by integrating a suite of
sensors in order to monitor the workspace, safely control
the robot so as to avoid accidental collisions, and provide
the user with awareness of the ongoing interaction task. The
proposed framework is significant for human-robot collab-
orative phases of process quality assessment, e.g., within
automotive manufacturing lines [33] or in surface finishing
applications [25], where the robot should hold and present
the processed work piece to the human operator in a specific
position and orientation.

The main contributions of the paper can be summarized
as follows.

• Definition and realization of a control scheme for con-
tactless human-robot collaboration tasks and simul-
taneous safe coexistence, based on the multi-sensor
system of Fig. 1.

• Integration of direct human-robot communication in
a mixed reality interface that allows the operator to
change online the collaboration mode, while provid-
ing the current status of the collaborative task.

• Specification of different coordinated motion tasks in
which the robot end-effector follows a possibly time-
varying desired pose (i.e., with position and pointing
subtasks) relative to the head of a human operator in
motion. Limitations in the motion coordination are
identified and an algorithm is proposed to avoid the
corresponding task singularities.

• Avoidance of any robot collision with other parts of
the human operator body and with all the nearby ob-
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Figure 1: The proposed multi-sensor control scheme for
safe human-robot contactless collaboration.

stacles, using an efficient distance evaluation method
based on a Kinect depth sensor placed in the environ-
ment.

• Optimal execution of the above specified tasks in the
presence of hard bounds on robot actuation, obtained
by exploiting the available kinematic redundancy of
the robot, organizing the multiple tasks by priority,
and handling objectives and equality/inequality con-
straints in real time, based on the Saturation in the
Null Space (SNS) algorithm [34]. The latter is imple-
mented at the joint acceleration level, so as to guaran-
tee also smoothness of the robot commands.

The paper is organized as follows. The human head lo-
calization and the mixed reality interface are introduced in
Sec. 2. Section 3 presents the desired coordination tasks
and the proposed task limit sphere. Section 4 presents the
robot controller for motion coordination with simultaneous
collision avoidance using the depth space approach. Exper-
imental results with a KUKA LWR4 robot are reported in
Sec. 5. A video of the experiments is also available in the
supplementary material. Conclusions and future work are
discussed in Sec. 6.

2. Human-Robot Awareness

To perform a friendly contactless collaboration experi-
ence, both the robot and the human should be aware about
each other current action and location. For this, we pro-
pose to use the Oculus Rift device together with its track-
ing sensor for human pose localization. On the other hand,
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Figure 2: The estimated trajectory of a moving Oculus Rift during three human actions: (a-d) static; (b-e) slow motion; (c-f)
fast and long motion. [top] The top view in 2D, and [bottom] for the 3D-view. The circle/cylinder denotes the robot position.

a Mixed Reality-Head Mounted Display (MR-HMD) inter-
face is designed to enable the human to know what the robot
is currently doing. The user will be able to connect with the
robot directly by switching between different collaboration
modes using the Oculus supplied controller. Furthermore, a
depth sensor is used to compute the distances between the
robot and close objects including the operator (more details
in Sec. 4).

2.1. Human head localization

The Oculus system provides a Virtual/Augmented Real-
ity experience by synchronizing the user view in the screen
of the HMD with his head motion in the real world. This
is done by estimating on line the six degrees of freedom of
the device, including position and orientation represented by
roll-pitch-yaw angles, and their first and second derivatives,
through a sensor fusion process [35]. Data coming from the
micro-electrical-mechanical sensors (MEMS) on the Rift,
that include gyroscope, accelerometer, and magnetometer,
and from the IR on the tracking sensor are combined. In our
application the Oculus is used to provide the human head
pose data to our control algorithm. For this, the tracking
sensor should be located in a static place near to the hu-
man motion area, and a simple calibration procedure should
be done each time the placement of the tracking sensor is
changed. The tracking sensor is able to detect and localize
the Rift in a distance range from 0.4 to 2.5 [m]. Multiple
tracking sensors could be used to cover a larger area.

For our application, we checked the Oculus localiza-
tion performance experimentally through different scenar-

ios. The first case is shown in Fig. 2(a), where the Rift was
mounted on a standing up human without moving for a du-
ration of 60 [s] in a dynamic environment. In the second
case, Fig. 2(b), the human was moving during the experi-
ment. Finally, we tested the localization during fast and long
duration motions, see Fig. 2(c). In all previous experiments,
the Rift pose estimation was stable, continues and determin-
istic. This system has a simple setup, an easy initialization
phase, and returns accurate HMD pose estimation relative
to the desired world reference frame.

2.2. Mixed reality interface

To let the operator aware about the active robot task, and
give him the possibility to command the robot directly and
efficiently, we propose to add a mixed reality interface to
the HMD. For this, a stereo camera is mounted to the Oculus
Rift as shown in Fig. 3. Using the Unity cross-platform [36],
the surrounding workspace of the operator can be rendered
in the HMD screen and augmented with any useful infor-
mation about the robot behavior and any desired optional
commands.

For our proposed application, we designed a simple in-
terface, as shown in Fig. 4, which consists of a static menu
with four buttons represent the available collaboration modes.
The user can switch between them using the Rift controller.
The first mode is follow, where the robot should track a dy-
namic target position with respect to the human-head while
pointing to it with a relaxed angle 5˝ or 90˝. In the cir-

cle mode, the robot should achieve a variable circle that
centered on a dynamic position w.r.t. the human head, and
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Figure 3: The hardware setup to achieve a mixed reality
experience during human-robot collaboration.

Figure 4: The mixed reality user interface on the Rift HMD
screen lenses.

placed on a plane perpendicular to the line of sight of the
human. The option stop will command the robot with the
last computed target point reducing then the residual errors
to zero, and finally remaining at rest. The last gray option
is to choose between two pointing angles. After selecting
the desired mode, the corresponding button is highlighted.
More details about the desired robot tasks are given in the
next section.

3. Coordinated Motion Tasks

For a robot with n joints, we can define a m-dimensional
task to be executed. When m < n, the robot will be kine-
matically redundant for the given task. In this section, we
define the coordination tasks of interest for the collaboration
modes of our application. We propose also an algorithm for
handling the tasks when these cannot be fully executed due
to robot workspace limitations.

3.1. Positional task

Consider a desired task described in term of the robot
end-effector position,

p
ee
= k(q) Ÿ Üp

ee
= J

pee
(q) Üq, (1)

where q À Rn is the robot configuration, k(.) is the direct
kinematics, and J

pee
= )k_)q is the 3 ù n Jacobian matrix

zs

ys

ps

d

pcoord

pee

CircCirccoord

zd

!d

Figure 5: Frames and parameter definitions for the desired
coordination tasks. Here, z

e
= z

d
yielding ↵ = 0.

for this task. In this case, the positional error w.r.t a desired
task p

eed
À R3, can be defined as e

pee
= p

eed
* k(q). For

the proposed contactless collaboration, three different posi-
tional tasks are defined as follows.

3.1.1. Human head following

In the first positional task, the tip of the robot should
follow a desired Cartesian point defined as

p
eed

= p
coord

(t) = p
s
(t) + rR

s
(t)p

sc
, (2)

which is attached to the moving Oculus Rift position p
s
(t)

and translated by p
sc

= (x
sc

y
sc

z
sc
)T , where rR

s
(t) is

the rotation matrix between the Rift frame and the world
reference frame. In our case, x

sc
= y

sc
= 0 while z

sc
= d,

as shown in Fig. 5. The d value can be determined accord-
ing to the necessary protective distance for SSM in ISO-TS
15066 technical specification. The desired task (2) is cor-
responding to the positional task of command follow in the
mixed reality interface in Fig. 4.

3.1.2. Circular task

The second positional task is to track a circular path with
variable center by the robot end-effector (EE). As shown in
Fig. 5, the circle radius is r = 0.2 [m] and its center is at the
point p

coord
(t) which is attached to the moving Rift as in the

previous task. In this case, the unit vector z
d

(i.e., always
parallel to z

s
) should be orthogonal on the desired circle as

p
eed

= Circ
coord

(s(t)) = Circ(s(t)) + rR
s
(t)p

sc
, (3)

where

Circ(s(t)) = p
s
(t) + r (u cos s(t) + n sin s(t)), (4)

where n and u are any two orthonormal vectors to z
s
, s(t)

is the path parameter, and the translation p
sc

value is as the
previous case. The task (3) is corresponding to the posi-
tional task of command circle in the mixed reality interface
in Fig. 4. Note that, in (2) and (3) the p

eed
is always being

updated according to the human-head motion localized by
the Oculus Rift.

3.1.3. Stop task

The last positional task is corresponding to the com-
mand stop, where the robot should regulate to the last com-
puted desired point p

eed
from (2) or (3) and remains at rest.
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Indeed, if an obstacle is getting close, the robot moves to
avoid the collision and then resumes the task as soon as pos-
sible, as detailed in Sec. 4.

3.2. Pointing task

The previous positional tasks have dimension m = 3. If
a classical 3D pointing task (m = 2) or a complete orienta-
tion task (m = 3) were added to the positional one, the task
dimension would reach m = 5 or m = 6, respectively. For a
standard industrial manipulator with n = 6 joints, this would
imply that just one or no additional dof is left to the robot
in order to achieve other tasks, i.e. collision avoidance. To
milden this situation, in our framework we have proposed
the use of a relaxed pointing task [9], which requires only
one additional dof (m = 3 + 1 = 4). In this relaxed task the
EE unit axis z

e
(q) (the third column of the rotation matrix

R
e
(q) relative to the world frame) may point only approxi-

mately toward the human head and, in fact, should only be-
long to the surface of a pointing cone. This cone, which is
again determined from the estimated head pose, has its apex
located at p

eed
(t) with an apex angle ↵

d
> 0 and unit axis

z
d
(t) which is ideally pointing at the human eyes as shown

in Fig. 5. In this case,

z
d
(t) = rR

ed
(t)

�
0 0 1

�T
,

rR
ed
(t) = rR

s
(t)

`
r
rp

*1 0 0
0 1 0
0 0 *1

a
s
sq
.

(5)

That is, the current EE pointing can be expressed as

p
rp
(q) = zT

d
z
e
(q) = cos ↵, (6)

where for a constant desired relative angle ↵
d
,

p
rpd

= cos ↵
d
, (7)

and in this case, the error is computed as

e
rp

= p
rpd

* p
rp

À R. (8)

Through our mixed reality interface in Fig. 4, the user can
determine the desired angle ↵

d
to be 5˝ or 90˝. Indeed,

↵
d
= 5˝ is useful during a collaborative quality assessment

procedure. On the other hand, ↵
d
= 90˝ decreases the haz-

ard of the EE critical tools.

3.3. Task limit sphere

During the human-robot coordinated motion, some lim-
its may be violated when the operator moves outside the
robot workspace, where the desired positional and/or point-
ing task cannot be fulfilled according to the current operator
pose. For this situation, we propose a special treatment for
the desired task to avoid any operational task singularity. As
shown in Fig. 6, a Cartesian boundary is defined around the
robot by a virtual sphere S. In general, the sphere should
be determined according to the robot allowable workspace.
In our case, the center of the sphere is placed at the second
joint (the robot shoulder), with a radius r

s
= 1 [m] equal

ps
ps
−

x0

z0

y0

(a)

pee

ps

Circ

Circcoord

Circ

(b)

Figure 6: The task limit sphere represents a boundary for
the coordination task. (a) When the sensor is outside the
sphere in the position p

s
, the projected position p

s
on the

surface of the sphere will be used as reference to compute
the follow task in (2). (b) The desired circular task Circ

coord

in (3), when all Circ points are out of the task limit sphere
(see the accompanying video for a complete understanding).

to the total length from the second joint to the tip of the EE
auxiliary tool.

The scheme in Fig. 7, together with the Algorithm 1, il-
lustrates how we propose to deal with the coordination task
limits. If the position of the human head is inside the sphere,
the robot EE desired position for the follow task will be de-
fined as in (2). If the human head goes beyond the bounding
sphere, the desired task position will be accordingly relo-
cated at the intersection point p

s
between the human line of

sight z
s

and the sphere S. Otherwise, if there is no inter-
section, the desired task will not be updated and the robot
will regulate for the last visible task. Furthermore, the task
limits could be violated if the operator is looking to the out-
side of the robot workspace. Also in this case the desired
task will not be updated as before. The motion control is
resumed with the last estimate pose, as soon as the position
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Figure 7: Different situations for the human-head pose, and
how it gets modified according to the task limit sphere.

and pointing direction of the operator become again feasible
for the task.

The full procedure for computing the desired robot task
is presented in Algorithm 1. First, the incidence is com-
puted to check the intersection between the human line of
sight z

s
and the sphere S. If an intersection exists, i.e., the

variable incidence > 0, the two intersection points (p1,p2)
are computed. Indeed, these two points could be in front of
the human (in the direction of the human line of sight) or
behind him. For this, the corresponding directions (l1, l2)
are computed. If the point of intersection is in front of the
human and the distance between him and the intersection
point is more than r

s
, the human is inside the sphere and

looking toward the robot (line 10 of the algorithm). In this
case, the current pose estimation will be used. If the opera-
tor is outside S, the desired task will be updated according
to the closest intersection point to the operator (lines 16 to
19 of the algorithm).

The same previous procedure is done in case of the de-
sired circular task (3). When any point of the circle is out-
side the sphere, the desired task will be updated according
to the point projection as in Fig. 6(b).

4. Collision Avoidance and Motion Control

In the proposed contactless collaboration, the human op-
erator is supposed to work close to robot while the robot
may live in an environment cluttered with obstacles. There-
fore, both human safety and robot integrity should always
be guaranteed. To determine closeness to obstacles, a sin-
gle RGB-D camera is used together with the depth space
approach of [7], evaluating the distances between a number
of control points (including the EE) selected along the robot
arm and any obstacle (including the human operator) in the
workspace. In this work, as illustrated in Fig. 8, we consider
n
c
= 9 control points along the robot body, four of them are

located between the third and fourth joints. While, the next
four points are located between the fourth and sixth joints.

Algorithm 1 Coordinated task limit check
1: input: p

s
, z

s
, c

s
, r

s

2: l = zs
ÒzsÒ , a = ÒlÒ2, b = 2l(p

s
*c

s
), c = ÙÙps * c

s
ÙÙ2*r2s

3: incidence = b
2 * 4ac

4: if incidence f 0 then

5: use the last estimate pose
6: else

7: d1 =
*2b+

˘
incidence
2a , d2 =

*2b*
˘

incidence
2a

8: p1 = p
s
+ d1l, p2 = p

s
+ d2l

9: l1 =
p1*ps

Òp1*psÒ , l2 =
p2*ps

Òp2*psÒ
10: if ÙÙps * c

s
ÙÙ2 < r

2
s

then

11: if {l1 == l and ÙÙp1 * p
s
ÙÙ2 > r

2
s
} or {l2 ==

l and ÙÙp2 * p
s
ÙÙ2 > r

2
s
} then

12: update the task with the current pose estimation
13: else

14: use the last estimate pose
15: end if

16: else if ÙÙp1 * p
s
ÙÙ2 > ÙÙp2 * p

s
ÙÙ2 and l2 == l then

17: update the task according to p2
18: else if ÙÙp2 * p

s
ÙÙ2 > ÙÙp1 * p

s
ÙÙ2 and l1 == l then

19: update the task according to p1
20: else

21: use the last estimate pose
22: end if

23: end if

The last control point is located on the robot EE tip. The ad-
vantage of the approach [7] is that point-to-object distances
are evaluated directly in the depth space of the sensor, al-
lowing large savings in computation times.

4.1. Distance computation in the depth space

Consider an obstacle point o and a generic control point
c, which are represented in the depth space respectively as
Do = (o

x
o
y
d
o
)T and Dc = (c

x
c
y
d
c
)T . The first two

coordinates represent the position of the projected point in
the 2D image plane of the sensor, and the third coordinate
represents the depth of this point as seen from the sensor.
To compute the Cartesian distance D(c,o) between points c
and o, two different cases are considered.

• If d
o
> d

c
, then

D(c,o) ◆ D
D
(Dc,Do) =

t
a2
x
+ a2

y
+ a2

z
,

a
x
=

(o
x
* ⇢

x
)d

o
* (c

x
* ⇢

x
)d

c

l s
x

,

a
y
=

(o
y
* ⇢

y
)d

o
* (c

y
* ⇢

y
)d

c

l s
y

,

a
z
= d

o
* d

c
,

(9)

where D
D

is the distance in the depth space, l is the
focal length of the depth camera, (s

x
, s

y
) are the pixel
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Figure 8: Snapshot of a depth image superposed with the
computed distances between control points (green circles)
on the robot arm and close objects located in the surveil-
lance area. The picture shows also the computed dis-
tance between the end-effector and the human hand ob-
stacle (cyan line), as well as its associated repulsive vector
(blue line).

sizes and (⇢
x
, ⇢

y
) are the pixel coordinates of the im-

age plane center.

• If d
o
f d

c
, the depth of the obstacle is assumed con-

servatively to be equal to the depth of the control point
(d

o
= d

c
), and the distance is then computed us-

ing (9).

To evaluate distances between c and all obstacle points
sufficiently close to it, the distance evaluation is applied
only to pixels in the depth image plane within a region of
surveillance.

4.2. Reactive motion

Consider a generic unit vector between c and o defined
in the depth space by

u(Dc,Do) =
(a

x
a
y
a
z
)T

D
D
(Dc,Do)

. (10)

In general, the direction of the desired reaction can be eval-
uated as the normalized mean vector Çu

mean
(c), or the min-

imum vector u
min

(c) of the unit distance vectors between
each control point c and all points of objects in the surveil-
lance area, where

u
mean

(c) = 1
h

h…
i=1

u(Dc,Do
i
),

Çu
mean

(c) =
u
mean

(c)
u

mean
(c) ,

(11)

and

u
min

(c) = u(Dc,Do
min

), (12)

where h is the total number of all points of objects in the
surveillance area of c, and o

min
is the nearest obstacle point

to the c.

On the other hand, the magnitude of the desired reaction
can be defined to take into account the nearest object to c
(at a distance D

min
(c)) as [7]

u(c) =
u
max

1 + e(Dmin(c)(2_⇢)*1)�
, (13)

where

D
min

(c) =
h

min
i=1

D(c,o
i
), (14)

u
max

is the maximum admissible magnitude, ⇢ is the danger
threshold distance in the surveillance area, and the factor
� > 0 shapes the exponential decay rate. In practice, for
a large value of � , the magnitude u of the repulsive vector
equals u

max
when D

min
(c) ˘ 0, and approximately vanishes

when the distance reaches the ⇢ value, where beyonds ⇢ the
u(c) is not defined. According to (11), (12) and (13) the
general repulsive vector associated to a control point can be
defined in the world reference frame as

ru(c) = rR
D

Du(c)
= rR

D
u(c) u

mean_min(c),
(15)

where rR
D

is the rotation matrix between the depth camera
frame and the world reference frame.

4.3. Robot end-effector safety assessment

In our case, the repulsive vector associated to the robot
EE control point, i.e. c = p

ee
, is defined in the world refer-

ence frame by

ru(p
ee
) = rR

D

Du(p
ee
)

= rR
D
u(p

ee
) Çu

mean
(p

ee
).

(16)

Using (16), the magnitude of the desired reaction considers
the nearest object to the EE, whereas the direction takes into
account all objects in the danger area. This hybrid reaction
scheme allows the robot to escape from possible oscillating
behaviors resulting from the topology of multiple close ob-
stacles in the surveillance area [7]. For EE collision avoid-
ance, the repulsive vector in (16) is considered as a repulsive
velocity that directly modifies the EE original desired ve-
locity Üp

eed
for the coordinated positional task (defined from

Sec.3.1) as [7]

Üp
r
= Üp

eed
+ ru(p

ee
), (17)

where

Üp
eed

= v

p
eed

* p
ee

Òp
eed

* p
ee
Ò . (18)

The Cartesian speed namely the velocity magnitude v of
p
eed

is evaluated at discrete instants t
k
= kT , being T > 0

the sampling time, as

v
k
= min{vmax, v(tk)},

v(t
k
) = k

p
Òp

eed ,k
* p

ee,k
Ò * k

d
v
k*1,

(19)
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Figure 9: The block diagram of the SNS algorithm.

where vmax is the maximum velocity magnitude, k
p
> 0,

k
d
> 0, and v

k*1 is the previous sample (for smoothing pur-
poses). The vmax value can be determined according to the
distance d (see Sec. 3.1.1) between the human and the EE,
according to the SSM mode in ISO-TS 15066. Furthermore,
several risk zones can be considered, with different danger
threshold distances ⇢ and different maximum repulsive mag-
nitude u

max
. To avoid discontinuities at the joint velocity,

we choose to work at the acceleration level. From (17), the
commanded task acceleration áp

r
is obtained as

áp
r
= k

v
( Üp

r
* Üp

ee
), (20)

where k
v
> 0.

4.4. Robot body safety assessment

For the robot body collision avoidance, the repulsive
vector (15) associated to each control point can be trans-
formed approximately to the robot joint space. Then, all cor-
responding joint velocities can be accumulated algebraically
to be used as the robot desired joint task, or projected in the
null space of the robot main Cartesian task [30]. In this case,
if there are multiple obstacles moving oppositely to the same
control point, the repulsive vectors will cancel/reduce the ef-
fect of each other and the collision could be unavoidable.

Instead, in this work the repulsive vectors associated to
control points along the robot body are treated as Cartesian
constraints with artificial forces that are translated into hard
joint velocity and acceleration constraints and used later in
the SNS algorithm [34]. In this case, a ‘risk of collision’ can
be defined through the function (similar to (13))

f (D
min

(c)) = 1
1 + e(Dmin(c)(2_⇢)*1)�

. (21)

Accordingly, a Cartesian constraint force can be defined as
u
min

(c)f (D
min

(c)) and converted to the joint space by

h(q) = J T

c
(q)

⌅
u
min

(c)f (D
min

(c))
⇧
, (22)

where J
c

is the analytic Jacobian of the direct kinematics for
the position of the control point c. Each component of the

n-dimensional vector h represents the ‘degree of influence’
of the Cartesian constraint on the homologous joint. Next,
the admissible velocity limits of each joint will be reshaped
using the risk of collision function (21) according to the rule

if h
i
> 0, Üq

max,i
= ÜQ

max,i
(1 * f (D

min
(c))

else, Üq
min,i

= * ÜQ
max,i

(1 * f (D
min

(c)),
(23)

where ± ÜQ
max,i

are the (symmetric) original bounds on the
ith joint velocity, i.e.,  Üq

i
 f ÜQ

max,i
, for i = 1,… , n. As

a result, the modified velocity limits will be converted as
bounds on the actual acceleration commands, namely

áQ
min,i

=
Üq
min,i

+ Üq
i

T
f áq

i
f Üq

max,i
+ Üq

i

T
= áQ

max,i
, (24)

for i = 1,… , n. Multiple Cartesian constraints, arising from
different obstacles, can be taken into account by consider-
ing, for each joint i, the maximum degree of influence of all
these virtual constraints. Applying (23) and (24), the robot
will immediately stop when the collision cannot be avoided.
Indeed, this property is consistent with the SSM mode in
ISO-TS 15066.

4.5. SNS algorithm for the first priority task

At this stage, we can apply the simplest version of the
SNS algorithm at the acceleration level [34], considering the
joint acceleration limits (24), which already embed collision
avoidance for the robot body, and exploiting robot redun-
dancy to realize the other desired tasks as much as possible
(see Fig. 9). In our framework, the first priority task for
the robot is to follow with its EE a specific position trajec-
tory p

eed
(t) that is coordinated with the motion of the head

of the human operator, as defined in section 3.1. This will
be the case, unless the acceleration command áp

r
in (20) in-

cludes the velocity modification resulting from the EE col-
lision avoidance scheme in (16) and (17).

In the SNS algorithm, the joint acceleration satisfying
the first task is computed through some iterations (at the cur-
rent sampling instant) based on Jacobian pseudoinversion as
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áq1 = áq
N ,1 + (J 1W 1)#(s1 ápr * ÜJ 1 Üq * J 1 áqN ,1), (25)

with the first iteration being initialized with W 1 = I , áq
N ,1 =

0, and s1 = 1. If the joint acceleration in (25) exceeds any of
the limits (24) related to the robot body collision avoidance,
it will be modified by bringing back to its saturated value
the most violating command and projecting it into the null
space of the task Jacobian of the enabled (non-saturated)
joints (i.e., by suitably modifying the values of W 1, and
áq
N ,1). This is repeated until all acceleration limits are sat-

isfied or when the rank of J1W1 < m. In the latter case, a
proper scaling factor s1 À (0, 1) is necessarily used to re-
duce the original áp

r
and obtain feasibility. In practice, joint

motions that are in contrast with the Cartesian constraints
will be scaled down. When a constraint is too close, all joint
motions that are not compatible with it will be denied.

4.6. SNS algorithm for the second priority task

The relaxed pointing task defined in section 3.2 can be
realized by minimizing the following cost function [9]:

H(q) = 1
2 e

2
rp

= 1
2
�
cos ↵

d
* zT

d
z
e
(q)

�2
. (26)

This will be considered as our second (lower) priority task,
thus preserving the higher priority positional task and still
without violating the constraints on the joint acceleration
commands associated to the robot body collision avoidance
requirement. Therefore, the negative gradient of the cost
function (26) with a step k

g
> 0 is projected in the auxiliary

null-space projector P given by

P = (I * ((I *W 2)(I * J #
1J 1))#)(I * J #

1J 1), (27)

where initially W 2 = I . For each saturated áq1i, we shall set
W 2ii = 0. Iterations proceed then as for the first task. The
final commanded joint acceleration will take the form

áq
com

= áq1 + s2P (*D Üq * k
g
(H(q)), (28)

where s2 À (0, 1) is a proper scaling factor introduced only
if feasibility with respect to the hard inequality constraints
cannot be recovered. The addition of a (diagonal) damp-
ing matrix D > 0 in the null space is strictly recommended
when working with acceleration commands, in order to elim-
inate any uncontrolled self-motion velocity. The complete
multi-task SNS algorithm at the acceleration level can be
found in [34].

5. Experimental Evaluation

5.1. Setup

In the experimental setup we have considered a KUKA
LWR4 manipulator with n = 7 revolute joints. The robot
should execute one of the desired coordination tasks defined
in Sec. 3 and selected by the operator using the Oculus con-
troller, while avoiding collision with the human and with
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Figure 10: Data flow diagram for the proposed multi-sensor
control system.
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Figure 11: The coordination task during the first experiment.
Green traces: Estimated position of the human head. Red
traces: Head pose projection on the task limit sphere. Blue
traces: Desired positional task. Black traces: EE position. In
practice, blue and black traces are superposed. The circle
denotes the robot base location.

any static or dynamic obstacle in the environment. The pro-
posed control system in Fig. 1 is implemented using C++
through the ROS 2 middleware. The control framework is
implemented according to the data flow diagram in Fig. 10.
The KUKA robot is commanded using the position control
mode through the Fast Research Interface (FRI) library [37],
with a control cycle of T = 5 [ms].

For collision avoidance, the workspace is monitored by a
Microsoft Kinect depth sensor that captures 640ù480 depth
images at a frequency of 30 Hz. The camera is fixed at a
horizontal distance of 1.5 [m] and at a height of 1.2 [m] w.r.t.
the robot base frame. A simple camera calibration process
is done in order to compute the transformation between the
camera and the world frame. This process is mandatory only
once for each camera pose change.
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Figure 12: First experiment: The operator is moving and
uses his hand as a dynamic obstacle. (a) EE position errors.
(b) EE orientation error.

For human head localization, a single tracking sensor of
the Oculus system is located in a static place and directed
toward the robot workspace. Another simple calibration is
done to compute the transformation between the Rift and the
world frame. For the mixed reality experience, a ZED-Mini
camera is attached to the Oculus Rift as shown in Fig. 3.
The system runs on core i9-9.9k CPU @3.10 GHz, with 32
GB RAM and NVIDIA GeForce RTX 2070 GPU.

In the following case studies, we consider one fixed dan-
ger zone for each control point, with ⇢ = 0.3 [m], � = 5, and
u
max

= 1.5 [m/s]. However, further safety zones with vari-
able threshold distances [31] can be integrated easily. The
applied motion control parameters are vmax = 0.4 [m/s],
k
p
= 0.5, k

d
= 0.05, k

v
= 200, and k

g
= 10.

5.2. Results

The results of two typical experiments are presented in
the following. A video of the second experiment is available
in the supplementary material.
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Figure 13: First experiment: (a) EE reaction magnitude. (b)
Joint limit scaling factors.

5.2.1. First experiment

In the first experiment, the follow command is activated
with a desired pointing angle ↵

d
= 5˝ during the whole

time. The human operator moves initially and the robot fol-
lows his head for the first 15 [s] approximately. Every time
a dynamic obstacle (in this case, the operator hand) or a
static obstacle (the table supporting the robot base) is get-
ting closer, the EE will try to achieve the task while primar-
ily avoiding collision. If this is impossible, the robot will
move away from the obstacle, increasing thus the coordina-
tion error. When the operator moves the hand back away
from the robot, the EE resumes in full the coordinated task.
In Fig. 11, since the operator head position is always out of
the predefined sphere of task limits, the corresponding pro-
jection is used to define the reference values for the coordi-
nation task. The difference between the actual EE position
and the desired one is due instead to obstacle avoidance.

In Fig. 12, the large initial values of the tracking error
are due to the relatively fast motion of the human operator.
These errors can be reduced by increasing the motion con-
trol gains. However, a trade-off between low Cartesian er-
rors and high EE velocity, should be taken into account. The
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Figure 14: Second experiment: The operator is changing
frequently the desired coordinated task. (a) EE position er-
rors. (b) EE orientation error.

successive increases in the position error are due instead to
obstacle avoidance, as indicated also by the three peaks in
the EE reaction magnitude in Fig. 13(a). The scaling fac-
tor (1 * f (D

min
(c)) on the velocity limits (23) is shown in

Fig. 13(b). Only the limits corresponding to joints that are
more influenced by the presence of the obstacle (joints 1
to 3) are reduced. Finally, between t = 43 [s] to t = 51 [s],
an obstacle is getting nearer to the first and second joints re-
sulting in a modification of the actual joint limits, and thus
in a robot reconfiguration in its joint space. However, using
the SNS algorithm, the robot is able to exploit the avail-
able redundancy to follow accurately the desired EE posi-
tion while avoiding the obstacle. Since the pointing task has
a lower priority than the positional task, its corresponding
error is relatively higher along the experiment.

5.2.2. Second experiment

In this experiment the operator is interacting in front of
the robot for about three minutes, and changing frequently
the desired coordinated task by choosing it from the sup-
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Figure 15: Second experiment: (a) EE reaction magnitude.
(b) Joint limit scaling factors.

ported virtual augmented list using the Oculus controller in
his hand, see Fig. 3. At start, the follow command is acti-
vated with a desired pointing angle ↵

d
= 5˝, as in the first

experiment. The robot EE moves to comply with the de-
sired coordinated task, minimizing the position and orienta-
tion errors. During the experiment, the operator moves his
hand toward the robot, acting as a dynamic obstacle.

The positional error in Fig. 14(a) increases every time
the robot is not able to achieve the task because of the need
of avoiding obstacles. The robot reaction magnitude (13) in
Fig. 15(a) indicates in fact how close is the nearest obstacle
to the robot EE. If there is no conflict with the higher prior-
ity task, the EE keeps the desired orientation (Fig. 14(b)).
At about t = 17 [s], the stop command is activated for
6 [s]. Thus, the robot is controlled to regulate its EE at the
last desired task position. At t = 24 [s], the operator acti-
vates the circle command and keeps standing in front of the
robot for 35 [s]. Afterward, he moves in the workspace with
the desired circle task changing accordingly. Later on, the
stop and follow commands are activated again respectively
(see the accompanying video for a complete understanding).
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Figures 15(a-b) show clearly how the proposed system is
able to avoid obstacles efficiently, without resorting to fast
EE motion or large reduction of the joint motion feasible
range.

It must be noted that multiple obstacles may affect at the
same time the motion of the robot, while acting on different
parts of the structure. The robot system may also get stuck
in the limit. The proposed control scheme handles these
situations as well, with the SNS method smoothly stopping
the joint motion.

6. Conclusions

We have proposed a multi-sensor control system that
allows realizing contactless coordinated motion tasks be-
tween a human and the end-effector of a robot that tracks
the human head, while simultaneously avoiding collisions
with any static or dynamic obstacle in the workspace. The
system is supported with a mixed reality interface to pro-
vide the operator with different information about the cur-
rent robot task and let him/her communicate directly with
the robot to change the desired task during the collaboration.
This can be seen as another building block of a hierarchi-
cal control architecture devoted to safe human-robot inter-
action. In fact, our system integrates two enabling technolo-
gies that characterize digitalization of production (Industry
4.0), namely augmented reality and collaborative human-
robot tasks. This solution may be useful at different stages
of a manufacturing line, e.g., when the operator should check
online a desired level of quality in a service or product.

To this end, the proposed control system deals with four
main subproblems. The first one is providing a bidirectional
awareness between the robot and the human. For this, we
propose to use the Oculus Rift HMD with an attached stereo
camera. In this case, the collaborator pose can be localized
continuously and accurately to be used for defining the robot
desired tasks. At the same time, a mixed reality interface is
built to provide the operator with the current robot state and
give him the ability to control the robot directly.

The second problem is defining suitable Cartesian tasks
for the desired contactless collaboration. For this, we pro-
pose different possible coordination tasks which involve three
positional variables and only one angular component. The
tasks are defined in order to pursue the operator head motion
while pointing to it. This can be done either in a regulation
mode or by tracking a specified circular path. If the desired
task is out of the robot workspace, a sphere of task limit is
presented for task adjustment. Furthermore, the proposed
relaxed pointing task decreases the overall task dimension
which improves the robot dexterity and manipulability to
perform the collaboration while avoiding any obstacle.

The last two problems consist of achieving the desired
coordination tasks while keeping far from any collision. In
this work, we resort to the depth space approach [7] to com-
pute online the distances between the robot and any object
in the monitoring area. This information is used to define
proper collision avoidance tasks for the robot body and its

end-effector. Finally, the SNS algorithm for strict prioritized
task control is used at the acceleration level [34]. In this
case, the control scheme gives the highest priority to colli-
sion avoidance of the whole robot body, whereas the second
priority is still preventing end-effector collisions. The de-
sired positional task is in the third rank of the stack of tasks,
while the relaxed pointing task has the least priority. Indeed,
safe collaborative tasks could be defined and combined dif-
ferently, and other priority orders could be assigned as well.
This is a subject of further study. Note that, the SNS algo-
rithm could have been applied, perhaps in a simpler way,
also at the level of velocity commands. However, accelera-
tion commands allow to avoid the joint velocity discontinu-
ities that arise due to the switching of saturated joints.

Various enhancements could be done to boost the pro-
posed control system. First, the mixed reality environment
can be supported by various useful augmented objects, e.g.
the desired end-effector Cartesian path. Furthermore, it is
possible to let the operator design the desired task as a pre-
process before starting the collaboration. To improve the
collision avoidance performance, a second fixed depth cam-
era can be used to avoid gray zones or sensor occlusion.
Also, redundancy in monitoring capabilities can be inte-
grated, e.g., by adding laser scanners to compensate for any
unexpected behavior of the depth sensors. The extra degrees
of freedom of the robot may be even better exploited by us-
ing also inequality constraints to shape the desired operation
of the task [38]. Finally, since a stereo camera is used for
building the mixed reality interface, it is possible to investi-
gate how to exploit it as well for robot collision avoidance.

Supplementary material

The video associated with this article can be found by
attachment.
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