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We present a fully atomistic simulation of linear optical spectra (absorption, fluorescence and circular
dichroism) of the Light Harvesting Complex II (LHCII) trimer using an hybrid approach, which couples
a quantum chemical description of the chlorophylls with a classical model for the protein and the
external environment (membrane and water). The classical model uses a polarizable Molecular
Mechanics force field, thus allowing mutual polarization effects in the calculations of the excitonic
properties. The investigation is performed both on the crystal structure and on structures generated
by a µs long classical molecular dynamics simulation of the complex within a solvated membrane.
The results show that this integrated approach not only provides a good description of the excitonic
properties and optical spectra without the need of additional refinements of the excitonic parameters,
but it also allows an atomistic investigation of the relative importance of electronic, structural and
environment effects in determining the optical spectra.

1 Introduction
In higher plants, the working unit for light-harvesting is the major
antenna pigment-protein complex LHCII. This complex plays the
key role in initial light absorption and excitation energy trans-
fer but also exhibits a vital regulatory behavior. It is capable
of switching between efficient energy transfer conformation and
protective dissipation state, which protects the plant from photo-
induced damage in high light through dissipating excess excita-
tion energy as a heat.1–8

LHCII is present in the Photosystem II supercomplex in trimeric
form. LHCII trimers are composed of different polypeptide sub-
units (Lhcb1–3), which can combine into homotrimers (Lhcb1
and Lhcb2) or heterotrimers.9,10 Each monomer contains four-
teen chlorophylls (Chl) (eight Chl a and six Chl b) and four
carotenoids.11,12 The pigments mostly responsible for the light-
harvesting are the chlorophylls, whereas the carotenoids are
mainly involved in photo-protective mechanisms. Contrary to the
highly symmetric structure found in other light-harvesting com-
plexes such as LH2 in purple bacteria, the arrangement of the
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chlorophylls within the LHCII monomer does not show any clear
symmetry (see Fig.1). This aspect, combined with the large size
of the chlorophyll aggregate, makes the detailed understanding
of the exciton properties and the related optical spectra in LHCII
very challenging.13–17

In order to disentangle the contributions of the many exciton
states of LHCII, two-dimensional electronic spectroscopy (2DES)
experiments have been conducted in the last decade,18–23 allow-
ing the identification of several exciton states and the energy
transfer pathways between them. In particular, the energetic po-
sitions of the fourteen LHCII exciton states were determined by
Calhoun et al. from coherence beatings in the nonrephasing 2DES
map.24 Very recently, a simultaneous fitting of 2DES spectral and
kinetic parameters enabled an accurate determination of the low-
est excitons of LHCII at 77 K, as well as the excitation energy
transfer (EET) pathways among them.25

Excitonic models of the LHCII have been proposed using a si-
multaneous fit of experimental optical spectra.26–31 However, the
disordered character of the chlorophyll aggregate in this complex
makes the fitting of the site energies from the experimental spec-
tra complicated as different sets of energies can provide similar
spectroscopic results. In addition, these models generally rely
on several assumptions and simplifications, such as calculating
excitonic couplings in the point-dipole approximation, which is
generally inaccurate for pigment-protein complexes.32 All these
aspects clearly reduce the capability of the models to explain the
optical properties of light harvesting antennae in terms of their
structural and electronic specificities.

Atomistic approaches, on the other hand, can be used to un-
derstand the exciton structure of antenna complexes indepen-
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Fig. 1 Structure of the LHCII trimer. (a) Simulation box containing the LHCII trimer in the membrane. (b,c) Views of the LHCII trimer from (b) the
stroma and (c) the side. Marked area in panel (b) corresponds to a single monomer of the LHCII (d) Chl aggregate in the LHCII monomer with the
nomenclature of Liu et al.12. In (b-d), Chls are represented by their Mg, NB, and ND atoms, showing the approximate direction of the Qy transition
dipoles. Chl a and b are represented in green and cyan, respectively. Chls belonging to monomers 2 and 3 are shown in lighter color in panels (b,c).
(e) Structure of the chlorophyll-b with indication of the cut used for separating the QM and the MMPol descriptions. The same cut was used for the
chlorophyll-a. The green area corresponds to the part of the chlorophyll which was included in QM region and the red one (phytyl chain) the one
treated at MMpol level.

dently of experimental data.33–38 These approaches have been
also applied to LHCII.39–45 In particular, the linear optical spec-
tra of LHCII were simulated by a combined quantum chemi-
cal/electrostatic approach, followed by a refinement of site en-
ergies by fit of the optical spectra.40,44 Another study focused
instead on the investigation of structural and environmental ef-
fects on the site energies of chlorophyll pigments by employing
a subsystem time-dependent density functional theory approach
based on the frozen density embedding method.42

In this paper, we go further along this path by performing a
fully atomistic description of a set of optical spectra (absorption,
fluorescence and circular dichroism) of LHCII trimer using an hy-
brid approach which couples a quantum chemical description of
the chlorophylls and a classical model for the protein (and the
carotenoids) and the external environment. The QM descrip-

tion is at time-dependent density functional theory (TDDFT) level
whereas the classical one uses a Molecular Mechanics (MM) po-
larizable embedding based on the induced dipole formulation.46

In order to achieve a detailed understanding of the coupled role of
structural and environment effects, the investigation is performed
both on the crystal structure and on configurations of the trimer
within a solvated membrane which have been generated through
a classical molecular dynamics simulation (see Fig.1a). For this
purpose we have used results of a 2.8µs MD simulation of the
LHCII trimer which was previously used to investigate structural
dependence of carotenoid-chlorophyll interactions in LHCII.47

Through the comparison of these static and the dynamic de-
scriptions, a detailed analysis of the excitonic properties and how
they determine the final optical spectra has been achieved. More-
over, the comparison between the two approaches has shown that

2 | 1–13Journal Name, [year], [vol.],



accounting for the sampling of the LHCII conformational space
and the full environment effects leads to a good reproduction of
the experimental spectra while the description based on the crys-
tal structure introduces artefacts. The latter cannot be eliminated
by geometrical refinement of the structure such as the optimiza-
tion of the internal geometry of the pigments. On the contrary,
artificially large variations in the site energies were obtained for
the relaxed pigments due to a static representation of the local
pigment-protein interactions. We have also seen that a systematic
blue shift was observed for the pigments placed at the edges of
the LHCII trimer, probably due to the lacking of the stabilizing
effects of the membrane and the solvent.

The paper is organized as follows. In section 2 we describe the
theoretical and computational methods used to simulate absorp-
tion, CD and fluorescence spectra. In section 3.1, we present the
results obtained using the crystal structure highlighting possible
problems of this "static" model. In section 3.2 we repeat the same
analysis for a "dynamic" model based on the MD conformational
sampling. In both cases results are compared to experiments.

2 Methods

2.1 Excitons and optical spectra

The excitations and optical spectra of LHCII were modeled using
the Frenkel exciton model formalism. Within the exciton model,
the excited states of the whole system are determined by the exci-
tation energies of individual pigments and the couplings between
them. The resulting exciton states can be obtained from diago-
nalization of the following Hamiltonian

H = ∑
i

εi |i〉〈i|+∑
i 6= j

Vi j |i〉〈 j| (1)

where εi is the excitation energy of the pigment i embedded in the
protein environment, named site energy, and Vi j =VCoul

i j +V MMpol
i j

is the electronic coupling between pigment i and j including the
effects of the polarizable protein environment. The resulting ex-
citon states |M〉 can be written as a linear combination of locally
excited pigments |i〉 :

|M〉= ∑
i

cM
i |i〉 (2)

where cM
i is the coefficient of the local excited state i in the wave-

function of the exciton state M.

Optical spectra were simulated employing the disordered ex-
citon model coupled to the Redfield description of inter-exciton
relaxation. This method is widely employed in the modeling of
light-harvesting complexes28,34, and assumes small exciton vi-
brational coupling compared to the interpigment electronic cou-
pling. Within this approximation, the absorption α (ω), fluores-
cence I (ω) and CD spectra CD(ω) are obtained as a sum over

exciton states:

α (ω) ∝ ω ∑
M
|µM |

2 DM (ω) (3)

I (ω) ∝ ω
3
∑
M

pM |µM |
2 D̃M (ω) (4)

CD(ω) ∝ ω ∑
M

RMDM (ω) (5)

where pM correspond to the Boltzmann factor pM =

exp[−εM/kBT ]/∑N exp[−εN/kBT ] and µM = ∑i cM
i µ i is the

transition dipole between the ground and the M-th exciton state.
For the CD spectra the intensity of the individual transition is
given by

RM ∝ εM ∑
i> j

cM
i cM

j Ri j ·µ i×µ j (6)

where vector Ri j connects the centers of pigment i and j.

The homogeneous lineshape DM (ω) is obtained in the cumu-
lant expansion formalism as:

DM(ω) =
∫

∞

−∞

e−i(ωM−ω)t−gM(t)−t/τM dt (7)

where τM represents the lifetime of the exciton state M, and gM(t)
is the lineshape function of exciton M. The lifetime of the exciton
state M is obtained from the Redfield relaxation rates kM→N as

τ
−1
M (ω) =

1
2

N 6=M

∑
N

kM→N (8)

with the Redfield rate constant obtained from the spectral density
J(ω)

kM→N = ∑
i

∣∣∣cM
i

∣∣∣2 ∣∣∣cN
i

∣∣∣2 Ji(ωMN), if ωMN > 0

kN→M = kM→Ne−ωMN/kBT (9)

The fluorescence lineshape D̃M(ω) is similarly calculated as

D̃M(ω) =
∫

∞

−∞

e−i(ωM−ω)t+2iλMt−g∗M(t)−t/τM dt (10)

where λM is the corresponding reorganization energy.

Assuming that the individual sites are uncorrelated and ne-
glecting the effect of coupling fluctuations on the homogeneous
lineshape, we can write

gM(t) = ∑
i

∣∣∣cM
i

∣∣∣4 gi(t) (11)

where gi(t) is the lineshape function of site i, which is obtained
from the spectral density J(ω):

gi(t)=−
∫

∞

0
dω

Ji(ω)

πω2

[
coth

(
β h̄ω

2

)(
cos(ωt)−1

)
− i(sin(ωt)−ωt)

]
(12)

The spectral density has been modeled by a sum of over-
damped Brownian oscillator and 48 high-frequency modes. The
parameters for the spectral density were taken from the fitting of
the fluorescence line narrowing experimental data for LHCII by
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Novoderezhkin et al.26, see Table S1 the ESI.

In order to include static disorder, the spectra in eqs. (3)–(5)
were averaged over independent realizations of the exciton
Hamiltonian, in which each site energy is sampled from a Gaus-
sian distribution. Parameters of this distribution were determined
from the MD simulation using the difference between site ener-
gies in the protein and in vacuum for every Chl, Table S9 and
Fig. S9 in ESI. For the simulation of the spectra at 77 K, a scal-
ing proportionally to the temperature, σT ∝

√
T , was introduced

being the MD performed at room temperature.

The optical spectra based on the MD trajectory were calculated
using the transition dipoles and the couplings calculated for the
different configurations extracted from the MD trajectory. The
pigment site energies were used the same for every MD config-
uration, obtained as an average over the site energies calculated
for every configuration. At each configuration, the spectra were
averaged over the site energy disorder as explained above. The
final spectra are then averaged over all MD configurations.

We note that, in this scheme, we are treating as static disor-
der all the environment-induced site energy fluctuations, which
is an approximation. On the other hand, the lineshape theory we
are using does not treat exactly dynamic disorder effects such as
dynamic localization. Substituting some dynamic disorder with
static disorder allows us to treat disorder-induced localization
more correctly.

We finally note that all calculated spectra were homogeneously
shifted by −1210 cm−1 in order to account for the systematic er-
rors coming from the quantum chemical method, the employed
geometries, and the lineshape theory. The shift was determined
so to match the low-energy main absorption peak in the exper-
imental spectra48 with the one calculated in the crystal without
static disorder; the fluorescence and CD spectra were shifted by
the same amount.

2.2 LHCII structures

For the static model, we have used the high resolution X-ray crys-
tal structure of LHCII from spinach (PDB: 1RWT).12 Following
the Poisson-Boltzmann calculations by Müh et al.,40 all the titrat-
able amino acids were considered in their standard protonation
state at physiologic pH, except for His-120, which was consid-
ered protonated due to its interaction with Asp-111. All the other
histidine residues axially coordinating the Mg atom of Chls were
considered in the δ -protonated form.

The accuracy of the crystal structure is often not sufficient for
the calculation of the excited state properties.41–43 To overcome
this inaccuracy and to better investigate the effect of Chls’ ge-
ometries, we have performed geometry optimizations of the var-
ious Chls at the QM/MM level using the ONIOM formulation,49

and keeping the protein frozen in the crystal structure. Within
this framework, the geometry of each Chl was optimized with-
out any constraint and the axially coordinated amino-acids were
included into the QM region and optimized together with the pig-
ment. All the geometry optimizations were performed with B3LYP
functional and 6-31+G(d) basis set for every Chl independently.
The optimized Chls were then combined into a single structure

which was used for the calculation of the spectral properties.

For the dynamic model, we have used 50 uncorrelated config-
urations of the trimer extracted every 20 ns from the last 1 µs
of the 2.8µs all-atom MD simulation of the LHCII in a solvated
membrane. For all the details on the MD simulation we refer to
the paper which first used the results of these simulations.47

2.3 Excitonic properties

All the calculations of excitonic properties have been performed
with a locally modified version of the Gaussian09 package50 us-
ing a TD-DFT scheme with five different functionals in combina-
tion with 6-31+G(d) basis set. Only Chl Qy excitations have been
considered. In order to reduce the computational cost, for excited
state calculation we worked with a truncated QM model for the
Chl in which the phytyl chain has been cut at the C1-C2 bond
and the dangling bond has been saturated with a hydrogen atom
(the atoms of the phytyl chain still remain as MMPol sites), Fig.
1(e). Calculations have been performed both in vacuo (VAC) and
including the environmental effects using a polarizable QM/MM
methodology (MMPol).46 In the QM/MMPol description, all the
atoms in the simulation box (except the Chls) were included into
the MM region, namely the carotenoids, the protein, membrane
lipids and water molecules. A radius of 15 Å was used for the po-
larization cutoff. The MMPol atoms were described using charge
and polarizability parameters derived by Wang et al.51. In par-
ticular, the parameter set based on Thole’s linear smeared dipole
field tensor was used, in which 1-2 and 1-3 interactions are ex-
cluded.

The excitonic couplings within QM/MMpol scheme are com-
posed of two contributions. The first contribution corresponds to
the direct Coulomb interaction VCoul between the transition den-
sities of the two interacting pigments

VCoul
i j =

∫
d3r1

∫
d3r2ρ

i
01 (r1)

1
|r1− r2|

ρ
j

01 (r2) ,

where, here, ρ i
01 (r) corresponds to transition density of Qy tran-

sition on i-th Chl.

The second contribution originates from the interaction of a
pigment transition density with the induced dipoles in the en-
vironment by the transition density of the other pigment. This
MMpol contribution reads as

V MMpol
i j =−∑

n

[∫
d3rρ

i
01 (r)

rn− r

|rn− r|3

]
·µn

(
ρ

j
01

)
,

where µn

(
ρ

j
01

)
corresponds to induced dipole on the n-th envi-

ronmental atom located at rn by the chromophore j transition
density ρ

j
01.

Here, in order to reduce the computational cost, the excitonic
couplings were calculated only between Chls with the intermolec-
ular distance lower then 30 Å, whereas the other couplings were
neglected.
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3 Results
As reported in the Introduction, the simulation of the exciton
properties and the related optical spectra (absorption, circular
dichroism and fluorescence) of the LHCII trimer has been done
using two models. In the first “static” model, all calculations are
performed on the crystal structure of the complex without includ-
ing any environment. The second “dynamic” model instead ac-
counts for both structural fluctuations and environment effects as
it uses configurations extracted from a 2.8µs all-atom MD simu-
lation of the LHCII trimer in a solvated membrane.47 The results
of the two models will first be analyzed separately and then com-
bined for the final comparison with experiments.

3.1 The static model

As a preliminary test, we investigated the sensitivity of site en-
ergies and excitonic couplings to the level of theory using the
crystal structure of the LHCII trimer. In this analysis, we com-
pare our TDDFT/MMPol results with the data obtained by Müh
et al.40. The reason for this selection is that such data represent
the best available set of excitonic parameters as they come from
an atomistic description which includes the effects of the protein
and they have been refined to correctly reproduce the measured
spectra of LHCII.

For the calculation of site energies and couplings we compared
five different DFT functionals, i.e. B3LYP, ωB97XD, CAM-B3LYP,
M06-2X and finally LC-BLYP with ω = 0.195 for long range ex-
change and coefficients 0.9021 and 0.0979 for long range and full
range exchange, respectively. For all calculations we employed
the 6-31+G(d) basis set. The results are shown in Fig. 2a where
we report the energy ladder for the different Chls: here to have
a clearer comparison, all the energies have been shifted with re-
spect to their average values to compensate for systematic differ-
ences between functionals in the absolute excitation energies. All
the absolute values are reported in Tab. S2 in the ESI.

As it can be seen from Fig. 2a, all the functionals provide sim-
ilar site energy ladders, with the exception of B3LYP. The B3LYP
functional in fact tends to underestimate the site energy differ-
ence between Chl a and Chl b, and yields the site energies of
Chl b606-b608 below the ones of the Chl a, as previously ob-
served using a subsystem TDDFT approach.42 There is no struc-
tural reason for such a flip of the excitation energies, therefore
we excluded this functional from further analysis. The rest of the
functionals all show behaviors close to that described by the refer-
ence site energies except for Chls a611 and b606, for which lower
values are found.

Also the excitonic couplings (see Fig. 2bb) show very con-
sistent results between different DFT functionals and generally
agree with the couplings reported by Müh et al.,40 although our
couplings are generally larger. In particular, the couplings which
show the largest deviations from the reference values are the ones
with Chl b606. The reason for this deviation might lie in a not
well-defined geometry of Chl b606 in the crystal structure, which
could be also the reason for its seemingly low site energy (see
above). The monomeric Hamiltonian and the intermonomeric
couplings are reported in ESI Tables S3-4. The resulting optical
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Fig. 2 TDDFT/MMpol excitonic properties calculated on the crystal
structure with different functionals: a) Site energies; b) the 25 highest
excitonic couplings. For comparison, the data obtained by Müh et al.40

are also reported
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spectra calculated with different functionals are compared in the
Fig. S3 in the ESI.

We note that the couplings reported by Müh et al. have been
scaled introducing a factor which accounts for the difference be-
tween calculated and experimental estimates of dipole strengths.
Knox and Spring52 determined transition dipole strengths of
21.0 D2 for Chl a and 14.7 D2 for Chl b in vacuum, using ex-
perimental data corresponding to the 0-0 transition. Due to the
overlap between Qy vibrational side band with the Qx transition,
the full transition dipole strength of the Qy transition in fact re-
mains unknown. In the same study, the authors suggested that
values ∼ 20% larger than the ones for the 0-0 transitions should
better represent the full dipole strengths. We note that our calcu-
lated (M06-2X) transition dipole strengths are 29.97 D2 for Chl a
and 18.42 D2 for Chl b, which are in good agreement with the ex-
perimental estimates. This agreement makes us confident about
the reliability of the excitonic coupling obtained at the same level
of calculation. Effects of coupling rescaling on the optical spectra
are discussed in section S4 of ESI.

On the basis of this preliminary test on site energies and cou-
plings, we select M06-2X as the functional to be used in the fol-
lowing analyses.

To further investigate the nature of the excitonic system as
given by the crystal structure, in Fig. 3 we report the composition
of each exciton state in terms of the contribution of individual
pigments for a single monomer (obtained through the probabil-
ity coefficient |c(M)

i |2). In the full LHCII trimer, an inter-monomer
delocalization of the exciton states is present, but monomeric con-
tributions are clearly recognizable for all the states, see Fig. S5 of
the ESI.

As expected, the exciton states can be divided into two main
groups, i.e. the low-energy exciton states S1-S7 and S9 formed by
Chl a and the high energy states S8 and S10-S14 formed by Chl b.
Only in the exciton states S4, S8 and S10 there is a small mixing
(∼ 10%) of Chl b and Chl a excitations, respectively. We note, that
the highest Chl a exciton state (S9) is slightly shifted above the
lowest Chl b exciton state due to the strong excitonic interaction
between pigments a611-a612. The pigment which contributes
most to the lowest exciton state is a611 whereas the next exci-
ton state is dominated by the pigment a602. The third and fifth
lowest exciton states in our calculations are dominated by the
interaction between pigments a603 and a610. We note, that the
latter Chl was identified as the lowest energy pigment in the work
by Müh et. al. Moreover, we note that exciton states S1, S2, S5, S7

and S12 have significant contributions from the other monomers,
and form delocalized states over two or three monomers, with
more than 25% of contribution from the other monomers. This
analysis can be finally used to better understand the origin of
the bands appearing in the absorption and CD spectra, which
are reported in Fig. 4 together with the indication of the exciton
contributing to the different bands. Experimental spectra mea-
sured at 77K48,53 are also reported for a qualitative comparison:
a more quantitative comparison between calculations and exper-
iments will be reported at the end of the next section.

Combining the stick spectra with the analysis of the exciton
contributions, we can see that the most intense absorption peaks
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i |2). Dark red squares are for
highest contributions while white squares mean negligible contributions.
The numbering of the exciton states refers to a monomer (14 states)
and the red labels indicate the states with more than 25% contribution
of delocalization over more than one monomer.
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CD (lower panel) spectra for the crystal structure (without static dis-
order). Black curves refer to the experimental absorption48 and CD53

spectra, respectively. Calculated exciton contributions are shown as ver-
tical sticks and indicated with the same numbering used in Fig.3. The red
sticks correspond to the excitons formed by Chl a and the green ones to
those from Chl b. The simulated spectra were shifted by −1210 cm−1 to
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are mainly due to a602 (exciton state S2), and to b607 (exciton
state S11) for the Chl a and Chl b signals, respectively. We can also
see that the calculated Chl a exciton states have too separated
energies, which result in a too broad spectrum.

When we move to the CD spectrum, the analysis necessarily
becomes less clear due to the sign of the various contributions.
Because of that, even small changes in the site energies or exci-
tonic couplings can significantly affect the final spectrum. This,
together with the lack of symmetry in the Chl aggregate, makes
CD spectra very hard to understand in simple terms. We can
however link the too large energy spread in the Chl a exciton
states noted in the absorption with the mismatch of the sign of
the lowest-energy bands in the CD. In particular, we note that in
the calculated spectrum an intense positive signal appears that is
not visible in the measured spectrum. Shifting the S4 exciton state
and corresponding negative peak in the CD spectra to the lower
energies could decrease the intensity of the first positive peak and
improve the quality of the CD spectra in the low-energy region.
Instead, in the higher-energy Chl b region, the signs of the bands
are qualitatively correct.

As a further analysis, we have investigated the role of the Chls’
internal geometries in determining the exciton states. In fact,
we can expect that the resolution of the crystal structure is not
enough to give a very accurate estimate of bond lengths and an-
gles, which are the main factors determining the Chl site ener-
gies.41–43,54 To check this potential source of inaccuracy, we per-
formed QM/MM optimizations of Chl geometries inside a frozen
protein using a ONIOM(QM:MM) description (see Methods for
more details). The site energies calculated on such optimized ge-
ometries (ONIOM) are shown in Figure 5a, together with the ones
calculated using the crystal geometries (CRY), and the reference
data from Müh et al.. All site energies have been shifted to the
corresponding average value, to allow for a better comparison.

One would expect that optimizing the geometries of the Chls
should reduce the bias coming from the crystal structure,41 and
also reduce the relative differences between the various pigments.
Here, instead, we see that the site energies for the optimized Chls
(ONIOM) show a much larger spread than the ones obtained di-
rectly from the crystal structure and the reference ones. It also
appears that the site energies of Chls a610, a614, and b608 are
significantly underestimated when a geometry optimization is ap-
plied. The optical spectra calculated for the optimized geometry
are shown in the Fig. S4 in ESI.

In order to understand the origin of this behavior, we dissected
the site energy shift in terms of an (indirect) geometrical effect
and a direct environment effect. The former is here quantified as
the difference in the vacuum excitation energy between each Chl
optimized in the protein and the same Chl (a or b) optimized in
vacuo, whereas the latter is computed as the difference between
MMPol and vacuum excitation energies obtained using the same
geometry for each Chl. The results of this analysis are reported
in Figures 5b and 5c for both sets of Chl geometries, e.g. from
the crystal (CRY) and after optimization (ONIOM). As it can be
seen, the environment-induced shifts (blue bars) are very similar
in the two sets of calculations. Instead, the geometrical effect
is much larger in the CRY calculations than in the ONIOM ones,

with large differences between pigments (See also Fig. S8 in the
ESI). This is expected, as all the Chls become more similar when
an optimization of their internal geometry is applied (ONIOM).

However, the differences in the Chl site energies in the CRY
are reduced once the environment effect is added, as the smaller
geometrical effects are generally accompanied by larger environ-
ment effects, and vice-versa. For example, Chl a610 has a smaller
(negative) geometrical effect in the CRY compared to other Chls,
but also a quite large environment effect. As a result of the com-
bined effect of the two contributions, the site energies in the CRY
show a more limited variation with respect to the ONIOM ones,
for which the geometrical effect has been reduced by the geome-
try optimization and the environment one practically remains the
only source of differentiation between the pigments.

This analysis allows us to conclude that the CRY site energies
follow the reference ones more closely than the ONIOM ones
by virtue of some error compensation. In other words, the op-
timization of the pigment geometries, as suggested in previous
papers,41–43 is not sufficient to overcome the intrinsic bias of the
crystal structure. In order to obtain more realistic results also the
protein structure needs to be relaxed taking into account mem-
brane and solvent effects.

3.2 The dynamic model

In order to include the effects of the solvent and the membrane
and to sample the conformational space of the complex we used
a 2.8 µs MD trajectory of the trimeric LHCII and computed the
QM/MMpol excitonic parameters along it (see Methods section).

In Fig.5a we report the average values of the site energies cal-
culated on the different configurations and compare them with
those obtained using the crystal structure (with or without a ge-
ometry optimization of the Chls) and the ones from the literature.
As a first comment, we note that the energy ladder obtained along
the MD is very similar to what reported by Muh et al.40 for the
Chls a, whereas some differences can be noted for Chls b, showing
in particular lower values for b605, b606, and b609.

When we move to the comparison with the static model (CRY),
we see that the results are generally similar but with some dif-
ferences especially for b605 and b609. To better understand this
finding, we again analyze the site energies in terms of the con-
tributions due to the environment and the internal geometry of
each Chl. These data are reported in Fig. 5d, where each bar rep-
resents an average over 150 site energy calculations (50 LHCII
trimer conformations). For many pigments, the shift due to the
environment computed along the MD is significantly larger than
for the crystal structure (see also Fig S7 in the ESI). These pig-
ments are all located at the edges of the LHCII trimer, and they
are largely exposed to the membrane and solvent, which, we re-
call, are not included in the static model based on the crystal
structure (with or without geometry optimization).

In order to understand the origin of this effect, we have re-
peated the QM/MMpol calculations on some of the configurations
extracted from the MD, but removing the membrane and solvent
from the MMPol subsystem. These results, reported in Fig. S7
in the ESI, do not reproduce the same shifts found in the crystal.
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Fig. 5 a) TDM06X/MMPol site energies calculated using the crystal structure in combination with two different geometries for the Chls (the crystal
ones, CRY, and those optimized, ONIOM), and an average among 150 configurations extracted from the MD trajectory (MD). In the latter case, the
arrows represent standard deviations. The calculated site energies were compared with previous results by Müh et al.40 To have a clearer comparison,
the four sets of values have been shifted with respect to the corresponding average values. b-d) Graphical representation of geometry and environment
contributions to the site energies of the different Chls (see text for the definition of these two contributions).
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Therefore, the difference between crystal and MD is not limited
to the simple direct effect of membrane and solvent, and could
also involve the variability of the protein sidechains that interact
with the pigments.

Another possible origin of the observed differences in the envi-
ronment effect between dynamic and static models is the use of a
single configuration of the environment in the static model. Espe-
cially when specific interactions are present, the effect of the en-
vironment on the excitation energy might be biased when fluctua-
tions in pigment-residue distances and orientations are neglected.
For example, in a frozen structure, the effect of strongly interact-
ing residues may be overestimated. The same explanation was
given for the overestimation of red-shifts for some of the Chls in
the CP29 crystal-structure calculations.55 If this is the case, the
environment shift calculated for the crystal should belong to the
same distribution as the shifts calculated on the configurations
from MD. For each Chl, we compared the deviation between CRY
and MD shifts to the standard deviation of the MD shifts (σenv,
reported in Table S9 and Fig. S9), obtaining a z-score for each Chl
in the crystal. From this analysis, shown in Tab. S8 and Fig. S8 in
the ESI, we cannot exclude that the shifts found for the crystal ac-
tually belong to the MD distribution. However, Chls a604, a612,
and b605 all show positive deviations larger than σenv, which sug-
gests a systematic bias of the static description with respect to the
dynamic one.

Looking at the energy ladder in Fig. 5a and absorption and CD
spectra in Fig. 7, it seems that the MD-based QM/MMpol calcu-
lations consistently underestimate the energy splitting between
Chls a and Chls b. Moreover, looking at Figure 5d and Figure S8
in the ESI†, a systematic difference is evident in geometrical ef-
fects between Chl a and Chl b when MD configurations are used.
The same underestimation is not present in CRY data, therefore
we hypothesize that the MM force-field (FF) used in the MD sim-
ulations has introduced an artificial difference between the two
Chl types. Indeed, a similar behavior was found in Ref. 55 for
CP29, using the same FF but a different DFT functional for ex-
cited states. As the FF for Chl b was adapted from that originally
developed for Chl a without a reparameterization but just adding
additional parameters for the formyl group,47,55 we suggest that
this FF better describes geometries of Chl a than Chl b and this
leads to an additional error in the estimation of Chl b site ener-
gies.

To have a more complete analysis of the changes in the exci-
ton states moving from the static to the dynamic model, we have
repeated the exciton state decomposition in terms of individual
pigments using the average MD Hamiltonian (See Tab. S6-7 in
the ESI). The results are reported in Fig. 6. The exciton structure
calculated with the MD Hamiltonian presents several differences
with respect to that obtained for the crystal. For example, the
lowest exciton (S1) is now more delocalized over the terminal
emitter Chls a610-a611-a612, owing to the lower energy of a610.
Also the Chl b excitons S10-S12 are more delocalized than in the
crystal, and comprise b605, b606, and b607 (all in the luminal
layer). A higher exciton state delocalization is also present be-
tween individual monomers. However, this might be an artefact
of using the same site energies for all the monomers. Including

the static disorder in the site energies for the optical spectra cal-
culation would tend to localize some of these states more into the
individual monomers.

The exciton structure of the Chl a group is similar to the one
derived in Ref. 40, except for the fact that here the lowest exci-
ton seems to be more delocalized. Based on the average MD cou-
plings, we have found only two separated domains on the luminal
side of the LHCII. These domains are a613-a614 and b605-b606-
b607, contrary to the previous study of Müh et al., where b605
was separated from all the others. Here, the TDDFT/MMPol cal-
culations predict that couplings between b605 and b606 have the
same magnitude as the ones in the pairs b606-b607 and b604-
b606. Moreover, a smaller difference is found in the site energies
of the interacting Chls, which also explains the larger delocaliza-
tion on the luminal side Chls b.

The energies of the exciton states calculated along the MD are
in good agreement with the energies obtained from the fitting
of the experimental 2D electronic spectra (2DES) by Calhoun et
al.24 and Do et al.25, as shown in Tab. S8 in the ESI. We note a
systematic difference (∼ 50 cm−1) between our calculated (ver-
tical) exciton energies and the ones derived from 2DES, because
the latter also contain the vibrational relaxation of the exciton
states. In Ref. 25, a simplified 8-state model was used for fitting
the LHCII 2DES response at 77K. Their lowest 5 exciton states,
however, seem to correlate well with our calculations, suggesting
that all excitons up to 14900 were disentangled in the 2DES map.
The two lowest-energy excitons are assigned in our calculations
to a610-611-612, a602-603, respectively. The third exciton state,
assigned to a613-a614 in Ref. 25 is S4 in our calculations (See
Figure 6). By the 2DES experiments, S3 is a third energy sink,
separated from the first two excitons. Therefore, we conclude
that, in our calculations, the S4 energy is slightly overestimated
relative to the other low-energy excitons. State S6 was found to
be long-lived by Do et al. and was assigned to Chl a604 or to a
low-lying Chl b.25 In our calculations, S6 is assigned to Chl a604,
whereas the lowest Chl b exciton is ∼240 cm−1 higher in energy.
Our calculations definitely support the assignment of this long-
lived state to Chl a604.

Finally, the exciton parameters obtained along the MD trajec-
tory were used to simulate absorption, fluorescence and CD spec-
tra. In particular, the same set of data have been used to simu-
late spectra at 77 and 300K. These results are reported in Fig. 7
together with the ones obtained using the excitonic parameters
calculated in the static model. We note that the spectra here re-
ported for the crystal structure are different from the one reported
in Fig. 4 as the latter were obtained using a single realization
without any static disorder.

The two sets of spectra present some evident differences. If
we focus on absorption spectra at 77K, we see that the use of
the excitonic parameters obtained in the dynamic model signif-
icantly improves the agreement with the experiments. In the
Chl a band, the MD-based absorption spectra better reproduces
the relative intensities of the two sub-bands characterizing the
low-energy signal. The change in the relative intensities moving
from the static to the dynamic model can be ascribed to the low-
ering of exciton states S5–S7, which are associated to Chl a603
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and a610, and to the a613-a614 cluster in the crystal Hamilto-
nian. In the crystal, the site energies of Chls a613-a614 are sig-
nificantly higher than a603, and a610 is higher than a611. In the
MD, all of these site energies are more similar, and a610 is the
lowest-energy pigment. This site energy redistribution ultimately
changes the relative intensity of the two Chl a subbands.

Despite these improvements, the main Chl a absorption band is
still broader than the experiment. The low-energy shoulder that
we find in the main absorption band at 77K can be associated to
the S1 exciton state delocalized on the a610-a611-a612 pigment
cluster, which appears too red-shifted in our model. It is worth
noting that shifting the lowest exciton state by only ∼ 50cm−1

would be enough to significantly improve the first band.
Another possible source for the too large broadening is an over-

estimation of the Redfield relaxation rates. To check this, we
have recalculated the spectra without the lifetime broadening:
the results reported in Fig. S2 in the ESI show that the experi-
mental broadening is somehow inbetween the one obtained us-
ing the lifetime from the Redfield approach and without includ-
ing any lifetime. In addition, we recall that the lineshape the-
ory employed here is based on the Markov approximation for
excited-state dynamics. Non-Markov effects have been suggested
to be important in determining the linear optical lineshapes,58

although their effect seems to be small in light-harvesting com-
plexes.59

The simulated second peak, arising from Chls b, is slightly red-
shifted for the MD-based calculation compared to the experimen-
tal one. This shift is probably caused by the systematic underesti-

mation of Chl b excitation energies we have discussed above.
The simulated fluorescence spectrum at 77K is red-shifted com-

pared to the experimental one. This is mainly due to the underes-
timated energy of the lowest exciton state, as commented above.
Also in this case, a small shift would recover the right Stokes
shift between the main absorbance and fluorescence peaks. Given
the delocalization of the lowest exciton state on Chls a610-a611-
a612, there are two possible reasons for the underestimation of
its energy, namely, the overestimation of the couplings or the un-
derestimation of the site energy for one of those Chls. As a test
we have explored a scaling of the exciton couplings (Fig. S6 of
the ESI). To define the scaling factor we have assumed that the
coupling can be qualitatively represented by a dipole-dipole inter-
action and we have used the ratio between the transition dipole
calculated in gas-phase for Chl-a and the one extrapolated from
experiments52 (see Section S4 in the ESI for details). By apply-
ing this rescaling of the couplings, we found a blue-shift of the
S1 state which brings the fluorescence closer to the experimental
value.

The analysis of the CD spectra is more complicated than for
the absorption and fluorescence due to the complex nature of the
CD bands being the result of positive and negative signals. Look-
ing first at the high-frequency (Chl b) region, we see that the
dynamic model significantly improves the agreement with exper-
iments with respect to the static model. In particular, the MD
calculations reproduce the high-energy negative peaks in the CD
spectrum, except for a slight red shift due to the systematic under-
estimation of Chl b excitation energies when the MM structures
are used. We note that this part of the spectrum was not correctly
reproduced by the previous calculations of Müh et al.40,44 We
explain this improvement with the increased Chl b delocalization
found in our calculations and detailed above. Based on this better
reproduction of the CD spectra, we can conclude that there is in-
deed a Chl b exciton cluster on the luminal side of LHCII. A worse
agreement with experiment is instead found in the low-frequency
part of the CD spectra. Our model predicts a clear positive peak in
the lowest part of the spectrum which is not present in the mea-
surement. We have shown above that this positive peak is due to
the S2 exciton state, composed mainly of Chl a602 and the nearby
Chls. This comparison points to a relative underestimation of the
site energy of Chl a602, which shifts the positive peak to lower
frequencies.

The absorption spectrum at 300 K is well reproduced by our
model, with the exception of the aforementioned Chl b red-
shift, meaning that the energetic disorder at room tempera-
ture can be well described by our MD-based calculations. In
addition, a temperature-dependent shift was suggested for the
a611-a612 state, based on spectroscopic data of mutants lacking
Chl a612.40,60 If this is the case, our calculations might reflect
the exciton states at room temperature better than those at 77 K.
However, the broadening of the 300 K spectrum does not allow
us to confirm that the ordering of the states within the Chl a band
is correct.

On the other hand, our calculations cannot reproduce the dra-
matic changes in the CD spectrum when moving from 77 K to
room temperature. In fact, the room-temperature experimental

10 | 1–13Journal Name, [year], [vol.],



14500 14750 15000 15250 15500 15750 16000
Wavenumber [cm 1]

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
in

te
ns

ity

Absorption CRY

14000 14250 14500 14750 15000 15250 15500
Wavenumber [cm 1]

0.0

0.2

0.4

0.6

0.8

1.0
Fluorescence CRY

14500 14750 15000 15250 15500 15750 16000
Wavenumber [cm 1]

1.0

0.5

0.0

0.5

1.0
CD CRY

14500 14750 15000 15250 15500 15750 16000
Wavenumber [cm 1]

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
in

te
ns

ity

Absorption MD

14000 14250 14500 14750 15000 15250 15500
Wavenumber [cm 1]

0.0

0.2

0.4

0.6

0.8

1.0
Fluorescence MD

14500 14750 15000 15250 15500 15750 16000
Wavenumber [cm 1]

1.5

1.0

0.5

0.0

0.5

1.0
CD MD

14500 14750 15000 15250 15500 15750 16000
Wavenumber [cm 1]

0.0

0.2

0.4

0.6

0.8

1.0

No
rm

al
ize

d 
in

te
ns

ity

Absorption MD

14000 14250 14500 14750 15000 15250 15500
Wavenumber [cm 1]

0.0

0.2

0.4

0.6

0.8

1.0
Fluorescence MD

14500 14750 15000 15250 15500 15750 16000
Wavenumber [cm 1]

1

0

1
CD MD

Fig. 7 Absorption, fluorescence and CD spectra calculated with the static (CRY) and the dynamic (MD) model. In the latter case, two temperatures
have been considered, namely 77 (central row) and 300 K (bottom row). The black spectra correspond to the experimental absorption48, fluorescence
and CD spectra53 at 77K and absorption56, fluorescence53 and CD57 spectra at room temperature, respectively.
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CD is dominated by a broad negative feature in the Chl b re-
gion, whose relative intensity is much greater than in the 77 K
spectrum. Given that CD spectra are very sensitive to changes in
the orientations of the pigments, we ascribe this change in the
CD spectra to a larger variability of Chl orientations. While our
model well describes the broadening of the absorption bands, it
produces CD bands that are narrower than the experiment, sug-
gesting that the variability of Chl orientations is somewhat under-
estimated. In addition, we note that the CD spectrum of LHCII is
strongly dependent on the sample preparation conditions.57,61

Our MD trajectory, despite the quite long simulation time, only
samples a region of the LHCII conformational space close to the
crystal structure.62 It is reasonable to assume that a larger vari-
ability in pigment orientations is present in room-temperature
LHCII, which is not entirely accounted for in our MD structures.

4 Conclusion
We have presented an atomistic investigation of the exciton prop-
erties and the optical spectra of the LHCII using a dynamic model
which combines MD simulations with a polarizable QM/MM de-
scription of the complex within a solvated membrane. The results
of this approach have been compared with those obtained for
an alternative static model where the same polarizable QM/MM
description is applied to the crystal structure. We have demon-
strated that such a structure can be treated as a single realization
of the MD conformational sampling. As such, the calculations of
the excitonic properties for the static model might introduce a
bias and lead to artefacts in the spectra. Our calculations shows
that this bias is not eliminated by relaxing the internal geome-
try of the pigments inside a frozen protein. On the contrary, ar-
tificially large variations in the site energies were obtained for
the relaxed pigments due to a static representation of the local
pigment-protein interactions which make the pigments’ responses
too different. We have also seen that a systematic blue shift was
found in the crystal for the pigments placed at the edges of the
LHCII trimer, which could be explained in terms of the missing
stabilizing effects of the membrane and the solvent. We therefore
conclude that the the static model including a QM relaxation of
the pigment structures is not sufficient but additional effects, such
as protein/environment relaxation should be included in order to
correctly reproduce experiments.

Moreover, the obtained results show that the dynamic model
not only provides a good description of the excitonic properties
and optical spectra without the need of additional refinements of
the excitonic parameters but it also allows a detailed investigation
of the sources of possible mismatches with experiments. In this
way we can identify those electronic, structural or environment
effects which are described with not sufficient accuracy, quantify
their relative importance in determining the excitonic properties
and, eventually, suggest possible directions of improvement for
the model. We can therefore conclude that the present approach
is a robust and reliable strategy to achieve an atomistic under-
standing of the excitonic properties of light-harvesting complexes
and how they are reflected in the optical spectra.
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