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Abstract

The present work lies within the scope of the morphological, mechanical, electrostatic and conduc-

tive characterization of self-assembled and nanostructured systems, including organic thin films

and inorganic surfaces. Scanning probe microscopy (SPM) techniques, in general, and scanning

force microscopy (SFM), in particular has become one of the most powerful tools in nanotechnology

because they offer the combined capability of surface properties characterization and manipulation

of material surfaces in the nanoscale. In this work we make use of SPM, both SFM and scanning

tunneling microscopy (STM), techniques under controlled ambient conditions for the characteri-

zation and manipulation of different self-assembled and nanostructured systems. We mainly focus

on the use of SFM in contact, dynamic, friction force microscopy (FFM), conductive scanning

force microscopy (CSFM) and Kelvin probe force microcopy (KPFM) operating modes for such a

purpose.

The thesis is organized in the following way: the motivations for this work are presented in

chapter 1, and a short introduction to the self-assembled concept and nanostructured systems in

organic thin films and inorganic surfaces is done in chapter 2.

Chapter 3 introduces the fundamental description of the experimental techniques and proce-

dures used. The main experimental characterization SPM techniques are introduced and a partic-

ular attention is devoted to explain the different SFM techniques used. In the same chapter, the

growth techniques of organic thin film are explained, including, the solution based methods, the

soft lithography �-contact printing (�CP ) and the organic molecular beam deposition (OMBD).

In chapter 4 we investigate the influence of the supramolecular structure of self-assembled

monolayers (SAMs) into the morphological, mechanical, electrostatic and conductive properties of

a functionalized surface. For this purpose we study the CH3(C6H4)2(CH2)4SH) (BP4) molecule

SAM on the Au(111) surface presenting two different coexisting supramolecular arrangements.
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We show how the supramolecular order of the SAM is a decisive factor influencing the nanoscale

properties of the surface and also demonstrate how FFM can be employed to differentiate SAM

domains with different orientation. In addition, based on electron current measurements, the

combined use of STM and CSFM allows us interpreting the differences in apparent height as

measured by one or the other technique in non-homogeneous organic layers.

In chapter 5 we study the properties of the nanopatterned SrT iO3 (001) surface and explore

its use as template for the selective adsorption of SAMs. We find that stearic acid molecules

(containing a COOH headgroup) selectively chemisorb on the T iO2 surface. This fact allows us to

investigate SAMs adsorption influence on the mechanical and electrostatic properties of this oxide

surface. We address the main characteristics of the nanopatterned SrT iO3 (001) surface and we

describe the selective adsorption of SAMs on the T iO2 surface, discussing how this influences the

local mechanical and electrostatic properties of the surface.

Finally, in chapter 6 we present two different tip-induced effects which can be use to manipulate

organic thin film materials. We address the mechanical induced growth of pentacene molecular

layers, a phenomena that can be used as a local nanolithography approach for nanostructuration.

And we also provide a way for peeling a layered organic molecular material when a voltage is

applied between the conducting system and the conducting probe of the SFM, which is important

to take into account for the design of organic electronic devices.
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Resumen

Las microscopías de campo cercano en general (SPM) y la microscopia de fuerzas (SFM) en par-

ticular, se han convertido en una poderosa herramienta en nanotecnología, ya que permiten tanto

caracterizar como manipular las superficies de los materiales en la nanoescala. En el presente

trabajo de investigación se han estudiado las propiedades morfológicas, mecánicas, electrostáticas

y de conducción de sistemas autoensamblados y nanoestructurados que incluyen películas delgadas

orgánicas y superficies inorgánicas mediante estas técnicas de SPM, SFM y microscopía de efecto

túnel (STM), en condiciones de ambiente controlado. Nos centramos principalmente en el uso de

técnicas de SFM en modos de operación de contacto, dinámico, microscopía de fuerzas de fricción

(FFM), conductividad con SFM (CSFM) y microscopía de sonda Kelvin (KPFM).

El manuscrito de la tesis está organizado del siguiente modo: en el capítulo 1 se exponen

las motivaciones del trabajo y en el capítulo 2 se hace una pequeña introducción al concepto de

autoensamblado y a los sistemas nanoestructurados en los sistemas bajo estudio, películas delgadas

orgánicas y superficies inorgánicas.

En el capítulo 3 se introducen las distintas técnicas y procedimientos experimentales. Se expli-

can las características generales del SPM, haciendo particular hincapié en los modos de operación

de SFM empleados. En el mismo capítulo se explican los procedimientos empleados para el crec-

imiento de películas delgadas orgánicas, incluyendo los métodos químicos de solución molecular, la

litografía “microcontact printing” (μCP ) y la deposición de moléculas orgánicas por haces molec-

ulares (OMBD).

En el capítulo 4 investigamos el impacto de la estructura supramolecular de las capas orgánicas

autoensambladas (SAMs) en las propiedades morfológicas, electrostáticas y de conducción de su-

perficies funcionalizadas. Con este propósito y para poder realizar un análisis comparativo basado

en el uso de referencias in-situ, estudiamos la SAM formada por dos fases supramoleculares de la
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misma molécula CH3(C6H4)2(CH2)4SH) (BP4) coexistiendo en la superficie Au(111). Mostramos

como la organización supramolecular (estructura interna de la película orgánica) es un factor de-

cisivo que determina las propiedades de la superficie y demostramos como la técnica FFM puede

emplearse, por ejemplo, para diferenciar dominios moleculares de distinta orientación cristalina.

Además, gracias al uso combinado del STM y CSFM en medidas de transporte electrónico, inter-

pretamos la diferencia en la altura aparente medida por una u otra técnica en películas orgánicas

inhomogéneas.

En el capítulo 5 estudiamos las propiedades de la superficie SrT iO3(001) nanoestructurada. La

nanoestructuración en este caso viene dada por la coexistencia de las dos posibles terminaciones,

T iO2 y SrO, lateralmente diferenciadas, que empleamos como plantilla para la adsorción selectiva

de SAMs. Demostramos que la molécula de ácido esteárico (con funcionalidad COOH) se adsorbe

selectivamente en la superficie T iO2 y estudiamos el impacto de su adsorción sobre las propiedades

mecánicas y electrostáticas de la superficie. Así, describimos las principales características de

la superficie SrT iO3 (001) nanoestructurada, la adsorción de la SAM en la superficie T iO2 y

discutimos el impacto de esta adsorción en las propiedades de la superficie.

Finalmente, en el capítulo 6 presentamos dos efectos inducidos por la punta del SFM suscep-

tibles de usarse para la manipulación local y controlada de películas orgánicas. Mostramos el

crecimiento de multicapas de pentaceno inducido mecánicamente y un efecto de pelado de capas

moleculares al aplicar voltajes entre una punta conductora y materiales moleculares conductores,

un efecto a tener en cuenta en el diseño de futuros dispositivos en electrónica molecular.
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Chapter 1

Motivation

In the last decades nanoscience and nanotechnology, understood as the investigation and design

of materials at the atomic and molecular level, have emerged as a field of science and applications

in which both research and technology develop together (in the length scale of approximately

1 − 100 nm) to provide a fundamental understanding of phenomena in materials that have novel

properties and functionalities because their small size Schaefer [1]. Far from being a dream, manip-

ulating matter at the atomic level is already possible and, therefore, this discipline starts playing

an important role for the next future applications. In this context, designing nanostructured sur-

faces with specific physical and/or chemical properties is of enormous importance from an applied

point of view. In addition, the structuration of materials on the atomic or molecular scale is also

important from a fundamental point of view, since they constitute model systems for studying

different fundamental questions and new phenomena. Many different aspects and characteristics

of nanostructured surfaces still remain unraveled and in consequence deserve further specific and

directed studies.

The different approaches employed in nanotechnology for nanostructuring materials synthesiz-

ing are classified in two categories, the so called top-down and bottom-up methodologies. Top-

bottom techniques are based in carving nanomaterials out of bulk materials. Methodologies in

this category are referred to as different forms of lithography and include writing and replicat-

ing. Writing involves designing a pattern on a negative (usually a mask), and replication involves

transferring the pattern on the negative to a functional material. Nanostructures writing can be

also performed by locally manipulating atoms or molecules using a nanometric size probe. On the

other hand, the most common bottom up strategies are based on fabricating nanomaterials out of
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1. Motivation

independent individual building blocks. In particular, the chemical self-assembly or spontaneous

organization of atoms and/or molecules to form ordered arrangements and well defined structures.

That is, thanks to the interatomic or intermolecular forces, the spontaneous formation of complex

architectures and/or nanostructures can be obtained. In general this is a simple and low cost

process which can cover from the nano to the micrometer scale, making the idea attractive from

a technological point of view. This is basically the main reason why, during the last two decades,

much effort has been done in structuring matter by bottom-up self-assembling processes, one of

the most promising fields of research in nanoscience and material science. In the present work we

make use of methods that are categorized within both, bottom-up and top-down techniques to

obtain nano and micro structured surface systems.

Among the wide variety of functional materials, organic materials are attracting increasing

interest because their importance in the development of diverse emerging areas in nanoscience and

technology. Those materials are important for a large number of applications including devices for

molecular electronics, energy conversion, etc. . . Besides, due to the synthetic capabilities of organic

chemistry there is nearly no limitation on the creation of new functional materials. In addition,

organic molecular materials present the ability to self-assembly and form well ordered thin films

on a wide variety of inorganic surfaces that make them appealing for device fabrication. Moreover,

gaining insight into the characteristics of those hybrid organic-inorganic systems and interfaces,

such as metal or oxide supported organic films, is the first step in the pursuit of molecular-scale

devices. Besides constituting excellent candidates to solve practical issues in nanotechnology,

organic thin films are intrinsically interesting from the point of view of basic science, since they

are systems for studying different fundamental process occurring at surfaces and interfaces.

Much of the progress in nanotechnology and material science stems from the emergence of

scanning probe microscopy techniques (SPM). Nowadays, SPM techniques are the most versatile

tools in nanotechnology because they enable both, the study of local surface properties and the

manipulation of matter at the molecular and atomic scale. The scanning tunneling microscopy

(STM) usually offers better spatial resolution than scanning probe microscopy (SFM), however,

SFM offers the main advantage to image surfaces independently of their conductive properties, and

in addition, it presents the capability of simultaneously measuring morphology and other surface

properties such as mechanical, conductive, electrostatic, magnetic, etc.... For these reasons, in
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this work we have used high-resolution SPM techniques in general and scanning force microscopy

(SFM) in particular following different strategies to unravel those properties for nanostructured

systems, including organic thin films and inorganic surfaces.
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Chapter 2

Self-assembling and nanostructuration

2.1 Self-assembly concept

The term self-assembly is nowadays extensively used, which occasionally causes confusion. In a

general sense, it can be defined as the spontaneous process in which a disordered system of pre-

existing components forms an organized structure as a consequence of specific local interactions

among the components themselves without guidance from an outside source. However, in each

scientific discipline the concept of self-assembly is understood on its own particular way and the

term is sometimes used interchangeably with the term self-organization, that sometimes causes

confusion [1–4]. For a critical review of the concepts of self-assembly and self-ordering in different

disciplines we refer to [4].

More specifically related to the main topic of this work, molecular self-assembly is the phe-

nomenon in which a number of independent organic molecules in a very diluted solution come

together to form an ordered aggregate without guidance from an outside source. The molecular

self-assembly is driven through noncovalent interactions such as, van der Waals forces, hydrogen

bonds, π − π interactions, etc... [2, 5]. In the context of the present work, the self-assembled or-

ganic films are formed when molecules organize themselves in a given arrangement on the surface

of a substrate. In the following section 2.2 a brief introduction to the self-assembled organic films

is done.

In this work we also make use of the term self-assembly in the context of self-ordering of

inorganic material (in chapter 5). In this context, the self-assembling words indicate that no direct

control on the atomic level is applied, the system evolves by atomic diffusion being influenced only
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2. Self-assembling and nanostructuration

by macroscopic parameters (e.g. temperature, atmosphere, etc...).

2.2 Organic thin films

Soft and molecular materials comprised of low molecular weight organic molecules are attracting

increasing interest because their importance in the development of a number of emerging areas

in nanoscience and technology. Those materials are important for a wide variety of applications

including molecular electronics, nanosystems for energy conversion, devices etc. Besides, due to

the synthetic capabilities of organic chemistry there is nearly no limitation on the creation of new

functional materials and devices [5, 6]. Although the organic thin films are not a discovery of the

past 20th century, over the last decades they are attracting considerable attention because they

face the relevant issue in nanoscience of dimensionality reduction [5]. Furthermore, the ability of

organic molecular materials to self-assembly and form well ordered thin films on a wide variety of

surfaces make them appealing for device fabrication by the so-called bottom-up strategies.

In the context of the present work, we make a distinction between the molecular thin films

formed by chemisorption or physisorption of the molecules on surfaces. We use the term self-

assembled monolayers (SAM) for the ordered molecular assemblies formed spontaneously by their

chemisorption and arrangement on a solid surface, whereas we use the term small organic molecule

layers for those cases where molecules physisorb and self-assemble on the surface. In the following

sections 2.2.1 and 2.2.2 we make a brief introduction to these organic molecular layers.

2.2.1 Self-assembled monolayers

Self-assembled monolayers (SAMs) are ordered molecular assemblies that are formed spontaneously

by the adsorption of molecules with a specific affinity of their headgroup to a substrate [5]. The

main reason that has made this systems so interesting is that these SAMs are easy to generate and

form densely packed and precisely oriented films, with determined thickness and surface properties.

SAMs can be grown either by immersion in molecular solution or under vacuum conditions by

molecular deposition from the gas phase, however due to their easy preparation and low cost

usually the first method is used. A SAM is simply produced by immersing the substrate in a

solution of the corresponding molecule. The molecules anchor to the substrate by their headgroup
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2.2. Organic thin films

and laterally assemble to each other, the covering process will end once the complete monolayer is

formed. Figure 2.2.1 shows a picture of a self-assembled monolayer formation. We note that this

process typically stops at the monolayer formation and does not extend to the formation of multiple

monolayers because the headgroup of the SAM is chosen to specifically anchor the substrate atoms

but not the surface of the monolayer (the endgroup of the molecule). Typically a thiolate monolayer

on gold forms in a few hours, however in many cases for obtaining high quality free of defects films

longer immersion times or special preparation condition (as temperature annealing) are necessary.

Ethanol is the most used solvent, but depending on the molecule other solvents such as water,

acetone, dichloromethane etc are also used.

Figure 2.2.1: Schematic representation of a SAM formation is presented from (a) to (b). The different
parts of the molecules have been highlighted on the right.

When describing the formation and organization of SAMs, it is useful to divide the structure

of the molecule into three parts (see figure 2.2.1 b):

i) headgroup: it is the part of the molecule that interacts with the substrate and its bonding

(chemisorption) to the substrate is essential in the monolayer formation.

ii) spacer or backbone: this part of the molecule act as a physical barrier between the sub-

strate and the external environment and is responsable of the quality of the packing via cohesion

energy. For the simplest SAMs studied, the backbone is formed by an alkyl chain (CH2 groups)

whose length normally varies between 1 and 3 nm, depending on the number of methylene groups.

The SAMs backbone provides well-defined thickness (∼backbone length) and alters the electronic

conductivity and local optical properties.

iii) terminal group or endgroup: it is the part of the molecule exposed to the external environ-

ment and therefore the one determining the SAMs´ surface properties.

The wide range of applicability of these SAMs stems mainly from the flexibility to modify one

or several of these parts and thus change the final films’s properties. The type of headgroup is
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2. Self-assembling and nanostructuration

typically used to define the individual SAM system and it is choosen in function of the chemistry

of the employed substrate. The most investigated SAM-substrate systems include: organosulfur

compounds such as thiols (R−SH), sulphides (RSR′) or disulphides (RSSR′) for metallic surfaces

(Au, Ag, Hg or Cu), carboxylic acids (R − COOH) on oxides (T iO2, Al2O3, etc), organosilanes

(R−SiCl3, R−SiH3, R−Si(OH3)3) and organophosphonic acid (R−PO(OH)2) on hydroxylated

surfaces (SiO2, Al2O3, mica, glass), etc. The variation in the chemical bond between the molecule

and the substrate also plays a role in the strength of the interaction and thereby, the stability of the

assembly, but also properties as the electron transmission from the molecule to the surface under

applied potential and changes in the inner structure and nature of the film affects its innate ability

to order. The terminal functional group of a SAM exerts the most direct influence on the surface

properties of the film: hydrophobic/hydrophilic character, adhesive and frictional characteristic,

chemical reactivity, electrostatic etc. For this reason chemical modification of the endgroup is an

active field of research. Some common terminal groups employed in SAMs include CH3,−COOH,

−OH, phenyl, pyridine, etc.

SAMs are of particular relevance in a wide variety of fields to improve or modify the charac-

teristics of the materials surfaces. The earlier application of SAMs was based in their lubricant

character and their ability to prevent corrosion of the underlying surface. Therefore, they have been

employed in relatively conventional electromechanical devices as lubricating layers [7]. Nowadays,

the applications range has considerably widened from electronics and spintronics, to biosensors,

bio-recognition devices and drug delivery, just to name a few. For a more extended view of the

concepts, growth and applications of SAM we refer to [5, 6, 8, 9].

In the present thesis we use thiols for the functionalization of gold surface by solution deposition

methods (in chapters 4). The use of sulphur-containing compounds on gold, and in particular of

thiols, have attracted most of the research interest because they form densely packed and precisely

oriented films and are easy to prepare. Moreover, the use of gold substrates provide additional

advantages; firstly it binds thiols with high affinity (the S-Au interaction is of about ∼ 1.3 eV

[6]), which promotes the displacement of adsorbed solvent from the gold surface readily. Secondly,

it is a reasonably inert metal. When compared with other metals, gold has the lowest tendency

to react with air to form oxides; it does not react with atmospheric O2 ; it does not react with

most chemicals. This allows working for relatively long periods of time under ambient conditions.
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2.3. Nano(micro)-structuration of surfaces: organic and inorganic

Moreover, by the appropriate preparation of the Au substrates large extended (∼hundreds of nm)

atomically flat Au(111) terraces can be obtained (see section 3.4.1). In addition to thiols, for the

work presented in chapter 5 we make use of the stearic acid molecule, containing a carboxylic acid

(R−COOH) headgroup, for the functionalization of SrT iO3 surface because it is known that the

carboxylate function interacts favorably with oxide surfaces.

2.2.2 Small organic molecular layers

The use of small molecules as building blocks for the formation of organic thin film is present in

a wide range of applications [10, 11] such as in organic field-effect transistors (OFETs)[12, 13],

organic light-emitting diodes (OLEDs)[14], solar cells [15], sensors [16], molecular magnets [17],

etc...

The most common methods for obtaining organic thin films formed by small organic molecules

are based on the deposition from chemical solution or vapour phase. Each method present some

advantage and disadvantages. Vapor phase methods have the advantages of presenting a good

control over the growth rate, film thickness and growth temperature of a chemical pure compound

on an atomically clean substrate and environment. Those methods give rise to exceptionally high-

quality films with well-ordered films. However, vapor-based methods are relatively expensive and

may be difficult to scale up to manufacturing processes. On the contrary, those are precisely some

the main advantages of the solution based methods, that are easy to prepare, low cost and scalable.

In this work we make use of the vapor-based method organic molecular beam deposition

(OMBD) (introduced in section 3.4.4) for the growth of pentacene submonolayers (in section

6.2), and solution methods for the deposition the tetrathialfulvalene derivative 2- (thioacetoocta-

decylamide)-3-methylthio-6,7- ethyldithiotetrathiafulvalene molecule (TTF-derivative) (section 6.3).

2.3 Nano(micro)-structuration of surfaces: organic and inorganic

The two basic approaches in nanotechnology for structuring matter in a controlled and repeatable

manner are the top-down and bottom-up techniques [3, 18]. The top-down approach makes use

of methods of lithography to pattern nanostructures, and the bottom up fabrication strategies
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2. Self-assembling and nanostructuration

are based on the spontaneous self-assembly of atoms and/or molecules. In this thesis we present

different structured surface sytems obtained by bottom-up and top-down approaches, with nm

size structures in the direction normal to the surface and structuration sizes ranging from tens of

nm to the μm on lateral dimensions in the surface plane.

Among the bottom-up approaches, we present two examples nanostructuration driven by tem-

perature. In chapter 4 temperature and time controlled supramolecular phase transition yields

to the nanostructuration of Au(111) surface with the co-existence of two polymorphic phases of

the same molecular unit on top. The ratio between areas covered by each phase is dependent on

the precise annealing time employed and can be therefore tuned at while. The molecular domains

present sizes ranging from tens to hundreds of nanometers and can be tunned. In chapter 5 the

nanopatterning of the SrT iO3 surface with sizes ranging from hundreds of nanometers to microme-

ters is achieved by the thermal process of the T iO2 and SrO terminations self-assembly. Moreover,

the presented procedure can be employed as a method to fabricate functional oxide nanostructures

ordered over the centimeter scale [19]. In addition, these nanopatterned oxide surfaces can be

employed as template for the selective chemisorption of SAMs as in shown in section 5.3 what

could be extended to other functional molecules, and furthermore, to be used for the controlled

growth of 3D nanostructures.

Among the top-down approaches, in chapter 4 we make use of the μ−contact printing (μCP )

patterning method to laterally functionalize gold substrates by SAMs in the μm range and in

chapter 6 we present examples of tip-induced matter manipulation that yield to the formation of

nanostructures of tens to hundreds of nm.
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Chapter 3

Instrumentation and sample preparation
techniques

The goal of this chapter is to make a brief introduction to the experimental techniques that

have been employed through this thesis. The first three sections 3.1, 3.2 and 3.3 are devoted

to explain the main experimental characterization techniques in which this thesis is based on,

the scanning probe microscopy (SPM) in general, and with particular attention, in the scanning

force microscopy (SFM) in ambient conditions. We start by introducing in section 3.1 the SPM

techniques. In sections 3.2 and 3.3 we extend and focus the explanation to SFM and scanning

tunneling microscopy (STM) techniques respectively. Final section 3.4 is devoted to introduce the

main experimental techniques used for the sample preparation, including the main characteristics

of the employed gold substrates (section 3.4.1), molecular solutions (section 3.4.2) and μ-contact

printing (section 3.4.3) and organic molecular beam deposition (section 3.4.4) techniques.

3.1 Scanning probe microscopy techniques

Scanning probe microscopy (SPM) is a branch of microscopy that uses a physical nanometric-sized

probe to measure surface properties of materials by monitoring a certain short-range probe-sample

interaction. The sample surface is usually scanned by mechanically moving the probe in a raster

scan of the sample, line by line, and recording the magnitude of the probe-surface interaction of

interest as a function of position. The collected data are usually arranged as a two-dimensional

grid of data points and typically visualized in false color as image. In the different SPM techniques

the working principles vary, however as general rule the signal used as feedback source is essentially
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3. Instrumentation and sample preparation techniques

a certain interaction between the probe and the sample.

The dawn of the SPM came in 1982 with the invention of the scanning tunneling microscope

(STM) by Heinrich Roher and Gerd Binnig [20, 21]. STM is based on the quantum tunneling

effect, which formulates that a current can flow between two electrodes separated by an insulator

or vacuum gap. In this microscope, a sharp metallic tip is brought close to a conductive surface and,

upon applying a voltage, a current flows between tip and sample. In a standard experiment the

tip is moved in three dimensions over the surface while an electronic controller keeps the tunneling

current constant by means of a feedback loop that varies the tip-sample distance. This distance is

recorded as a function of the tip lateral position and displayed as an image. The lateral resolution

on STM is down the Å range what makes possible true lateral atomic resolution, while the vertical

resolution is in the range of ∼ 0.1Å. The use of STM however posses a severe limitation, it is

restricted to electrically conductive samples.

With the development of the scanning force microscopy (SFM) [22] the possibility to image

surfaces independently of their conductive properties was reached, being possible to measure almost

any surface. In this case, the metallic tip is replaced by a tip attached to a force sensor, the so-

called cantilever, to measure the interaction forces acting between probe and surface. The success

of the SFM technique mainly arises from the possibility to image surfaces independently of their

conductive properties, but SPM in general and SFM in particular, offer much more than just

imaging the surface profile. Besides surface topography, the probe-sample interactions also reveal

information about lattice symmetry, adhesion, friction, elasticity, wear, conductivity, electrostatic,

piezoelectric, etc...properties of material surfaces with unprecedented nanometric spatial resolution.

In the last decades the SPM techniques have become a powerful tool in nanotechnology. Not only to

visualize nano scale objects down to atomic details on a wide range of materials in vacuum , ambient

air, or liquid, but also to obtain a wide variety of their mechanical, electronic, compositional,

etc...properties. Some alternative and outstanding applications of SPM in the field of material

science have been collected in [23].

In the following sections we will give a brief description of the SPM techniques with particular

attention to those employed throughout this thesis. In the next section 3.1.1 we start introducing

the key components shared in SPM techniques, in section 3.2 we will extend and focus on the SFM

components and operation modes, and finally, we will briefly introduce the basic operating mode
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3.1. Scanning probe microscopy techniques

of the STM in section 3.3.

3.1.1 Basic components on Scanning Probe Microscopy

All Scanning probe microscopy (SPM) techniques share some key components which are the base of

their great performance. In figure 3.1.1 a schematic representation of a SPM system is shown. The

key component in any SPM technique is the nanometric size probe, which is the sensor that enables

us to measure a certain tip-surface interaction (fi) with nanometer spatial resolution. Depending

on the technique or/and measuring mode, the specification of the tip varies (composition, shape,

etc...) , but typically as a general rule the goal is to have the possible sharpest tip to enhance the

lateral resolution of the measurement. All the SPM techniques are based in monitoring a given

tip-sample interaction (fi) that the tip senses, to this end, the corresponding physical quantity

to this interaction has to be accurately measured. As its name indicates, the physical quantity of

interest in STM is the current that flows between tip-sample system which is monitored by low

noise amperimeter. And in the case of the SFM, the force acting on the tip is the corresponding

monitored physical quantity. A detailed explanation of the operation of the force sensor will be

presented in the following section 3.2.

Figure 3.1.1: Schematic representation of the basic elements shared in SPM techniques: nanometric scale
probe, fi physical quantity detection system, a piezo actuator that acts as scanner (for x,y,z sample motion),
a vibration isolation system, an electronic control unit (piezo control and feedback amplifier) and a computer
with an internal DSP board.

Together with the probe, the most relevant component of a SPM instrument is the scanner. In

SPM techniques, the probe needs to be positioned with an accuracy of 1 pm if atomic resolution is

required. For accurate and sensitive positioning and sample motion, the sample (or tip) is mounted

on a piezoelectric (lead-zirconate-titanate, PZT) ceramic tube coated with metallic electrodes in
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3. Instrumentation and sample preparation techniques

a four segmented fashion (see figure 3.1.2). When a potential difference is applied across the

electrodes, the piezoelectric ceramic expands or contracts in a direction that is perpendicular to the

applied electric field. The expansion or contraction of the piezoelectric is controlled by the polarity

of the applied voltage difference, and its amplitude by the magnitude of the voltage difference. A

voltage difference applied between the interior electrode and all the outers causes the vertical (�z)

displacement (figure 3.1.2 a), whereas the lateral motion for 2D scanning (�x,�y) is achieved by

biasing the opposite external electrodes in the corresponding x or/and y direction (figure 3.1.2

b). In most experimental set ups, the tip is fixed and the sample is attached to a piezoelectric

actuator, which moves in three dimensions, while an electronic feedback circuit controls the probe

sample distance to keep constant the employed tip-sample interaction magnitude.

Figure 3.1.2: Schematic representation of the response of a tube-shaped piezo actuator to an applied voltage
between the internal and external electrodes (a) and two opposite external sectors (b). From the PhD Thesis
of Carmen Munuera [24].

For the correct conversion factor between applied voltage and piezo displacements, periodical

calibrations are done. Commercial calibration grids with known lateral and vertical dimensions

are employed for large piezo scans (figures 3.1.3 a and b) whereas flame annealed gold substrates,

exhibiting Au(111) terraces separated by monoatomic steps, are used for small scans calibration

(figure 3.1.3 c). The height of these monoatomic steps (dAu(111) = 0.235 nm) provides accurate

reference for the vertical calibration (figure 3.1.3 bottom). Moreover, from the lattice-resolved

hexagonal periodicity (aAu = 0.289 nm) of Au(111) measured by high resolution lateral force

images, the lateral calibration is refined to the atomic level (figure 3.1.3 d) 1. Two methods for

reliably measuring the height in our topographic images are illustrated in the bottom part of figure

3.1.3.

Also home flame annealed gold substrates exhibiting (111) oriented terraces were employed for

1Detailed description of how this SFM atomic periodicity images are acquired can be found in section 3.2.5.1
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3.1. Scanning probe microscopy techniques

Figure 3.1.3: Top: (a),(b) Different magnification SFM images of a commercial calibration grating. (c)
Topographic and (d) lattice-resolved lateral force images of the Au (111) surface. Bottom: Two different
ways of measuring heights (averaged profiles and histograms) from the corresponding topographic image
shown in (e). From the selected area marked in (e) the height histogram is calculated (f) and the averaged
profile plotted in (g). Lines in the histogram are the corresponding Gaussian fits.

vertical and lateral calibrations of the STM scanner. In figure 3.1.4 (a) a constant current STM

(cc-STM) image of gold substrate exhibiting Au(111) terraces separated by monoatomic steps

is presented2. Height histograms as the one presented in figure 3.1.4 (b), corresponding to the

location marked in (a) with green dashed square containing several Au(111) monoatomic steps

are used for vertical calibration. The lateral dimensions of the 22×√
3 reconstruction of Au(111)

surface [25, 26], visible in enlarged image of figure 3.1.4 (c) corresponding to the location marked

by the red square in (a), can be also used for the lateral calibration of the piezo scanner.

Figure 3.1.4: cc-STM image (a) of a flame annealed gold substrate, exhibiting Au(111) terraces separated
by monoatomic steps ( image size: 150 nm × 112 nm). (b) Histogram of the z piezo displacement signal
of the image region marked by dashed green square in (a) corresponding to dAu(111) atomic steps. The
22×√

3 reconstruction of Au(111) extended over the top most terrace is visible in enlarged image of (c) of
the location marked by dashed red square in (a). Total z-scale of (c) 0− 1Å. U = 0.5 V, I = 530 pA.

2Description of the constant current STM measuring mode can be found in section 3.3
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3. Instrumentation and sample preparation techniques

To achieve high resolution in any SPM system an essential requirement is to isolate the system

against the mechanical and electromagnetic vibrations. Moreover, to achieve sub-nanometer sen-

sitivity the noise amplitudes should be lowered below the 0.01Å. Typical vibrations in buildings

(frequency range between 1−50Hz) and acoustic noise (frequency range from 10 to 20Hz) must be

eliminated. Many factors have to be taken into account for an efficient vibration isolation, but as

general rule, the construction of the tip holder, sample holder and piezo scanner should be as rigid

as possible in order to increase the mechanical resonance frequency of the system, and the natural

frequency of the isolation system has to be as low as possible. The SFM head used in this thesis is

located on top of a granite plate, supported by four springs that act as a low resonant frequency

support, as shown in figure 3.1.5 (a). In the case of the STM system, the head is suspended with

four bungee cords that act as springs (figure 3.1.5 d). In both SFM and STM systems, a grounded

metallic hood covers the scanning force microscope head (tip, sample, detection system and piezo

actuator), what provides further acoustic and electromagnetic isolation. SFM systems have an ex-

tra hood cover which allows controlling the relative humidity (RH) of the working atmosphere by

introducing a controlled dry nitrogen gas flux. The hygrometer used to measure the temperature

and relative humidity inside and outside the hood has an accuracy of ±2% RH (in the 2 − 98%

RH range) and ±0.2◦C (in the 0− 70◦C range).

An electronic control unit connected to a digital signal processor (DSP) inside a PC basically

complete the experimental setup (figure 3.1.5 b). The DSP board is mainly in charge of collecting

the signal coming from the head and controlling the movement of the piezo. The DSP is also in

charge of the so-called feedback loop, a way to control the vertical distance between tip and sample

by maintaining a selected magnitude fixed to a preset value during the scanning. By means of the

feedback loop, the selected magnitude and the preset set point are continually compared at each

point of the image. If they are not equal, a voltage is applied to the scanner in order to move the

sample closer or further to the probe, to maintain constant the used physical magnitude in the

selected value (set point). This applied voltage is the signal used to generate the SFM image 3.

Three different SFM microscopes systems have been employed to obtain the results presented

in this work: two of them are commercial SPM from Nanotec Electronica [27] and the third one is

a home-made SFM that follows the design by Kolbe et al. [28] with an electronic unit fabricated in
3The conversion factor from the applied bias to the piezo to its longitudinal expansion or contraction is known

from the corresponding calibration presented above in figures 3.1.3 and 3.1.4.
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3.2. Scanning force microscopy

Figure 3.1.5: The SFM, located in the Institute of Materials Science of Barcelona-ICMAB, is mounted
on a granite plate and suspended by a damping table (a), to eliminate building vibrations. Additionally, a
metallic box is used to minimize electrical and acoustic noise. In (b) the electronic control unit, the PC,
an I-V converter, etc...can be seen. (c) shows a close up of the SFM head. In (d) a Molecular Imaging
PicoSPM head suspended with four bungee cords inside of the metallic hood is shown (image from the net).
The Molecular Imaging PicoSPM is located in the School of Chemistry of the University of St Andrews
(Scotland-UK).

the Universidad Autónoma de Madrid-UAM (Segainvex Workshop). The software used for SFM

data acquisition and image processing is the freeware WSxM [27, 29]. The STM measurements

presented in this thesis were acquired by the author with a Molecular Imaging PicoSPM system

[30], under the supervision of Prof. Manfred Buck in the School of Chemistry of the University

of St Andrews in the context of a short stay of two months. STM image processing has been also

done with the WSxM program.

3.2 Scanning force microscopy

In the scanning force microscope (SFM) a sharp mechanical tip is used to sense the surface of

the sample by detecting the forces acting between the tip and sample. It is the sensing of these

interaction forces what gives rise to the profile of the surface and from the SFM takes name.

These forces are usually in the range from pN to μN and, though atomic resolution can be

achieved, typical lateral resolution ranges between 5 to 20 nm, depending on the sharpness of the

probe. Vertical distances can be measured with an accuracy lower than one Å. Some outstanding

applications of SFM in the field of material science have been collected in [23]
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3.2.1 The force sensor

Strictly speaking, the SFM does not measure forces but the bending and torsion of a lever,

also called cantilever. These deflections of the cantilever are induced by the forces acting on a

nanometer-sized tip attached to one of the lever ends. Because of its good elastic properties, the

cantilevers are commonly fabricated from silicon (Si) or silicon nitride (Si3Ni4), and most used

geometries are triangular and rectangular (see figure 3.2.1). These last ones are generally preferred

because they make theoretical calculations easier. Ideally, the stiffness of the cantilever should be

below interatomic spring constants (typically in the range of 10− 20N/m ) and its effective mass

has to be as small as possible to prevent the transmission of external vibrations. Typically the

cantilevers spring constants are in the 0.01N/m to 50N/m range and their dimensions commonly

are 100−300μm long, 10−30μm wide and 0.3−5μm thick, while tip dimensions are of 3−15μm

high with radius of about 2− 100nm. The spring constant of the cantilever plays a crucial role in

the sensitivity of the forces to be measured and it has to be as soft as possible to be able to detect

forces down the pN range if sensitivity down the atomic forces is desired. The tip can be coated

with different materials or even doped to have specific properties (conductive, magnetic, etc. . . ),

required for specific SFM techniques. Scanning electron microscopy (SEM) images of uncoated

and diamond coated silicon probes manufactured by Nanosensors [31] are presented in figure 3.2.2.

Figure 3.2.1: Scanning electron microscopy images of silicon rectangular (a) and triangular (b) cantilevers.
Images from Micromasch [32].

If the cantilever spring constant (kz) is known, it supplies the conversion factor to quantify the

force sensed by the tip. The cantilever force constant is usually provided by the manufacturer.

However, a small variation in the dimensions and/or the mass of the cantilever affects and intro-

duces deviations on the nominal kz values for the same kind of cantilevers. Along this thesis the

nominal cantilever force constants provided by the manufacturer have been used for quantifying

the forces applied for tips mounted in triangular shape cantilevers. For rectangular cantilever, the

Sader method [33] has been employed to obtain a more accurate value of kz.
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3.2. Scanning force microscopy

Figure 3.2.2: Scanning electron microscopy images of some of the employed tips. Different magnification
images of PPP type Nanosensors tip are shown in (a) and (b), while (c) corresponds to a diamond coated
silicon tip. Images from Nanosensors [31].

In this work, a variety of tips mounted in different spring constant cantilevers from, Nanosen-

sors [31], Veeco (now Bruker [34]), Olympus [35] and Budgetsensors [36] have been used. Veeco

probes with nominal tip radius of 2 nm mounted on V-shaped cantilevers with a nominal force

constant kz = 0.05−0.5N/m have been mainly used for the contact mode structural and frictional

characterization [34]. However, in some experiments Olympus rectangular cantilevers with similar

cantilever force constants have been also employed. For dynamic mode measurements, Nanosensors

probes with a tip radius of curvature < 10 nm mounted in rectangular cantilevers with nominal

spring constant of kz = 2.8 N/m have been used. For the conducting and electrostatic measure-

ment, depending on the sample under study, either diamond doped or Pt/Cr coated tip mounted in

rectangular cantilever with typical spring constants on three different ranges (kz ∼ 0.2, 3, 40N/m)

have been used. Diamond coated tips are manufactured by Nanosensors, while Pt/Cr coated ones

are from Budgetsensors. The coating on silicon probes increases the tip radius curvature and low-

ers the lateral resolution (compare the uncoated and diamond coated tips in figure 3.2.2 a and c

respectively). The macroscopic radius of curvature for Pt/Cr coated tips is < 25 nm [36], while

for diamond coated tip is between 100 and 200 nm with a roughness of ∼ 10 nm which enhances

the lateral resolution [31].

3.2.2 The deflection sensor

The bending of the cantilever is usually sensed by the so-called optical beam detection method,

proposed in [37, 38] and found nowadays in most microscopes. A laser beam is focused in the

back side of the cantilever (usually gold or aluminum coated to enhance the reflectivity) and

reflected into a 4 segmented position-sensitive photodiode (figure 3.2.3). This segmenting of the

photodiode makes possible the detection of the deflection in two orthogonal directions, separating
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and quantifying them as the normal bending and the torsion of the cantilever.

Figure 3.2.3: Schematics showing the optical detection method used to measure the bending of the cantilever
produced by normal (a) and lateral forces (b). Normal forces are proportional to the VA−B signal whereas
lateral forces, to V1−2. Image courtesy of Luis Garzón.

A schematic drawing of the optical beam detection method into 4 segmented photodiode setup

is shown in figure 3.2.3. In the absence of force the laser spot is centered, i.e. equal signals are

measured in each of the four sectors. When a force acts on the tip, the lever is deflected and

the reflected spot is deviated. As depicted in figure 3.2.3 (a), a normal force produces a vertical

deflection of the cantilever that is proportional to the signal difference between the upper and lower

halves of the detector Δv ∝ VA−B. Similarly, the main effect of the lateral forces is the torsion of

the cantilever (figure 3.2.3 b), which is proportional to the signal difference between the right and

left halves of the photodiode (Δl ∝ V1−2).

For every cantilever used, a calibration of the photodiode response is required to obtain the

conversion from the measured signals, VA−B and V1−2, to the cantilever displacement, Δv and Δl

:

Δv = Sv VA−B (3.2.1)

Δl = Sl V1−2 (3.2.2)

where Sv and Sl are the calibration factors for the bending in the vertical and lateral directions,

respectively. As it will be explained in section 3.2.3.1 Sv is obtained from the force versus distance

curves, by measuring the photodiode signal difference as a function of the piezo displacement,
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assuming a linear behavior with a slope of 1 for the contact regime. That is, we assume that the

measured sample is hard enough to neglect any surface deformation when the tip is in contact,

and thus any z displacement is translated to cantilever deflection. For our systems, Sv varies

between 20 nm/V and 80 nm/V depending on the cantilever employed. Knowing the value of Sv,

the photodiode signal (in Volts) can be translated to deflection of the cantilever (nm) and this to

the applied load (in nN) by introducing the cantilever force constant (in N/m). That is,

Fn = k SvVA−B (3.2.3)

The determination of Sl is rather complicated and requires some assumptions that are not

generally fulfilled [39]. These difficulties in determining Sx together with the uncertainties of the

torsion spring constant (kT ) pose a severe limitation when trying to obtain absolute values for

the lateral force and, consequently, for the friction values. This fact will be discussed in detail in

section 3.2.5.1.

3.2.3 Relevant tip sample interactions

The operation principle of a scanning force microscope is the detection of the force acting between

the probe and sample. This force can have different origins and contributions and, depending on

the tip-sample system under study, the predominant interaction mechanism might vary. In this

section, we describe the most relevant forces involved in the SFM measurements performed to

obtain the results presented in this work. More detailed information on intermolecular and surface

forces can be found in the book [40] and a nice extended description of tip-sample interactions can

be found in the review [41].

Van der Waals forces: These are forces attributed to the dipolar interactions of molecules

and atoms. In the van der Waals forces, forces between permanent dipoles (Keeson forces), be-

tween permanent and the corresponding induced dipoles (Debye forces) and those between in-

stantaneously induced dipoles (London dispersion forces) are included. The most relevant ones

are these last London dispersion forces, because they act between dipoles arising from electronic

fluctuations and dipoles induced in their electric field and thus, are always present. Their origin

can be intuitively understood as follows: consider a non-polar atom with time averaged dipole
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equal to zero, however, for any instant it exists a finite dipole moment given by the instantaneous

position of the electrons with respect to the nucleus. An electric field will be generated by this

instantaneous dipole, which will polarize any nearby atom (even if it is neutral). As a consequence

of this induced polarization an attractive interaction between these two atoms will be induced.

Typically van der Waals forces range a few nanometers, but depending on the conditions they can

range between ∼ 0.2 nm to distances greater than 10 nm [40].

In order to model this interaction in SFM, macroscopic bodies rather than individual atoms

or molecules are considered. The tip-sample geometry can be well approximated as a sphere

approaching a plane and, for such configuration, the interaction of van der Waals interaction has

the form:

FvdW ≈ −AR

r2
(3.2.4)

where R is the sphere radius, r is the sphere-plane distance and A is the Hamaker constant. The

order of magnitude of this constant, which accounts for the materials involved, is ∼ 10−19−10−20J

[40]. This interaction acts between the surface and the mesoscopic tip end, i.e. not only with the

end atoms of the tip, and for the typical tip sample systems ( e.g. Si3N4 − Au in air) and a tip

radius R = 30nm, the van der Waals force at a distance r = 5Å is of the order of FvdW = 4nN. In

vacuum or air, this van der Waals interaction is always attractive. However, in other media, the

interaction can be attractive (A > 0) or repulsive (A < 0), depending on the dielectric properties

(ε) of the tip, sample and media in-between [40].

Short range forces: These forces arise from the overlapping of electron wave functions and

from the repulsion of the ion cores. Their range is comparable to the extension of the electron wave

functions, i.e. less than one nanometer. They can be either attractive (as for example in bond

formation) or repulsive (due to the Pauli exclusion principle). As stated in the compilation work

by Meyer and co-workers [42], the magnitude of attractive short-range forces is around 0.5− 1nN

and the decay length around 0.2− 0.3 nm.

Friction forces: During sliding, a macroscopic object has to overcome an opposing force

which results in a loss of kinetic energy and, if no additional energy is supplied, the object finally

stops. This force, that opposes the relative motion between objects in contact, is the friction force.
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These frictional forces can have their origin in a combined effect arising from various physical phe-

nomena, such as elasticity, adhesion, capillary forces, surface chemistry, phononic and electrostatic

interactions etc. In the SFM setup, friction causes the torsion of the cantilever when the tip is

scanned over the sample as shown in figure 3.2.3 (b). These lateral forces can be exploited to form

an image or map of the dissipated energy, sometimes showing higher contrast than topographic

images. This contrast might arise from mechanical and/or chemical differences between regions.

Adhesion forces: Adhesion is the molecular attraction exerted between bodies in contact

and can be defined as the free energy change to separate unit areas of two media from contact to

infinity in vacuum or in a third medium [40]. Moreover, in SFM working under ambient conditions,

there is another important contribution to the adhesion force coming from the water meniscus that

forms between the tip and substrate. Due to the unavoidable adsorption of thin water films at

surfaces and subsequent capillary condensation [43], the formation of the water meniscus have to

be considered even in quite dry conditions. The formation of this meniscus produces an attractive

adhesion force that depends on the relative humidity [44], the temperature, the hydrophilicity of

the tip and sample, the sharpness and shape of the tip [45, 46]. Depending on all this factors

the adhesion forces due to capillary forces can range between a few to hundreds of nN and the

meniscus can reach heights up to ∼ 1 μm at high humidity conditions (RH ∼ 75 − 90%) as has

been shown by environmental scanning electron microscopy [47].

Electrostatic forces: These are long ranging forces that obey the Coulomb´s law and can

be attractive or repulsive. Since usually at least either the tip or the sample is conductive and

grounded, an image charge generates on both sides of the tip-sample system and as a consequence

the net electrostatic force is usually attractive. Usually it is stronger than other interactions such

as the van der Waals ones or the magnetic interaction, for a non-magnetic tip. If one considers

the tip-sample system as a capacitor, the Coulomb interaction energy of the system is given by:

Wel =
1

2
CU2 (3.2.5)

where C, the capacitance, depends on the tip-sample distance, the geometry of the system

and the dielectric constant of the medium in-between. z is the tip-sample distance, and U is the

potential difference between the tip and the sample. U usually presents two different contributions,
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the contact potential difference (UCPD) caused by the tip-sample work function difference and a

possible potential difference applied between tip and sample (Ubias). The resulting force can be

then written as:

Fel = −1

2

∂C

∂z
(Ubias − Ucpd)

2 (3.2.6)

Therefore, the force does not only depend on the tip-sample potential difference, but it also

depends on the derivative of the capacitance. From equation 3.2.6 it is inferred that a zero

bias voltage (Ubias = 0) does not normally correspond to a minimal electrostatic force, since the

contact potential difference is not compensated. Due to the long-range character of these forces,

electrostatic interactions act between the sample and the whole cantilever. Only for very small tip-

sample distances (≤ 2nm), the electrostatic force contribution from the end of the tip dominates

over the other terms [48]. This effect limits the resolution of electrostatic force microscopy (EFM)

in general, and that of the Kelvin probe force microscopy (KPFM) [49] in particular. By the

detection of the electrostatic force gradient instead of the force, this effect can be minimized, as

will be discussed in greater detail in section 3.2.5.3.

3.2.3.1 The force versus distance curve

A typical and simple measurement of the tip-sample interaction is recording the variation of normal

force as the tip-sample distance is being changed. This is the so-called force spectroscopy mode

based on the force versus distance curve [50] analysis shown in figure 3.2.4. During the tip-sample

approach (green line), the cantilever deflection is approximately constant until an attractive inter-

action such as van der Waals, electrostatic or capillary forces provokes a change in the deflection

of the cantilever (situation (i) in figure 3.2.4). When these forces are stronger than the cantilever

restoring force, the tip suddenly jumps into contact with the surface (ii). After this snap-in point,

the cantilever deflects away from the surface approximately linearly with the scanner movement

(iii) if the sample is not deformed by the tip. When the full extension of the piezo is reached,

the scanner begins to retract (red line) and the cantilever deflection retraces the same curve until

a snap-out instability is observed (iv), indicating that the tip is no longer in contact with the

sample. In air, capillarity adhesion due to the presence of water holds the tip in contact with
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the sample bending the cantilever to the surface (iv). This generates an hysteresis in the curve,

and the snap-out point is not observed at the same piezo position as the snap-in instability, i.e.

extra piezo movement is needed to detach the tip from the surface. The value of the force at the

snap-out point is generally denoted as the adhesion or pull-off force.

Figure 3.2.4: Force versus distance curve acquired during an approach-retract cycle of the sample towards
the tip: the cantilever deflection is measured as a function of the piezo displacement. The different regions
correspond to the different cantilever deflections schematically depicted.

On the other hand, the value of the adhesion force measured from the force versus distance curve

is often used as a direct method to in situ check the tip conditions. For instance, the dependence

of this adhesion on the tip dimensions allows correlating sudden changes on the adhesion value to

changes in the tip contact area due to damage during the scanning. Typical adhesion forces range

between a few and hundreds of nN.

The measured curves are the direct result of the photodiode response (VA−B) versus vertical

movement of the piezo actuator (z). To obtain a true force versus distance curve, VA−B and z

have to be converted into force and tip-sample distance respectively. As introduced in section

3.2, to convert the photodiode signal into a meaningful quantity as the deflection of the cantilever

(equation 3.2.1) or/and normal force (equation 3.2.3) the photodiode sensitivity (Sv) has to be

determined. When the sample measured is hard enough to neglect surface deformation Sv is

obtained from the FZ curve itself, the measurement of the inverse slope of the repulsive part of

the curve (from (ii) to (iii) in figure 3.2.4) yields to the nm/V calibration ratio.

The conversion of the piezo movement into tip-sample distance is more complicated, especially
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for deformable materials. Generally, the zero tip-sample distance is defined at the point where

the sign of the force versus distance curve changes due to repulsive interactions. At this point,

the tip contacts the sample surface. If there is no sample deformation, beyond this point further

piezo displacement does not change the tip-sample distance but only increases the applied force.

When softer materials are under study, tip indentation and elastic/plastic deformation might play

a significant role in the conversion of the piezo movement into tip-sample distance. In this case,

after the contact with the surface, tip-sample distance can still be reduced due to tip indentation.

This topic is extensively discussed in [41, 51].

3.2.4 Basic operating modes

Scanning probe microscopy techniques are classified in two main primary modes, the contact and

dynamic modes. In contact mode, the tip is brought in direct contact with the sample and the

vertical deflection of the cantilever is used to directly sense the tip-surface interaction force. In the

standard dynamic mode, the cantilever is externally oscillated close to its resonance frequency at a

given distance from the sample surface. Tip-sample interactions induce frequency, amplitude and

phase variations on the cantilever dynamics with respect to the reference oscillation and provide

information about sample characteristics. Though further details are given in the next sections on

those modes employed throughout this work, a complete description of all of them can be found

in general SFM books as [39, 42].

3.2.4.1 Contact mode

Contact mode (cm-SFM) was the first developed SFM mode and as commented above, it is based

upon the measurement of the deflection of the cantilever caused by the tip-sample forces when the

tip contacts the sample surface. When scanning the tip over the sample surface, this deflection

can be kept constant to a given setpoint value by means of a feedback loop which controls the z

position of the piezo. A topographic image is generated by plotting, at each point of the scanned

area, the vertical piezo movement needed to keep the normal deflection of the cantilever constant.

Therefore, all topographic imaging generated by cm-SFM techniques are in fact constant force

maps which we interpret as topography. In cm-SFM, the variation of the tip-sample forces are

mainly due to changes in surface morphology. Care has to be taken however when heterogeneous
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samples are measured. Variations in tip-surface interaction ( e.g. electrostatic force variations)

or/and variations of mechanical properties (e.g. elastic constant of the sample) at different surface

locations can give rise to deviations of the measured piezo displacement from the real topography

depending on the values of the normal force used when scanning the sample.

As introduced in section 3.2.3.1, the essential measurement to get information about the tip-

sample interaction conditions is the force versus distance curve (see figure 3.2.4). Depending on

the force set point selected for scanning, two measurement regimes can be distinguished whether

the cantilever deflection points away or to the surface, denoted as repulsive and attractive regimes.

In air, the presence of water gives rise to capillary adhesion forces which holds the tip in contact

with the cantilever deflected to the surface, making possible to scan the surface in the attractive

regime and preventing any sample deformation or/and damage of the sample. Contact mode results

presented in this thesis have been performed mainly in the attractive regime, as close as possible to

the pull-of force. Simultaneously to the surface topography, maps of friction or conductivity, which

also require direct contact, can be measured in cm-SFM operation mode. A detailed description

of the SPM techniques to obtain friction and conductivity maps will presented in the following, in

sections 3.2.5.1 and 3.2.5.2.

Tip-sample contact area

In SFM, one of the main drawback stems from the determination of the contact area of the tip-

sample system, Atrue , which cannot be directly measured. Even they are known to break down

as the contact radius approaches to atomic dimensions [52, 53], in general, the continuum models

are still used for the mechanics of the tip-sample contact in SFM. The simplest one is to model the

tip-sample contact as a sphere-plane contact and apply the Hertz model [54], in which the relation

between the contact area and the applied load is given by:

A(Fn) = π

(
R Fn

E∗

)2/3

where R is the sphere radius and E∗ is an effective modulus related to the Young´s modulus

(E) and the Poisson ratio (ν) of both sphere and plane materials by:
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1

E∗ =
3

4

(
1− ν21
E1

+
1− ν22
E2

)

The major restriction when using the Hertz model comes from the fact that it neglects any ad-

hesion between contacting surfaces and assumes that there are no attractive forces acting between

them: at zero external loads the contact area reduces to zero. However, as commented previ-

ously, adhesion plays an important role when SFM measurements are performed under ambient

conditions. Adhesive interactions are incorporated in two other contact mechanics models: i) the

Johnson, Kendall and Roberts (JKR) model [55] for the case of short-range adhesion forces and ii)

the Derjaguin, Muller and Toporov (DMT) model [56] applicable to long-range interactions. The

contact area predicted by the former is expressed as:

A(Fn) = π

(
R

E∗

)2/3 [
Fn + 3πγR+

√
6πγRFn + (3πγR)2

]2/3

where γ = γ1 + γ2 − γ12, being γ1 and γ2 the surface energies of tip and sample and γ12

the interfacial energy. This model predicts that a finite negative load is required to separate the

surfaces, which is often referred as the critical load, Fc:

Fc = −3

2
πγR

The pull-off force measured in force versus distance curves (section 3.2.3.1) is generally identified

with this critical load and at this load a finite contact area exists. In the DMT model, the expression

for the contact area is similar to the Hertz model except for the presence of an offset to introduce

the adhesion forces:

A(Fn) = π

(
R

E∗

)2/3

(Fn + Fadh)
2/3 (3.2.7)

In this case, the critical force to separate both surfaces is higher than in the JKR model:

Fc = −2πγR

For studies dealing with SAMs, the JKR and DMT approximations have been used to estimate

contact areas and pressure values [57–59], and those are the ones employed throughout this work.
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These two models are, of course, limiting cases, and descriptions of intermediate situations between

them are provided in different works [60–63].

The uncertainty in the tip-sample contact area is not only dependent on the model used, but

also in uncertainties as the real tip radius and shape, or the elastic constant of the materials

involved. The impossibility to access to the exact values of those parameters might introduce

considerable errors when estimating the contact area, and in consequence, when trying to compare

absolute values of physical quantities such as friction or conductivity that depend on it. To

overcome this problem, for such kind of measurements we have performed a reliable procedure

that consist in the study of relative rather than absolute friction/conductivity characteristics by

always using heterogeneous samples.

3.2.4.2 Dynamic modes

Dynamic SFM modes (dm-SFM) are based on monitoring the behavior of the vibrating cantilever

when tip is approached close to the sample surface. Tip-sample interactions induce frequency,

amplitude and phase variations on the dynamic of the cantilever with respect to the reference

oscillation. In principle any of those physical magnitude variation can be employed as a working

parameter on a feedback loop to track the sample surface properties, what gives rise to multiple

possible operational modes in dm-SFM. The most extended ones and the particular operating

modes employed to obtain the results presented in this thesis will be introduced in the following.

Further extended discussion of dynamic SFM methods can be found in recent reviews [39, 64, 65].

The cantilever is usually mechanically oscillated by electrically exciting a piezo actuator placed

in the cantilever holder. The control of the applied ac bias to the piezo actuator allows the control of

the exciting force (Fext) and the frequency (w) of the oscillating cantilever (Fext(t) = Fextsin(wt)).

Depending on the amplitude of oscillation compared to the tip-sample distance, the tip may either

not contact the sample (non contact) or intermittently contact the sample surface (intermittent

contact or tapping mode). However, before entering in more details it is instructive to analyze the

simple case of an harmonic oscillator in order to understand the basic underlying physics involved

in dm-SFM. The motion of a forced harmonic oscillator with damping is given by:

mz̈(t) + αż(t) + kz(t) = F (z, t) (3.2.8)
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where m and k are the effective mass and the spring constant of the cantilever respectively, hence

the resonant frequency of the free cantilever is given by w0 =
√

k/m. α is the viscous damping

coefficient of the oscillator. In dm-SFM it is common to define the dimensionless quality factor

Q = mw0/α which is inversely proportional to the damping coefficient and in absence of any

external excitation, Q describes the number of oscillation cycles after which the damped oscillation

amplitude decays to 1/e . Q is extremely dependent on the environment, it takes values on the

range from 104 to 105 in vacuum, in air it is reduced to 10 to 200 range and in liquid media the

values are below 10. F (z, t) is the sum of all the external forces acting on the oscillator, those

are, the time dependent external driving force (Fext(t)) and the distance dependent tip-sample

interaction force (Fts(z)). In absence of tip-sample interaction (F (z, t) = Fext(t)) , the solution of

equation 3.2.8 is a linear combination of a transition state and a steady state:

z(t) = Ate
−w0t/2Qsin(wt+ ϕt) +A0cos(wt+ ϕ) (3.2.9)

Where Ai and ϕi are the amplitudes and phase differences of the transient (i = t) and steady

(i = 0) states.The transient regime decreases exponentially with the time constant τ = 2Q/w0 ,

which means that after a time τ the motion is dominated by the steady state term. The dependence

of τ with Q has important implications in the dynamic operational modes that can be applied for

each particular environments (vacuum, air and liquid media). For a typical cantilever with resonant

frequency of 104 − 105 Hz, τ takes values in the ms to s range in vacuum, what implies long

range times for the z(t) transition state solution and limits the practical application of monitoring

amplitude changes for a large number of pixels on a scan grid (typically 512×512 or 256×256) [66].

Evaluating the 3.2.8 differential equation with the steady state solution, the following relations are

found for amplitude and phase as a function of w:

A =
QFext/m√

w2w2
0 +Q2(w2

0 − w2)2
(3.2.10)

ϕ = arctan(
ww0

Q(w2
0 − w2)

) (3.2.11)
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Figure 3.2.5: Amplitude and phase response of an oscillating cantilever as a function of the frequency
(Q=5).

In figure 3.2.5, we plot those amplitude and phase in function of ω/ω0 for the particular case

of a quality factor Q = 5. By exciting the oscillator at its resonant frequency (w = w0) and in

absence of damping, the amplitude takes the form A0 = QFext

k , i.e. the free amplitude. However,

the damping term of the harmonic oscillator causes a shift of the resonant frequency from w0 to

w∗
0 ≈ w0

√
1− 1

2Q2 , as appreciated in the figure 3.2.5. In the case of ambient conditions, Q usually

is around 100 or higher values, what makes this shift of the resonant frequency negligible. The

phase of the oscillation suffers an abrupt change near the resonance, where it takes a value of 90◦

(figure 3.2.5 left axis). For higher values of Q, the peak of the amplitude becomes sharper and the

change in phase more abrupt.

When considering tip-sample interactions for the simplest case of a weakly perturbed oscillator,

in which the vibration amplitude is small compared to the influencing forces distance range, and

that the force gradient (∂Fts/∂z) does not vary significantly over one oscillation cycle, we can model

the SFM system as a two coupled springs system. The cantilever is represented by its spring force

constant (k) and the tip-sample interaction is represented by a second spring (kts). Therefore, the

total spring constant of the SFM system can be written as:

kt = k + kts = k − ∂Fts

∂z
(3.2.12)

Due to the tip-sample interaction, and neglecting any damping effects, it is found that the

resonant frequency of the system is shifted by Δw from the resonant frequency w0:
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w2 = (w0 +Δw)2 =
kt
m

=
(k − ∂Fts

∂z )

m
(3.2.13)

If it is assumed that the frequency shift is much smaller than the resonant frequency (Δw <<

w0) , from equation 3.2.13 is found that:

Δw

w0
≈ − 1

2k

∂Fts

∂z
(3.2.14)

Thus, the frequency shift of the cantilever is proportional to the force gradient of the tip-

sample interaction. As illustrated in figure 3.2.6, a negative shift in the frequency is observed

when attractive forces are dominant, and conversely, a positive shift appears when forces are

repulsive. As a consequence of this frequency shift, a displacement of both amplitude and phase

curves from figure 3.2.5 is induced without introducing any shape or size modification (as is shown

in figure 3.2.6).

Figure 3.2.6: Amplitude and phase response of an oscillating cantilever as a function of the frequency.
Free cantilever oscillation situation (continuous line) and the frequency shift induced (dashed lines) by an
attractive (←) or repulsive forces (→).(Q=5).

Hence, an important conclusion is that while in contact mode SFM we were sensitive to the

tip-sample force itself, the dynamic scanning force microscopy is sensitive to the force gradient

sensed by the tip. From equations 3.2.10 and 3.2.14, we can find that the change in amplitude can

also be related to the force gradient by:

ΔA ∝ Q

2k

∂Fts

∂z
(3.2.15)

From equation 3.2.15, we find that the change in amplitude is proportional to the quality factor
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Q. Another aspect that have to be in consideration is the distance dependence of the quality factor,

Q = Q(z), which has been observed experimentally [67, 68] but is not usually considered in the

theoretical models. If Q varies with the tip-sample distance, apart from the variation of the force

gradient of the system which induces the amplitude and phase curves shift, there is another factor

influencing the variation of the amplitude when the oscillating tip approaches the sample. As it is

commented above the quality factor is inversely proportional to the damping coefficient and thus

describes the energy dissipated in the tip sample system.

The two main operation modes on dm-SFM are the Amplitude modulation (AM-SFM) and

Frequency modulation (FM-SFM) modes, and are based on monitoring the amplitude and fre-

quency shift, respectively, induced by the shift of the amplitude and phase curves presented above

(see figure 3.2.6).

In amplitude modulation (AM-SFM) the cantilever is excited at a fixed frequency close to

its resonance frequency and the oscillation amplitude of the cantilever is monitored. In presence

of any acting force, as a consequence of the shift of the amplitude curve , the amplitude of the

oscillation will decrease. The feedback maintains a constant amplitude (always smaller than the

free amplitude) by adjusting the relative tip-sample position during scanning and, by recording the

relative piezo displacement, the constant amplitude profile map is built. Hence, the topography

images obtained by this operation mode are indeed constant amplitude maps of the scanned surface.

The long range times (τ) that high Q values impose to the transition states of z(t) (equation 3.2.9)

set a severe limitation to the use of AM-SFM in vacuum. That is why AM-SFM operation mode is

typically applied in ambient and liquid environments. In AM-SFM non-contact operation can be

achieved by employing very small oscillation amplitudes, but typically in air large amplitudes in

the range of of 10− 100nm are employed, what typically yields to intermittent contact or tapping

mode operation. In the tapping mode the tip periodically enters in contact with the sample what,

compared to contact mode SFM, minimizes tip–sample contact time avoiding damage not only of

the sample but also of the tip. Because it is fairly easy to operate experimentally, it is the most

extended operation mode in common surface “visualization” by SFM. However, the underlying

Physics of tip-sample interaction in tapping mode is complex and still subject of research [69, 70].

Commonly the direct ascription of constant amplitude map to topography is done, but this direct

correlation can yield to unexpected and wrong topographic results in samples that present regions
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with different chemical composition or/and physical properties. A variety of topographic artifacts

including strange shapes contours, wrong height measurements and even contrast inversion have

been already observed [71–73]. These artifacts have been ascribed to differences in local elasticity

[74], wetting [71, 75], contact potential [76, 77] or to switching between two regimes of tip– sample

interaction, one dominated by attractive and other by repulsive interactions [78, 79]. As a result

of these possible artifacts in topographic details determination, the dm-SFM topography results

obtained along this thesis have been always cross-checked by contact mode SFM (cm-SFM). In AM-

SFM, simultaneously to amplitude monitorization the phase shift between the excitation driving

force (Fext) and the cantilever oscilation is also recorded . The phase shift is related to energy

dissipation in the tip sample contact [80], what usually gives rise to contrast between heterogeneous

materials [81].

In frequency modulation SFM [66] the changes in the cantilever’s resonant frequency are mon-

itored. The feedback mechanism maintains a constant frequency shift (Δw) by adjusting the

relative tip-sample position during scanning and by recording the relative piezo displacement, the

constant Δw map is built. Thus, the topography image obtained by this operation mode repre-

sents a map of constant frequency shift over the surface. Contrary to the amplitude detection, the

change in resonant frequency is simultaneous to a change in the tip-sample interaction, hence, no

problems with the long τ time constants associated to high Q factors are involved. This is the

reason why FM-SFM is usually the common operation mode in vacuum, although it can be also

applied in air [73, 82, 83] and even in liquids [84].

Along this thesis, most of dm-SFM measurements have been performed by a specific operation

mode that combines some aspects of both AM-SFM and FM-SFM techniques and is implemented

in Nanotec Electronica instrument [27]. As in common AM-SFM operation mode, we use the

amplitude of oscillation as the physical magnitude for the topography feedback, but in parallel a

phase locked loop (PLL) is used to track the frequency of the oscillator and fix the phase [85, 86].

The PLL is basically an extra feedback that works maintaining the phase constant (at resonance,

ϕ = 90◦) by varying the frequency of the external driving force (Fext). In other words, the PLL

works shifting the resonance curve (figure 3.2.5) keeping the system always in resonance. Therefore,

any change in amplitude corresponding to a variation of the tip-sample force gradient (∂Fts/∂z),

that gives as a result the shift of the amplitude resonance curve, is also automatically corrected
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by the PLL. In consequence any amplitude variation measured when we work with the PLL is

simply associated to a variation of the quality factor (Q), and hence to dissipative interactions.

The use of a PLL circuit allows on the one hand to rule out any influence of conservative forces into

the topographic signal, and on the other hand permits the direct measurement of the resonance

frequency in hertz, and thus the determination of interaction data in physically meaningful units.

Figure 3.2.7: Cantilever deflection (a), amplitude (b) and phase shift (c) responses of an oscillating tip as
a function of the piezo displacement, approaching to (green curves) and withdrawing from the surface for
the case in which attractive forces are dominant all over the tip to sample approach.

As in cm-SFM mode, the tip-sample interaction conditions can be checked by monitoring the

tip dynamics as the tip-sample distance4 is changed. In the case of dm-SFM the corresponding

physical quantities of interest are the oscillation amplitude and phase shift of the probe oscillation.

In figure 3.2.7 an example of a so-called amplitude versus distance curve is presented. The deflection

(a), oscillation amplitude (b) and phase shift (c) signals response in the tip-surface approach (green

line) and retraction (red line) are shown. Far from the surface, the tip-sample interaction forces

are negligible and the tip is oscillating at its free oscillation amplitude (region (i)). During the tip

approach (green line) the amplitude and phase are nearly constant until an attractive interaction

provokes a negative phase shift and an amplitude reduction (ii). The amplitude decreases linearly

with the distance (iii) until the attractive forces are such strong that the tip jumps into contact with

the surface (iv). After the snap-in point, the cantilever deflects away from the surface linearly with

the scanner movement, as in the common force versus distance experiment (see section 3.2.3.1).

During the retraction (red line), ones the pull-off force is reached the oscillation of the tip is

recovered and the amplitude increases with the increase of the tip-sample distance.

The response of the curve presented in figure 3.2.7 corresponds to the simple case in which the

tip-sample interaction is controlled by long-range attractive forces all over the tip sample approach.

4The tip-sample distance is defined in this case as the distance between sample and the tip’s rest position.
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However in most of the cases the dynamic of the tip is more complex. When the tip is close to the

surface during each tip oscillation cycle both large-range attractive forces and short-range repulsive

forces are present and compete to control de cantilever dynamics. Depending on which of those

forces is dominant, the attractive and repulsive tip-sample interaction regimes can be distinguished

[79]. In the attractive regime a net attractive force dominates the tips dynamic and the average

force in one cycle is negative, while in the repulsive regime repulsive forces are dominant and thus

the average force is positive [79, 87]. The sign of the phase shift signal is directly related to the

sign of the average force that the tip’s senses and thus can be employed to identify in which of the

regimes are we operating for a certain measuring condition [79].

Figure 3.2.8: Cantilever deflection (a), amplitude (b) and phase shift (c) responses of an oscillating tip as
a function of the piezo displacement, approaching to (green curves) and withdrawing from the surface for
the case in which both attractive and repulsive regimes are present over the tip sample approach.

In figure 3.2.8 we present an amplitude versus distance curve performed on top of hexade-

canethiol self-assembled monolayer on gold in which both attractive and repulsive regimes are

present. As in the previous curve of figure 3.2.7, the tip oscillation deflection (a), amplitude (b)

and phase (c) are monitored in the tip approaches to and retraces from the surface. During the

tip approach (green line) the long range attractive interactions provoke a negative phase shift and

an amplitude reduction (i), but at a certain tip-sample distance (ii) the dominant forces become

to be repulsive and the interaction regime suddenly changes as proved by the change on the phase

shift sign (see figure 3.2.8 c). The change to the repulsive regime provokes an abrupt amplitude

increase and from this point on the amplitude continuous decreasing until the tip holds in contact

with the surface (iv). During the retraction (red line), the amplitude increases with the increase

of the tip-sample distance until the interaction regime changes from repulsive to attractive, point

in which the amplitude suddenly decreases (v). The most important fact that is derived from this

experiment, is that an hysteresis is found between the approach and retraction curves. That is, the
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regime variation point is not the same in the approach and retraction curves and in consequence

two stable states with same amplitude coexist for a certain range of tip-surface separations (see

figure 3.2.8 b), one in the attractive and the other in the repulsive regime. The coexistence of

two oscillation states regime depends on sample and tip properties as well as on the operational

parameters employed [64, 88, 89], such as the free oscillation amplitude or cantilever force con-

stant. In the present work is not our objective to go into detail about the underlying theory of

AM-SFM, and for further information about it we refer to the extended literature existing on the

field [64, 79, 88–91]. However, from a practical point of view it is important take into considera-

tion the attractive and repulsive regime conditions and the bistable region position. On the one

hand, the coexistence of two oscillation states typically introduces unstable measuring conditions

produced by multiple transitions between regimes if amplitude set point within the bistable region

are employed [92], and in consequence those set points have to be avoided. And on the other hand,

for surface imaging both attractive and repulsive regimes can be employed, both presenting their

own advantage and disadvantages [64]. The attractive regime have been found to result in worse

lateral resolution imaging [79], but it also have been proven to minimize the tip-sample contact

and its use is recommended to minimize sample or/and tip damage [87] and also for the use of

the Kelvin probe microscopy technique (see section 3.2.5.3) [83, 93]. That is why, for the results

presented in this work, typically oscillation amplitudes in the range of 10 − 40 nm and setpoints

with low amplitude reductions (ΔA/A ∼ 10 − 20%), mainly measuring in the attractive regime,

have been used.

3.2.5 Scanning force microscopy techniques

The rich variety of physical quantities that can be detected in SFM has made possible a wide

variety of derived SFM techniques. In the following we present the different SFM techniques used

along this thesis.

3.2.5.1 Friction force microscopy

As introduced in section 3.2, the use of a 4 segmented position-sensitive photodiode allows to

register, simultaneously with the normal cantilever deflection, the torsion of the cantilever due to

the presence of a lateral force. In an ideal scenario when the tip is not scanning, there is not
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any lateral force acting on the tip, and the cantilever torsion is zero. If during a contact mode

experiment the fast scan direction (x) is set perpendicular to the long axis of the cantilever, any

force acting opposite to the tip motion (Fx) is translated to a lateral force (Fl) and a torsion of

the cantilever will be induced (figure 3.2.9 ). Thus, by detecting the torsion of the cantilever,

the SFM can be employed to measure the force opposite to the relative motion of the tip-sample

nanometric size sliding contact, i.e. the local friction. In this manner, friction force microscopy

(FFM) has become a powerful tool to study dissipation mechanisms at surfaces and in ultrathin

layers with nanometric lateral resolution [7, 94]. In addition, the capability of SFM to control the

applied load allows the quantification of the friction as a function of the normal load, one of the

central experiments in tribology. In this way, the friction coefficient (μ) can be determined, which

is defined as the proportionality factor between the normal force and friction force (Fl = μFn).

Figure 3.2.9: Sketch of the SFM tip-cantilever torsion. The probe moves with constant speed along the x
axis with controlled load in the z axis (Fn). The generated force on the tip-sample contact opposites the tip
motion yielding to the torsion of the cantilever.

Strictly speaking, the SFM does not measure the lateral force but the torsion of the cantilever.

Thus for quantitative FFM, the conversion from cantilever torsion to lateral force value is manda-

tory. This calibration implies, first, the knowledge of the torsion spring constant of the cantilever

(kT ), and second, the determination of the conversion factor between torsion and voltage differ-

ence read-out in the photodiode (the Sl factor introduced in section 3.2). The relation between

the cantilever torsion and read-out voltage (V1−2) can be established by scanning a known wedge

shape surface structure [95]. On the other hand, the determination of kT is not a simple task.

Comprehensive reviews of the different theoretical and experimental approaches proposed to ob-

tain kT are given in [41, 59, 96, 97]. Due to the difficulties in determining Sl together with the

uncertainties in kT , pose a severe limitation when trying to obtain absolute values for the lateral

force. In the present work we have followed a reliable procedure that consist in the study of relative
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rather than absolute friction characteristics by always using heterogeneous samples. Lateral forces

are given in volts, the photodiode output, throughout this thesis.

FFM measurements are typically carried out by completing a trace-retrace scan loop along

the fast scan direction, in what is called a friction-loop (see figure 3.2.10). Since the friction

force always opposes the tip motion, the torsion of the cantilever will be opposite for forward and

backward scan directions and in consequence, will be detected as positive or negative torsions in

the segmented photodiode. The lateral force signals presented along this thesis present this scan

direction dependence, a higher value of the lateral force on forward scan refers to a higher torsion

while the contrary occurs for backward scan direction. This inversion or asymmetry of the lateral

force on trace-retrace scans is given by the torsion detection method itself, and has to be clearly

distinguished from friction anisotropy and asymmetry effects which are related to the dependence

of friction on the sliding direction of the tip in some particular systems. In fact, by definition,

friction force is always referred to the direction opposite to the relative motion of the surfaces in

contact, thus same absolute values of opposite torsions on trace-retrace scans denote a very same

friction force.

Realistically, when scanning a rough surfaces, there is always some cross-talk between the

normal bending and the torsion of the cantilever. The topography variations (steps, changes in

the surface slope, contact area variations...) can give a significant contribution to the lateral force

maps. To obtain chemical or material-specific contrast this non-dissipative part of the lateral force

has to be separated. This can be easily done by subtracting the lateral force signal in a forward

and backward scans when the tip completes a trace-retrace loop and dividing the signal by two,

as shown in figure 3.2.10 sketch. The mean friction signal along the loop can be calculated as:

Fmean =
1

2
| F f

l − F b
l | (3.2.16)

where F i
l are the lateral signals in the forward and backward scan directions. A schematic

representation of a friction loop is presented in figure 3.2.10. Because normal forces do not de-

pend on the scan direction while lateral forces do, the topography contribution will vanish when

calculating Fmean (check the corresponding lateral force signals in figure 3.2.10 in the topographic

step variations, and the Fmean one). The calculation of the friction or/and friction coefficient by
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this methodology, has also the advantage of correcting any possible asymmetry in the friction loop

that arises from imperfect laser alignment ( e.g. an offset in the 1-2 alignment, see section 3.2).

For simplicity, along this thesis we will refer to the calculated mean friction simply as friction (F ).

The area enclosed in the loop is equal to the dissipated energy on the cycle and the area divided

by twice the scan distance is the mean lateral force, i.e. the mean friction [94]. In this way, when

performing FFM experiments as a function of the applied load in order to measure the the friction

coefficient (μ), it has to be taken into account that by employing Fmean friction values we are

actually calculating μmean instead of μ.

Figure 3.2.10: Friction loop formed by the trace and retrace lateral signals along the same scan line.
The upper and lower pictures represent the torsion movement of the tip as it encounters areas of different
frictional properties (μ2 > μ1) or topography changes. Dashed lines are the corresponding lateral force
profiles. The solid line is the mean friction force obtained from equation 3.2.16. Reproduced from Bluhm
et al. [98].

The calculation of the friction by this methodology however has to be carefully applied. It

has to be considered that for non isotropic friction responses, when the friction response presents

an azimuthal orientation dependence, the friction response in trace-retrace direction will vary and

the Fmean calculated by equation 3.2.16 will be the mean friction value of two different frictional

responses. Although the calculation of Fmean for non isotropic surfaces may look physically mean-

ingless, the fact is that it can be used to obtain information about locations which hold a 180◦

symmetry on its frictional response. A clear example of the utility of the combined analysis of

the forward-backward lateral forces and the mean friction to disclose structural properties of self-

assembled monolayers will be presented in section 4.4.2. The determination of friction differences
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throughout this thesis is always done by measuring the lateral force forward and backward signals.

Several friction loops corresponding to different line profiles are built and in the cases where no

relevant deviation is found between forward and backward frictional responses the mean friction

is calculated by equation 3.2.16. Applying this line by line procedure to the complete lateral force

images leads to a friction map, allowing a direct correlation between the topographical details and

the local frictional response.

In addition, the measurement of the lateral force may provide atomic periodicity resolution.

When a SFM tip is in mechanical contact with a surface, simple elastic contact mechanics show

that, for typical tip radii, elastics constants and loads, the contact is not just a single atom. There-

fore, the contact mode SFM can not possess single atom resolution akin to STM. Anyway, these

so-called high resolution lateral force images often do display atomic scale stick-slip behavior with

the periodicity of the atomic lattice of the sample, and results extremely useful for surface struc-

tural characterization. It is well-established that when sliding a SFM tip over a periodic lattice,

the so-called phenomenon of atomic stick-slip behavior yields lateral force images exhibiting the

two-dimensional (2D) atomic or molecular periodicity of the surface under study. The explana-

tion to this stick-slip behavior has been discussed in numerous experimental and theoretical works

[7, 99, 100].

Figure 3.2.11: Cartoon of the stick-slip behavior is presented in (a). The total potential (harmonic spring
+ sinusoidal substrate) exhibits different metastable minima (b), giving rise to the stick-slip behavior. (c)
High resolution lateral force image measured on HOPG showing the common trigonal pattern with maxima
separation of 2.46Å visualized by stick-slip experiments [101]. (d) shows the profile marked in (c) where the
friction pattern of the stick-slip behavior. (a) and (b) adapted from [100].

Stick-slip can be intuitively understood considering the combined action of the parabolic po-
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tential of the SFM tip (modeled as a spring) and the periodically varying potential of the surface

which results in a total potential that presents a series of local minima (see figure 3.2.11 b). At

equilibrium, the tip resides in one local minimum. When the tip is pushed laterally, it will remain

at that minimum (“sticking”), until the restoring force of the cantilever is enough to overcome

the energy barrier and effectively “un-stick” the cantilever, causing the tip to jump or slip to the

nearest local equilibrium position, where it is locked again (figure 3.2.11 a). At each jump from one

minimum to the next, energy is dissipated, and lateral force images will indeed show the lattice

periodicity of the surface. This is not, however, true atomic resolution and, for example, isolated

vacancies can not be visualized. However, these lattice-resolved images are extremely useful for

surface structural characterization and, as we will show in this work, can be used to differentiate

between coexisting domains of specific molecular configurations and an accurate lattice orienta-

tion can be determined. In figure 3.2.11 (c) a high resolution lateral force image of highly oriented

pyrolytic graphite (HOPG) surface is presented, where the commonly measured trigonal pattern

with maximun separation of 2.46Å is visualized [101, 102]. The corresponding friction pattern of

the location marked in (c) is presented in (d).

3.2.5.2 Conductive scanning force microscopy

Because nanoscale electrical transport properties have been attracting enormous interest, specially

in material science, conductive or current sensing scanning force microscope (CSFM) [103] tech-

niques have been developed over the last decade. They are based in the use of a conductive sharp

tip, which allows measuring the current flowing between tip and sample with nanoscale resolution

while simultaneously probing the surface morphology thanks to the force control feedback.

Figure 3.2.12: Sketch of the CSFM experimental setup. V and A denote the voltage source and ammeter
respectively.

In CSFM measurements a conductive tip is placed in direct contact with the sample surface
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to attain a stable electrical contact and the electric current flow is measured in function of the

position and applied voltage difference between tip and sample. A schematic representation of

the experimental CSFM setup is presented in figure 3.2.12. The capability of controlling the can-

tilever deflection (i.e. the applied load) during the electrical measurements is the main advantage

of this technique. This allows the independent but simultaneous topographic and local current

flow determination [103]. It should be emphasized that measuring conductivity by means of this

technique has the advantage of allowing decoupling between the probe positioning and the conduc-

tivity measurements, thus facilitating knowing the tip location. Besides, from the current-applied

voltage dependence (I-V curves), the method provides a complementary key to understand the

conductive mechanisms. Moreover, the ability to control the applied load permits probing the re-

lation between the mechanical deformation and transport properties. And, in particular, permits

avoiding any undesirable tip-induced effect, separating and controlling the mechanical response of

the system under study. However, an important aspect to keep in mind is the role of the tip and

tip-sample contact conditions on the local conductive measurements. Some parameters such as

the tip-sample contact area, the conductive coating conditions of the tip or the possible presence

of contamination in both tip and sample are not always controllable, and these phenomena can

drastically influence on the local conductivity measured by CSFM. That is why we have followed a

reliable procedure that consists in the comparison of the results obtained by the very same tip and

using always heterogeneous surfaces to be able to compare the conductive characteristics of each

location in a relative way. Besides, the tip conductive conditions have been always cross-checked in

freshly cleaved highly oriented pyrolytic graphite (HOPG) prior and after any CSFM experiment.

The conducting probes are highly doped silicon or coated tips, being Au, B-doped diamond,

Cr/Pt and Pt/Ir the most common used conductive coatings. In our experimental setup the bias

voltage is usually applied to the tip and the current is measured in the grounded sample through

a high sensitivity ammeter (see sketch in figure 3.2.12). In our experimental set up we can access

to a wide range of compliance currents (∼ 20 pA− 10mA) with a level of noise of around 10 pA.

Whereas for topographic images the color code is the commonly used, bright for high and dark

for low, for the current maps it depends on the voltage sign. Thus higher currents appear darker

in CSFM images taken at negative Vtip. To diminish any possible humidity effect in the CSFM

measurements and ensure always the same humidity conditions, the CSFM experiments presented
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in this work have been always performed under N2 environment (RH < 5%).

3.2.5.3 Kelvin probe force microscopy

The Kelvin probe force microscopy (KPFM) is a method that measures the contact potential

difference (CPD) between the sharp conductive SFM tip and sample with nanometer resolution.

It was introduced in 1991 by Nonnenmacher et al. [104] and it is based on the use of a dynamic

SFM system, with a nanometric size probe as metallic electrode to apply the vibrating capacitor

method [105] into the nanoscale. The vibrating capacitor method was introduced by W. Zisman

[105] and is an extension of the Kelvin method [106] invented by William Thomson, more known

as Lord Kelvin, who measured the CPD between zinc and copper by nullifying the field between

the two plates capacitor of the two materials.

To describe the contact potential phenomena, the concept of work function (φ) has to be

introduced. The work function (Φ) is defined, for the case of an infinite homogeneous surface,

as the difference in energy between an electron in the vacuum state (Evac)and an electron at the

Fermi level (EF ) [107, 108]. Naturally, for all materials but metals there is not an actual energy

level in the Fermi level and actually, by term Fermi level the chemical potential of electron is meant

[109]. If we consider two metallic materials with different work functions (figure 3.2.13 a), the two

plate capacitors employed by Lord Kelvin or, for example, a conducting SFM tip and a conducting

sample, their local vacuum levels are aligned but there is a difference in their Fermi levels. The

contact potential difference (CPD) between the two materials, is defined as:

CPD =
φsample − φtip

q
=

Δφ

q
(3.2.17)

where φtip and φsample are the work functions of tip and sample, respectively, and q is the

elementary charge. When the two materials are electrically connected, electrons flow from the

material with the smaller work function to the material with higher work function until their Fermi

levels align. In this situation, the two materials are charged and a difference in their local vacuum

levels is established. As a consequence of the charging of the tip and the sample an electrostatic

force develops (figure 3.2.13 b). If an external bias voltage that equals VCPD is applied between

tip and sample this force is nullified and the contact potential difference between tip and sample
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can be directly determined (figure 3.2.13 c).

Figure 3.2.13: Schematics definition and basic measurement setup of contact potential difference (CPD).
Energy level diagrams of two different metals, which are assumed to be plates and form a capacitor, with
work functions φp and φs : In case (a) both metals are isolated. If the are connected, as in part (b), the
Fermi levels EF align with the consequence that a potential drop, the so-called contact potential difference
(CPD), in the local vacuum level Evac is generated. The vacuum level can be flattened by a bias voltage
VCPD, as shown in part (c). Adapted from Glazel et al. [110].

The CPD between two materials does not depend only in the work function difference of the

materials, but also on a variety of parameters such as adsorption layers, oxide layers, dopant

concentration in semiconductors or temperature changes in the sample. Thus the measurement of

the CPD can be employed to gain information about a variety of parameters affecting the local

CPD in the nanoscale.

As was introduced in section 3.2.3, if the tip-sample system is considered as a plane capacitor,

the electrostatic force between tip and sample can be written as:

Fel = −1

2

∂C

∂z
U2 (3.2.18)

where z is the tip-sample distance, C is the capacitance of the system and U is the tip-sample

potential difference. In the SFM system, to measure the electrostatic force separately from other

forces (mainly van der Waals and chemical forces), an ac voltage Vac at a frequency w is applied to

the conducting SFM tip (or sample) keeping the sample grounded (or tip). Then, the electrostatic

force between the two electrodes is given by:

Fel = −1

2

∂C

∂z
[(Vdc − VCPD) + Vac sin(wt)]

2 (3.2.19)
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where Vdc is an applied dc bias to the tip. Developing the equation 3.2.19 one finds that the

electrostatic force can be separated into three different terms:

Fel = Fdc + Fw + F2w (3.2.20)

where,

Fdc = −1

2

∂C

∂z
[(Vdc − VCPD)

2 +
1

2
V 2
ac] (3.2.21)

Fw = −∂C

∂z
(Vdc − VCPD) Vac sin(wt) (3.2.22)

F2w =
1

4

∂C

∂z
V 2
ac cos(2wt) (3.2.23)

The Fdc component contributes to a static deflection of the cantilever, which in certain op-

erating modes can contribute to the topography signal, see section 3.2.4. As a result of Fw and

F2w the tip starts vibrating at the corresponding w and 2w frequencies. The term F2w can be

used for capacitance force microscopy [111, 112], and the Fw is used to measure the VCPD. The

principle of operation of KPFM is based on nullifying the vibration of the tip at this w frequency

(Fw = 0) by applying an adjustable dc voltage to the tip which equals to VCPD. A feedback loop

is used to adjust the dc bias on the tip to nullify the vibration amplitude of the cantilever in the

operating frequency (w), and therefore, a quantitative map of CPD can be obtained by monitoring

the applied voltage (Vdc) by the feedback loop in each scanned location. This operating mode is

usually known as amplitude mode Kelvin probe force microscopy (AM-KPFM), since the physical

magnitude controlled in the feedback loop is the amplitude of Fw.

An alternative operating mode is the so-called frequency modulation Kelvin probe microscopy

(FM-KPFM) which was first proposed by Kitamura et al. [113]. In analogy to the aforementioned

AM-SFM and FM-SFM (section 3.2.4), FM-KPFM is based on monitoring the response of the

induced frequency shift (Δw) of the mechanical oscillation of the cantilever as a result of the
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presence of Fw, and thus it is sensitive to the force gradient:

Δw ∝ ∂Fw

∂z
= −∂2C

∂2z
(Vdc − VCPD) Vac sin(wt) (3.2.24)

That is, in FM-KPFM, ∇Fw is used as the physical magnitude for the KPFM feedback loop

instead of Fw. FM-KPFM has been proven to improve the signal to noise ratio, avoiding the

contribution of the cantilever and the tip cone to the detected electrostatic force and thus enhance

the lateral resolution on CPD measurements [48, 114–116]. Due to these reasons, for all the

KPFM results presented in this thesis we have used the FM-KPFM technique. A mapping of the

contact potential is done simultaneously to topography in the tapping mode (see section 3.2.4),

which is sometimes called as single-pass mode. This means that simultaneously to the constant

amplitude and PLL feedback (see section 3.2.4), a third feedback is working to keep ∂Fw/∂z = 0

(equation 3.2.24). Depending on the tip-cantilever conditions and characteristics of the sample

we reach a lateral resolution of a few tens of nanometers with a noise level around 10 − 20 mV .

In combination to the single-pass KPFM, the so-called lift mode or retrace mode has also been

employed. In this mode, once the topography of each scan line is acquired the amplitude feedback is

turned off (the topography feedback) and the tip is lifted from the surface and traced over the same

line reproducing the topographic profile at a certain distance with the PLL and KPFM feedback

on. By this strategy, the KPFM can be performed in a tip-sample true non-contact condition,

discarding any tip-sample contact induced effect in the CPD measurement. The use of the lift

mode on KPFM was introduced by Jacobs et al. [117, 118] and takes advantage of the long range

of electrostatic interactions (in comparison to van der Waals and chemical interactions, see section

3.2.3) to measure the CPD, preventing undesired cross-talk of non electrostatic interactions into

Fw or Δw magnitudes. Typically a 10 nm lift is enough to ensure decoupling any van der Waals

interaction. On the other hand, the use of the lift-mode typically has worse lateral resolution of

KPFM, because when the tip-sample distance is increased the electrostatic contribution from a

wider area is weighted by the tip and the local variation of CPD is averaged over a more extended

region.

For the KPFM results obtained along this thesis, the single pass KPFM has been employed

simultaneously to intermittent contact (or tapping) mode. However, systematic cross-check of the
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result obtained in the single pass mode KPFM have been done by lift mode KPFM and/or by the

electrostatic force point measurements (making use of the 3D mode, see section 3.2.5.4), which

ensure any undesired cross-talk of non electrostatic interactions in the CPD measurement. The 3D

modes are an alternative way of acquiring data and can be employed to determine the local CPD

as will be introduced in section 3.2.5.4. On another hand, in the present work we have followed

reliable procedure that consists in the study of relative rather than absolute CPD measurements

by always using heterogeneous samples. As introduced above, our KPFM measurements allow us

to measure the local CPD referred to the tip work function. If the work function of the vibrating

electrode is φtip and φs is the one of the sample, then the contact potential difference between tip

and sample is CPDsample = (φs−φtip)/q. When the sample has two different regions with different

CPD, the contact potential corresponding to each region would be given by CPDS1 = (φs1−φtip)/q

and CPDS2 = (φs2−φtip)/q, respectively. Consequently, the contact potential difference between

two differentiated regions is going to be ΔCPDS1−S2 = CPDS1 − CPDS2 = (φs1−φs2)/q, which is

independent of the material the tip is made of. Furthermore, it has to be taken into account that

the local CPD does not only depend on the tip work function but also on the specific conditions

of the tip. Because small variations in the tip conditions, as possible adsorbates or conductive

coating peeling can dramatically influence on the measured CPD, care has always been taken to

rule out any tip induced variation on the obtained CPD data.

3.2.5.4 3D modes

In SFM a given magnitude is measured as a function of two others, fi(x1, x2), where the fast scan di-

rection (x1) and the slow scan direction (x2) are usually the longitudinal dimensions of the scanned

sample area. The so-called three-dimensional (3D) modes are an alternative way for recording data

where (x1, x2) do not necessarily correspond to these longitudinal magnitudes [27, 43, 119]. Since

in common SFM measurements, various physical magnitudes can be simultaneously measured, the

dependence of more than one magnitude on the two (x1, x2) variables can be simultaneously ob-

tained. In the resulting images the color scale represents the magnitude fi as a function of the two

magnitudes chosen as variables (x1 and x2). SFM 3D mode strategies have been widely applied

in literature to the study of material properties, including mechanical [24] , conductive [120–123],
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electrostatic [121, 124] and magnetic [125, 126] properties of variety of systems, as well as to the

further understanding and development of SPM techniques [43, 48, 68, 73, 83, 116, 127].

In the present work, the 3D modes are applied for the measurement of local electrostatic and

conductive properties of materials. In the following section, we will briefly introduce the basic

operation mode and the applications of the 3D modes proposed along this thesis.

3D modes for CPD measurements:

The 3D modes can be applied to measure the contact potential difference (CPD) between the tip

and a given surface point as well as to determine tip-sample capacitance dependence with the

distance (factor ∂C/∂z). As introduced in section 3.2.3, the electrostatic force between between the

tip and sample is given by:

Fel = −1

2

∂C

∂z
U2 (3.2.25)

where z is the tip-sample distance, C is the capacitance of the system and U is the tip-sample

potential difference. In absence of external bias, this potential difference is the contact potential

difference (CPD) between the tip and the sample. If an external bias is applied to the tip (or to the

sample) (U = Uts−UCPD), the electrostatic interaction (Fel) will present the quadratic dependence

given by equation 3.2.25 with the resulting parabola centered in CPD. Thus, by monitoring the

quadratic dependence of the normal deflection (normal force, Fn) as a function of the tip-sample

voltage difference, the CPD at a given surface point can be obtained. In fact, in analogy to KPFM

where the amplitude modulation or frequency modulation can be used to measure the CPD (section

3.2.5.3), not only the normal force but also the frequency shift of an oscillating tip (Δw) can be

employed to measure the local CPD by this 3D mode methodology. As the frequency shift of an

oscillating probe is proportional to the force gradient (Δw ∝ ∂F
∂z ) (see section 3.2.4), it will also

present a quadratic dependence with Utip with the parabola centered in CPD, this is:

Δw ∝ ∂Fel

∂z
=

1

2

∂2C

∂z2
U2 (3.2.26)

For the application of the 3D mode strategy to this particular measurements, we monitor the

normal force (fi = Fn) as a function of the tip–sample applied voltage (fast scan, x1 = V ) and
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Figure 3.2.14: KPFM map of a selective growth of MOF presenting differences in CPD. 3D mode
Fn(Vtip, z) maps obtained in the location marked by crosses in (a) and (c) shows the corresponding parabolas
of the profiles marked in (b).

vertical piezo-displacement (slow scan, x2 = Z), obtaining a Fn(Vtip, z) image on a specific point.

As expected for the electrostatic force between the tip and sample, horizontal profiles in this Fn

image provide the Fn versus Uts parabolic curves centered on CPD. The very same procedure

is applied for the force gradient approach, hence, frequency shift (fi = Δw) is monitored as a

function of (Vtip, z) and from horizontal profiles in the Δw(Vtip, z) image, the parabolic curve of

Δw versus Uts is obtained. The main experimental variation between both approaches yields in the

requirement of dynamic cantilever conditions for the Δw(Vtip, z) monitoring, while for measuring

Fn(Vtip, z) both non-dynamic or dynamic cantilever conditions can be employed. The variation of

contact potential difference (ΔCPD) between two locations is directly determined from the relative

voltage shift between the parabolas obtained in each location. This is illustrated in figure 3.2.14.

Figure 3.2.14 (a) shows a CPD map presenting a clear CPD contrast, obtained by FM-KPFM on a

selective growth of metal–organic frameworks (MOFs) over a COOH terminated SAM surrounded

by CH3 terminated SAM. Images in (b) represent the Fn(Vtip, z) (or Δw(Vtip, z)) maps obtained

by the 3D mode strategy described above on the locations marked in (a). From the parabolas shift

shown in (c) the ΔCPD is directly determined.

Along this thesis, 3D modes strategies for CPD determination has been mainly employed to

cross-check the results obtained by KPFM measurements. This 3D operation mode presents the

advantage of independent but immediate data acquisition while maintaining a precise control

over the tip-sample distance, excluding any undesirable artifact in the CPD determination. Both

Fn(Vtip, z) and Δw(Vtip, z) measurement approaches have been used to the local CPD determina-

tion depending on the specific experimental conditions.
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3D modes for electric transport measurements:

In this particular 3D modes we monitor the normal force and current flow (f1 = Fn and f2 = I)

as a function of the tip–sample applied voltage (fast scan, x1 = V ) and vertical piezo-displacement

(slow scan, x2 = Z). As consequence, Fn(Vtip, z) and I(Vtip, z) images are obtained at a specific

point. As in the procedure presented above, the tip voltage varies a certain value for each tip-

sample distance while the tip approaches the surface. In this case however, the tip is allowed to

enter in contact with the sample and thus the conductive character and the mechanical response

of the sample are measured as a function of the piezo displacement. It should be emphasized

that measuring conductivity by means of this technique has the advantage of allowing decoupling

between the probe positioning and the conductivity measurements, thus facilitating knowing the

vertical location of the tip with respect to the sample.

Figure 3.2.15: Top view (a) and three-dimensional view (c) of the normal force image Fn(z, Vtip) and
the simultaneously acquired current image (b). Vertical line profile marked in (a) that corresponds to the
F–z curve at V = 0V . The horizontal line profiles marked on each image are the F–V curves (d and g)
and the I–V curves (e and h) measured at the z piezo-position of the location marked in the corresponding
image. The voltage range is ±4V and a total piezo displacement of around 2.5nm. Note: in this particular
experiment the current was limited to 100nA, that is why the current signal saturates in (b) for | Vtip |�
30mV (data not shown in h).

An example of Fn(Vtip, z) and I(Vtip, z) 3D mode experiment on top of Au is presented in figure

3.2.15. The simultaneous measurements of the normal force (Fn) and the current (I), both as a
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function of the bias voltage (Vtip) and the vertical piezo displacement (z), are shown in (a) and

(b). The Fn(Vtip, z) image has been represented as a top view (a) and as a three-dimensional plot

(c). Along the fast scan direction, the applied voltage is varied between ± 4 V and along the slow

scan direction the piezo moves ∼ 2.5 nm. From the vertical line profile corresponding to Fn(0, z),

the F − z curve presented in (f) is extracted. Two representative points have been selected along

the tip approach to the Au surface (marked by blue and green lines). In the first one (z = z1),

corresponding to the situation where the tip is still out of contact (in blue color), the horizontal

line profile I(Vtip, z1) data in (e) indicate that no current flows between the tip and the sample.

Furthermore, from the related Fn(Vtip, z1) profile (d) it can be seen that the force has a parabolic

dependence with the applied voltage , indicative of the electrostatic interaction variation between

tip and sample when Vtip varies. Therefore, both the current and force behavior suggest that the

tip is not yet in contact. Note also that the almost constant cantilever deflection in the F −z curve

indicates that during this part of the piezo motion the applied force is almost constant while the

tip-substrate distance is decreased. The continuous displacement of the piezo approaches the tip

to the sample until the Au surface is eventually contacted by the tip (marked by red arrows in a

and b images). At this point, the parabolic response of Fn with respect to the applied voltage is

lost (g) and a linear behavior of the I-V curve corresponding to the ohmic response of the metallic

contact between the Pt coated tip and Au surface is observed from this point until the bottom

end of the current image.

3.3 Scanning tunneling microscopy

The scanning tunneling microscope (STM) is based on the quantum tunneling effect, which holds

that an electron has a non-negligible probability of crossing an energy barrier. In the STM, an

atomically sharp conductive tip is brought close to the conductive surface (typically < 1 nm).

The proximity is such that the electrons wave functions of the tip and the sample overlap and by

applying a tip-sample potential difference the electrons tunnel through the vacuum from one to the

other. Typically the gap between the tip and sample is of the range of a few Å and for a potential

difference (also called bias, V ) of the range of hundreds of mV a tunneling current (I) of the range

of hundreds of pA to a few nA is measured. This applied voltage results in a large electric fields
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(≈ 1010 V/m) localized near the tip apex, what make the electrons to flow mainly through the

very last atoms of the tip apex to the single atom below. This means that the tunneling current

is highly localized, and is the reason why STM inherently provide atomic lateral resolution. On

the other hand, the tunneling current that flows through the small gap between tip and sample

presents an exponential dependence with the tip-sample distance (z):

I ∝ e−2κz (3.3.1)

where κ is the so-called decay factor κ =
√
2mφ
�

, being φ the effective barrier height (which for

low voltages corresponds in good approximation to the average work function between the tip and

surface ), m is the mass of the electron and � is the reduced Planck constant. This exponential

dependence of the tunneling current is the key point in the success of STM in terms of vertical

resolution, since it gives rise to significant current variations when topographic small corrugations

are found during the tips scan. For a typical work function around 4 eV, κ ≈ 1Å−1, by equation

3.3.1 is deduced that the current varies by one order of magnitude when z is changed by 1Å. If

the current is kept constant to within, e.g. 2%, then the gap z remains constant to within 0.01Å.

This is the reason why the STM has such a good vertical resolution even in ambient conditions

[128]. The exponential dependence of the tunneling current with the tip-sample distance described

by equation 3.3.1 helps understanding the general working principle of the STM. However, a more

complex formalism is necessary to understand the meaning of the images obtained by STM. Most

of the tunneling theories are based on the perturbative transfer Hamiltonian formalism introduced

by Bardeen [129]. For further understanding of the theory and the interpretation of the STM

measurements we refer to the work by Tersoff and Hamann [130, 131] and to the extended literature

on the field [132–134].

In STM, there are two main operating modes, the constant height mode and the constant

current mode. In the constant height mode the surface is scanned with a fixed bias and height and

the resulting image is the tunneling current signal in each x − y position. This measuring mode

is typically employed for spectroscopic measurements because it presents the problem that only

very flat surfaces can be scanned with it and the alignment of the surface and the tip constant z

scan plane have to be extremely accurate to avoid any tip crashing or non desired influence of the
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topographic variations into the current signal.That is why the most common measuring method

is the constant current mode (cc-STM). In cc-STM the tunneling current and bias are set fixed

and during scanning over the surface the tip vertical position is adjusted by a feedback loop at

each surface point to keep constant the measured tunneling current, e.g. in those positions where

the tunneling current is higher (higher electronic density) the tip retracts to keep the set current

value. The piezo z displacement is registered over the x − y position and the constant current

map is build. This means that the tip motion follows a profile of constant current and the vertical

displacement of the tip gives the so called topography, which corresponds to a constant electronic

density profile. Consequently, a constant current map reflects the relative tip height, also known

as the apparent height because it is in fact the convolution of the electronic and physical structures

of both the tip and the surface sample. The tunneling tip is typically prepared from a wire that

is sharpened by chemical etching or mechanical grinding, and W, Pt- Ir, or pure Ir are usually

chosen as tip material.

The STM measurements presented in this thesis were made using a Molecular Imaging PicoSPM

microscope [30]. Tips were prepared mechanically by cutting a 0.25 mm Pt/Ir alloy wire (8 : 2,

Chempur). Measurements were carried out under ambient conditions in cc-STM mode, using

tunneling currents between 100 pA and 1 nA and sample bias between 0.6 and 1 V .

3.4 Sample preparation

3.4.1 Gold substrates

Two kind of gold substrates have been employed along this work, polycrystalline gold surfaces with

low surface roughness (< 4 nm) over large areas of thousands of μm2 with gold grains of a mean

diameter of 60 nm, and gold surfaces with considerably larger overall surface roughness but with

grains that consist of extremely flat terraces of some thousands of nm2 separated by monoatomic

steps.

Two different polycristalline gold substrates have been used, polycristalline gold on glass and on

silicon, being their main difference the overall surface roughness that they present. Polycrystalline

gold on glass substrates were purchased from ArrandeeTM [135]. They consist of a gold film of

200 − 300 nm in thickness on top of a chromium layer (1 − 4 nm thick) over a borosilicate glass
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surface. The chromium layer plays the role of improving gold adhesion to the glass substrate,

avoiding bubbles and undesired film pill off. The surface roughness of those substrates is of

∼ 3nm over large areas. Polycristalline gold on silicon substrates present a lower surface roughness

(∼ 2 nm), and they consist of a gold film of 50 − 100 nm in thickness on top of a titanium layer

of 5 nm over a Si wafer with a native SiO2 layer on top. Because it presents a lower surface

roughness, gold on silicon substrates have been employed when possible rather than the gold on

glass ones. Figure 3.4.1 (a) and (b) shows the topography of the gold on silicon sample surface.

The surface roughness of image (a) is calculated by plotting the height histogram (c) and is found

to be ∼ 2nm. Prior to the formation of the self-assembled monolayers, these kind of gold substrates

are cleaned by immersion in a piranha solution (1 : 3; H2O2 : H2SO4) for 10 − 15 minutes, in

order to remove any possible contaminant, mainly of organic nature. Afterwards, the samples are

thoroughly rinsed with deionised water (Mili-Q) and dried under N2 stream. The more hydrophilic

the surface appears, the cleaner it is.

Figure 3.4.1: Two different magnification SFM topographic images of gold on silicon substrates are pre-
sented in (a) and (b). The topographic distribution of image (a) with a rms ≈ 2.5 nm is plotted in the
height histogram of (c). Topographic (d) image of the gold on mica surface after a good annealing proce-
dure. The large Au(111) atomically flat terraces are better distinguished in the derivative image in (e). The
topographic height histogram of (f), corresponding to the location marked in (d), shows the dAu(111) atomic
step height of ≈ 2.35Å measured between to adjacent terraces. The total z-scale of (d) is of 0− 22 nm .

Two different type of substrates presenting large Au(111) atomically flat terraces have been

employed. The gold on glass substrates can be flame annealed in air with a small butane torch

set for conical blue (i.e. “reducing”) flame. Good annealing is normally achieved for 1min, when
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samples are heated to the point where a dim reddish/orange glow is visible. A good flame annealing

induces the formation of large grains with atomically flat Au(111) terraces of cents of nm in width.

Substrates from Georg Albert PV D [136] consisting in 300 nm gold films evaporated onto mica

were also used. The as-received substrates already present relatively large Au(111) terraces, but a

flame annealing treatment enhances the size of the terraces and eliminates adsorbed contaminants.

A lower intensity butane torch is employed for this second type of substrates and a good annealing

is obtained by employing subsequent short exposures of the substrates to the flame until the

substrates gets an orange like color tone. The flame annealing process does not oxidize the gold

nor deposit soot on the surface. In fact, it has been reported that, apart from increasing the grain

size and providing large terraces with the lowest energy (111) orientation, it can also contribute

to eliminate contaminants [137]. The overall surface roughness considerably increases in these

annealed samples due to the deep grain boundaries formed (tens to hundreds of nanometre deep).

However, the surface of the grains consists of extremely flat terraces separated by monoatomic

steps as the ones seen in figure 3.4.1 (d) topographic image. In the corresponding derivative

image presented in (e) the monoatomic steps separating the Au terraces are better seen. A height

histogram is depicted in (f), showing the dAu(111) ≈ 2.35Å height difference between the terraces

of the location marked in (d) and (e).

3.4.2 Molecular solutions

In this thesis self-assembled monolayers formed by different molecules have been used. For the

results presented in chapters 4 the ω − (4′ − methylbiphenyl − 4 − yl)butane − 1 − thiol (BP4,

provide by Prof. Manfred Buck from the University of St Andrews) molecule have been employed.

In chapter 5 the stearic acid (n− C17H35COOH) molecule was used.

All SAM samples have been prepared by immersion in ethanolic solution. Absolute ethanol

provided by both Panreac (PRC, 99.5%) and Romil (SpS, 99.8%)[138] were employed. Prior

to solution preparation, the laboratory glassware (Petri dishes, flasks. . . ) were cleaned with an

alkaline concentrate (Hellmanex II)[139], to remove any possible contamination, and rinsed with

deionised water. Special care was taken to use a set of recipients for each type of molecule. Solutions

in the micromolar to milimolar (μM−mM) range were prepared in two or three consecutive dilution

steps of the corresponding molecule in ethanol. Magnetic stirrer with additional heating (∼ 50◦C)

56



3.4. Sample preparation

or sonication in ultrasonic bath were employed to obtain homogeneous solutions.

3.4.3 �- contact printing

μ-contact printing (μCP ) is a soft lithography techniques that forms patterns of self-assembled

monolayers (SAMs) on surfaces. μCP uses the relief patterns on a master of polydimethylsiloxane

(PDMS) stamp to transfer the molecules to the surface on the desired locations to obtain a pattern.

This procedure was firstly developed in Whitesides’s group [140–143] and have been extensively

used not only for patterning organic molecules, but also for selectively deposit inorganic and

biological materials [143]. The elastomeric stamp are molded against a master mold which is

fabricated by photolithography or e-beam lithography. The pattern size obtained by this technique

are in the range of hundreds of nm to μm [144] and the main advantage of the μCP in comparison

to other lithography techniques is that is a versatile, relatively simple and inexpensive technique

for patterning surfaces. The PDMS stamps employed in this work were kindle provided by Prof.

Andreas Terfort group from the Goethe Universität of Frankfurt within the SURMOF european

project (reference NMP4-CT-2006-032109).

Figure 3.4.2: The μCP technique procedure is described in the figure.

For the studies presented in this thesis, we make use of the μCP technique to obtain laterally

heterogeneously functionalized surfaces by SAMs. In figure 3.4.2 a schematic representation of

the μCP procedure is presented. The stamp is inked in the molecular solution for a few min-

utes, dried under nitrogen flow, placed on the clean substrate and pressed via mechanical contact.

The molecules are transferred from the stamp to the surface where they self-assembly into pat-

terns determined by the relief pattern of the stamp. After a few minutes of contact time, the

stamp is carefully removed and the patterned surface is gently rinsed with ethanol to remove non
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chemisorbed and excess material. At this point the bare substrate is laterally functionalized by a

SAM and bare substrate locations (situation a in figure 3.4.2). If the substrate is reimmersed in

a second molecular solution, this molecule chemisorbs on the non covered surface regions and a

patterned surface with regions of two different functionalities is obtained (situation b).

As for the preparation of SAMs, the ethanol has been the solvent of choice for the preparation

of the molecular ink solutions. The mechanical properties of the PDMS are minimally affected by

the ethanol [142, 143, 145, 146] and because it rapidly evaporates, the thiol ink rapidly concentrates

in the stamp [146]. Typical ink solution concentrations employed for the results presented in this

thesis were in the range of 0.1 mM to 5 mM.

For further information about the μCP technique we refer to the literature [147].

3.4.4 Organic molecular beam deposition

Organic molecular beam deposition (OMBD) is a widely used growth technique. Its main advan-

tage is that it offers the growth of a chemically pure compound in a clean substrate and environment

with a perfect control of the film thickness, growth rate and substrate temperature. In OMBD the

substrate is hold in a ultra-high vacuum (UHV) chamber and is exposed to a molecular beam in

vapor phase. The molecular beam is generated in the so-called Knudsen cells, which is composed

by a crucible, that contain the organic molecules, surrounded by a heating filament and a thermal

shielding. The crucible temperature is measured by a thermocouple and the heating current which

fixes temperature is controlled by a Eurotherm [148]. The growth rate and film thickness are con-

trolled by a quartz crystal micro balance (QCM) positioned close to the substrate, making possible

the deposition of sub-monolayer films with low deposition rates. For further understanding of the

OMBD technique we refer to [149–151].

Two different equipments were employed for the samples prepared by OMBD in this thesis.

During my stay in the Max Planck Institut für Metallforschung (Stuttgart-Germany) the thin films

were grown in a commercial Omicron UHV system as well as in a home made UHV evaporation

chamber. Currently this second home made UHV chamber is located in the ICMAB and has been

used to grow new organic films.
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Chapter 4

Self-assembled monolayers of BP4 thiols
on Au(111) : influence of structural
arrangement into the local surface
properties

4.1 Motivation

The properties of a surface functionalized by self-assembled monolayers (SAMs) are directly in-

fluenced by the chemical composition and the molecular conformation of the molecular units that

form the SAM. Among the different parameters that constitute the conformational properties of

an organic thin film we can distinguish two main groups based in their origin: the ones related to

the molecular structure itself (such as the molecular arrangement, packing density, molecular tilt

angle, etc...) and the ones related to the quality of the molecular layer (the coverage, domain sizes,

domain boundaries, presence of defects, pinholes, gauche defects, etc...). In this chapter we focus

and investigate the influence of the supramolecular structure of a SAM into the morphological,

electrostatic and conductive properties of the surface.

For this purpose we have chosen the ω − (4′ − methylbiphenyl − 4 − yl)butane − 1 − thiol

; (CH3(C6H4)2(CH2)4SH) (BP4) molecule that has been shown to form different supramolecular

arrangements on Au(111) [152, 153]. Those structurally different phases exhibit a high degree of

crystallinity while forming a continuous film and their coexistence can be achieved by an optimal

sample preparation. This BP4 system consisting in SAMs with two phases coexisting constitutes
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an ideal scenario to perform an in situ comparative scanning tunneling microscopy (STM) and

scanning force microscopy (SFM) study to demonstrate how different supramolecular arrangements

formed out of the same molecular unit influence the morphological, electrostatic and conductive

properties of Au(111). We will show how the supramolecular arrangement of the SAM is a decisive

factor influencing such surface properties, and thus deserves a deep investigation. In addition, the

goal of this study was to correlate and compare the structure of each molecular phase with their

mechanical, conductive and electrostatic responses. Besides, we show how FFM can be employed

to differentiate SAM domains with different orientation, information that is not accessible by

common STM or SFM topography images. In addition, thanks to the combined study of SFM

and STM techniques we discuss and correlate the influence of the electrostatic and conductive

properties variation in the height differences measured by STM or SFM.

4.2 The BP4 molecule on Au(111) surface

The ω − (4′ −methylbiphenyl − 4 − yl)butane − 1 − thiol (BP4) is a biphenyl based thiol with

an alkane chain of four carbons between the thiol headgroup and the aromatic moiety and with

a methyl endgroup (see figure 4.2.1). The BPn (CH3 − (C6H4)2 − (CH2)n − SH) (n = 0 − 6)

family of biphenyl aromatic thiols containing an alkane spacer have been shown to result in high

structural quality SAMs in comparison to the pure aromatic thiols [152–155], that in general

present fairly low quality SAMs [156–161]. The number of methylene groups in the alkane spacer

chain has been shown to influence on the structure of the SAM layers. The BPn SAMs exhibit

a pronounced molecular orientation and coverage alternating variation between n odd and even

numbers of alkane groups [154, 155, 162, 163]. Molecular layer properties such as electrochemical

stability [164, 165], stability against exchange by other thiols[166] or resistance to electroninduced

modification of the film structure[167] are also affected with the odd-even number of alkane groups.

In addition and interestengly, the biphenyl thiols containing an even-numbered alkane spacer (that

is, n = 2, 4, 6) systems upon the preparation conditions present a phase transition that result in

supramolecular structures of significantly lower density [152, 153, 168]. Under optimal temperature

and time conditions, the coexistence of these different polymorphic phases can be achieved, what

constitutes an ideal scenario to perform an in situ comparative study by SFM techniques. For the
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purspose of this investigation the BP4 molecule was chosen because, among the even-numbered

BPn-s, is the one presenting the higher structural variation upon the phase transition.

Figure 4.2.1: Sketch of the BP4 molecule on surface. The angles that describe the Au-S-C bond angle (ξ)

and the orientation of the aromatic moiety (ρ, ϕ, γ, χ). Reproduced from [153, 154].

The structure of BP4 monolayers on Au(111) as obtained by STM has already been reported

in detail [152, 153, 155]. Below 343K, the molecules arrange in a rectangular 5
√
3× 3 lattice, the

so-called α-phase, with eight molecules within an unit cell of 24.94×8.64Å2, in such a way that the

area per molecule (27.05Å2) is significantly larger than that of the
√
3×√

3 of alkanethiols (21.55Å2)

[169]. Upon annealing at 373K, this phase coexists with the β-phase which has been described by

an oblique 6
√
3 × 2

√
3 structure with the same number of molecules per unit cell but due to its

larger size of 29.93× 9.98Å2 resulting in a even larger area per molecule (32.4Å2). The unit cells

of each molecular phase are schematically presented in the bottom panel of figure 4.2.2. It has to

be mentioned that STM results from Su et al. [170] point to a slightly different structure of the

β-phase with a commensurate 5
√
3× 2

√
3 structure. In section 4.4.1 we refer to this discrepancy

and point that our SFM results are in agreement with a 6
√
3 × 2

√
3 structure of the β-phase

reported by Cyganik et al. [152, 153]. Upon annealing for slightly higher temperatures (383K)

longer times an additional structure (γ-phase) emerges, which presents and oblique 2
√
3 × √

13

structure with and area per molecule of (25.2Å2).

The structural arrangement variation between phases results also in a variation of the molecular

tilt angle of the molecule (θ) and thus, on the molecular layer thickness between phases [153]. The

thickness of the BP4 fims evaluated from X-ray phoelectron spectroscopy (XPS) data [153] results

to be 16.2± 0.7Å and 14.4± 0.7Å for α and β-phases, respectively. The molecular film thickness
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of the BP4 α-phase is in agreement with previous ellipsometry results ∼ 1.65 nm assuming a

refractive index of 1.47[154]. This difference in molecular thickness has as a result a different

molecular tilt angle between α and β-phases. The reported molecular tilt angle for the α-phase

(θα) is around 40◦ with respect to the surface normal [154, 155].

Figure 4.2.2: Schematic illustration of BP4 molecules on Au(111). (a) shows the room-temperature α-
phase with the rectangular 5

√
3 × 2

√
3 structure and (b) the high-temperature β-phase with the oblique

6
√
3× 2

√
3 structure and higher molecular tilt angle. Adapted from Vervaecke et al. [171].

The molecular orientation on surface can be described by the angles shown in figure 4.2.1. The

orientation of the aromatic moiety is determined by the angles ρ and ϕ, which are related through

the twist angle γ according to ρ = arccos(sinϕ cosγ). χ defines the dihedral angle between phenyl

rings and ξ the metal-sulfur-carbon angle. Works by M. Buck and co-workers [153, 154, 172]

based in near-edge X-ray absorption fine structure spectroscopy (NEXAFS) and infrared reflection

absorption spectroscopy (IRRAS) measurements tried to elucidate the difference on the molecular

orientation between the two BP4 polymorphic phases. The exact biphenyl moiety orientation

however is complicated to evaluate. From their work it can be concluded that the three angles (ρ,

ϕ and χ) that determined the orientation of the phenyl rings change between both polymorphic

phases. Combined data of NEXAFS and IRRAS gives rise to an estimation of twist angle γ ≈ 60◦

for the α-phase. By assuming a coplanar orientation of the rings they got values of 64 and 68 for

the ρ angle of the α and β-phases respectively. However, from the fact that the molecular density is

lowered in the β-phase it is concluded that γ have necessarily to change from phase to phase [153],

what makes difficult to evaluate ϕ. In addition, because the dihedral angle χ between the phenyl

rings in biphenyl is known to be very sensitive to its environment due to the relatively low energy

barrier for rotation (about 63 meV/molecule)[153], it is reasonably to think that the change in ρ ,
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γ and the packing density is accompanied by a change in the the dihedral angle (χ). Limited by

the integration character of the NEXAFS and IRRAS techniques it cannot be determined whether

the measured ρ and γ angle changes were due to uniform changes of both phenyl rings and/or by

change of the dihedral angle.

4.3 Sample preparation and experimental procedure

Self-assembled monolayers of ω -(4’-methylbiphenyl-4-yl) butane-1-thiol [154, 173] (BP4) on gold

with the presence of both α and β-phases were prepared as previously detailed in the literature

[152, 155]. Gold on mica substrates (300 nm gold film evaporated onto mica from Georg Albert

PVD, Germany [136]) were flame annealed in air for a few minutes in order to obtain large and

atomically flat (111) oriented terraces. Complete monolayers exhibiting exclusively the so called

�-phase were prepared by immersing the substrate typically in 0.1−1mM range ethanol solution of

BP4 molecule at 338K for 12−24h, neither the concentration nor the immersion time are critical

for this preparation [152]. The transition to �-phase was induced by post annealing the �-phase

monolayer sample at 373K in nitrogen atmosphere [152]. The coexistence of the two phases is

achieved by annealing times typically on the range 15 − 18 h. The ratio between areas covered

by each phase is dependent on the precise annealing time employed and can be therefore tuned

at while. For BP4 patterned samples soft lithography μ-contact printing (μCP ) technique (see

section 3.4.3) was employed into flame annealed gold on mica substrates at room temperature. Long

printing times (around ∼ 5 minutes) were employed in order to obtain SAMs of BP4 molecules.

No post annealing process was applied to those samples since the goal was to perform a direct

comparison between an �-phase monolayer and bare gold.

Scanning tunneling microscopy (STM) measurements were made using a Molecular Imaging

PicoSPM microscope under ambient conditions. Tips were prepared mechanically by cutting a

0.25mm Pt/Ir alloy wire (8 : 2, Chempur). Measurements were carried out at ambient conditions

in the constant current operating mode, using tunneling currents between 100 and 800pA and sam-

ple bias between 0.6 and 1 V . Sample electric contact was established through a metallic clamp.

Scanning force microscopy (SFM) measurements were performed at room temperature and under

N2 environment (with a relative humidity RH < 5%). Either Si or Si3Ni4 tips mounted in low
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nominal force constant (k = 0.05− 0.5 N/m) cantilevers were employed to perform contact mode

topography and friction force microscopy (FFM) measurements while Pt/Cr coated Budgetsensors

tips with nominal force constant cantilevers of k = 0.2 N/m and 3 N/m were used for conduc-

tive scanning force microscopy (CSFM) and Kelvin probe force microscopy (KPFM) experiments.

Sample electric contact was established through silver epoxy drop on the sample corner.

Different set of samples of BP4 SAMs containing the coexistence of the α and β-phases were

used for the SFM and STM characterization. The samples were prepared in Prof. Manfred Buck’s

group at the University of St Andrews. SFM characterization was carried out at the ICMAB.

4.4 Measurements and results

In the following section we will present and discuss the SFM and STM results obtained in the

coexisting polymorphic α and β-phase structures of BP4 on Au(111). We start by describing the

two polymorphic phases arrangements and their morphology by a combined study of SFM and

STM. We will disclose fine structural order by using friction force microscopy. Then the focus will

turn to study the influence of the molecular arrangement of the BP4 SAM into the electrostatic

and conductive properties of the surface. Finally, we will collect and conciliate the obtained SFM

and STM results, discussing and completing them as an instructive “academic example” of the

physical quantities measured by each SPM technique.

4.4.1 Structural and tribological properties of the BP4 on Au(111)

In the large scale constant current scanning tunneling microscopy (cc-STM) image of figure 4.4.1(a),

the morphology of atomically flat Au(111) terraces separated by monoatomic steps (dAu = 2.35Å)

is visible. On each terrace, the two distinct phases are clearly discernible which differ in brightness,

being the α-phase brighter than the β. In addition darker appearing rounded pits are seen which

are the so-called vacancy islands, labeled V I in figure 4.4.1 (b). These one layer deep depressions

in the gold substrate arise from the restructuring of the Au surface upon thiol adsorption [174],

and are typical for SAMs where an aliphatic chain is attached to the sulfur head group [163, 175].

As it will be shown below, the dark rounded pits exhibit the α-phase covering the one layer deep

depressions or vacancy islands in more than a 99% of then. The rippled appearance of the α-phase,
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more clearly seen in figure 4.4.1 (b), is due to the already reported solitons or domain walls, which

appear to release the stress and stabilize the adlayer [153, 163, 176]. Due to small deviations from

the preferred molecular packing, the STM contrast at the boundaries could, in principle, arise from

resulting changes in the electronic structure of the molecules and their coupling to the substrate.

However, as will be presented in more detail in the following, SFM measurements is concluded

that most of the contrast in the solitons is due to a geometrical corrugation of the adlayer.

Figure 4.4.1: cc-STM images of a BP4 SAM on Au(111). Images (a) and (b) at different magnifications
show the two coexisting structures with the α-phase appearing brighter than the β-phase. One β domain
and three rotated domains of α have been labeled. Dark pits are the vacancy islands (V I) typical for SAMs
on Au(111). U = 0.9 V , I = 100 pA .

Different orientations of the domain walls seen in the �-phase are clearly discernible in figure

4.4.1 (b). Running preferentially along the < 112 > directions [153] they reflect the symmetry

of the substrate and, thus, facilitate to identify the orientation of α-phase domains not only in

STM but also in SFM images as will be seen below. Similarly, three orientations of the smoother

β-phase can be identified already on the large scale due to the anisotropic shape of the domains.

While only three different domain orientations are seen in the STM images, up to twelve equivalent

domains for both α and β-phases are expected due to the asymmetry of the SAM domains arising

from the tilt of the molecules. The use of specific SFM techniques to differentiate between these

equivalent will be presented in detail in section 4.4.2.

In the higher magnification STM image presented in figure 4.4.2 (a) an atomically flat Au(111)

terrace location mainly covered by the α-phase arrangement is shown. The corrugation due to

domain boundaries of the α-phase domains is visualized in more detail and the resolved molecular

periodicity over the α-phase domain seems to be extended into the vacancy islands confirming their
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α-phase nature. By zooming into the location marked by dashed lines, the unit cells of each phase

have been depicted in the high resolution images in figures 4.4.2 (b) and (c). Though depending

on tip end details, individual molecules can be resolved or not, the existence of non-equivalent

positions is clear. In the present work, it was not our aim to resolve in detail the molecular

arrangements of the molecules in the corresponding polymorphic phase, since the structure of BP4

monolayers on Au(111) as obtained by STM has been already reported in detail , however we

notice that our measurement agree well with the rectangular 5
√
3 × 3 and oblique 6

√
3 × 2

√
3

structures reported by Cyganik et al. [152] for the two α and β polymorphic phases.

Figure 4.4.2: STM constant current image of BP4 SAM on Au(111). The dark rounded pits are the typical
one layer substrate depressions of SAMs on Au(111) (see text). High magnification (b) and (c) images on
the locations marked in (a) show the rectangular centered 5

√
3× 3 (α) and oblique 6

√
3× 2

√
3 (β) lattices,

respectively. U = 0.8 V ,I = 100 pA.

As commented in section 3.3 a cc-STM map reflects the relative tip height, also known as the

apparent height because it is in fact the convolution of the electronic and physical structures of

both the tip and the surface of the sample. The difference in height between the two polymorphic

phases can be accurately measured thanks to the presence of dAu(111) ≈ 2.35Å height substrate

steps. In figure 4.4.3 two cc-STM profiles (b and e) are presented where the difference in height

between molecular phases can be determined in direct comparison with Au(111) monoatomic steps.

For accurate and statistical α − β height difference determination, height histograms of several

locations containing both polymorphic phases and Au(111) monoatomic steps where analyzed.

Two examples of height histograms corresponding to the location marked with red dashed lines

in figures 4.4.3 (a and d) are presented in 4.4.3 (c and f). In spite of the rumpled appearance

of α-phase, from the topographic height histograms a difference in height of hα−β 
 0.8 ± 0.2 Å
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between α and the featureless β-phase can be accurately measured. The error in height difference

between α and β-phases is estimated from the standard deviation of the mean value calculated in

more than ten locations [177].

Figure 4.4.3: cc-STM images of BP4 SAM on Au(111). The height difference between the phases is
determined by direct comparison to dAu(111) monoatomic step height, as can be seen in the height profiles
(b) and (e). The height histograms (c and f) of the locations marked with dashed lines in (a and d) are
used for statistical determination of the height difference. (a) U = 0.9 V , I = 100 pA. (d) U = 0.6 V ,
I = 100 pA.

It has to be noted however that, as commented above, cc-STM gives a constant electronic

density profile which might be different from the true topographic relief if differences in electronic

properties of the two polymorphic arrangements exist. We notice that the measurement conditions

for the two images presented in figure 4.4.3 were varied, tunneling current was set constant (100pA)

for both of them, but the tip-sample potential difference was changed from 0.9V to 0.6V in images

(a) and (d) images respectively. This supports that the height difference by STM is constant at

least for a wide range of potential difference for low current regime.

In spite of the obvious advantages of STM to unravel the structural and electronic details

of organic monolayers, gaining insight on the mechanical response of the organic layers at the

nanoscale needs of the fine measurement of forces provided by scanning force microscopy (SFM).

When measuring organic compounds by contact mode SFM (cm-SFM), to avoid any film com-

pression or damage and obtain accurate height values, it is important to keep the measurement
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conditions in the attractive range and as close as possible to the pull-off force. To check the

tip-sample conditions, the adhesion force is systematically determined from force versus distance

curves (see sections 3.2.3.1 and 3.2.4.1). When large scan areas of BP4 on Au(111) are scanned

by cm-SFM, the underlying Au(111) surface topography variations are reproduced. Figure 4.4.4

(a) topographic image shows a 4 × 4 μm2 area scan reproducing the Au substrate morphology

with a total vertical scale of 18 nm from black to white. In the derivative image presented in (b)

the topographic changes are better distinguished and the Au(111) surface terraces separated by

monoatomic steps are reproduced. The α and β-phases however are not easily distinguished for

those large scanned areas in topography signal.

Figure 4.4.4: Simultaneous contact SFM topographic (a), its derivative (b) and forward-backward lateral
force images (c and d) of BP4 SAM on Au(111). On large scanned areas, differences in friction between
the two polymorphic arrangements provide an enhanced contrast in lateral force images rather than in
topographic ones. Total z-scale for (a) is 0− 18 nm.

During tip scanning, in addition to cantilever normal deflection (which gives rise to the topo-

graphic signal), the cantilever torsion is also monitored what yields to the lateral force imaging.

The measured lateral force is directly related to the frictional response between the tip and surface

sliding contacts. This is the so-called friction force microscopy technique (FFM) introduced in

section 3.2.5.1. As already reported by Mc Carthy et al.[178], differences in friction between the

two polymorphic BP4 α and β phases provide an enhanced friction contrast. In figure 4.4.4, the

lateral force trace (c) and retrace (d) images simultaneously measured to the topography signal

of (a) are presented. Since the friction force always opposes the tip motion, the tip twist reverses

when the scan direction is inverted. That is why the lateral force forward (c) and backwards (d)

images contrast is inverted, a higher contrast in forward meaning a higher friction and the opposite

(for further details related to FFM see section 3.2.5.1). In the lateral force images of figure 4.4.4,

an enhanced contrast is detected that enables the localization of the α and β-phases emplacements.
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Focusing on the left-upper location of figure 4.4.4, the higher magnification topographic image

of figure 4.4.5 (a) shows a surface region containing a pancake-like structure terminated by an

extended atomically flat terrace where α and β-phases coexist. As in the STM images described

above, each phase is identified thanks to the difference in height and the rough appearance (solitons)

of the α-phase as highlighted by the point marked by the arrow in figure 4.4.5 (a) where three

differently orientated domains meet. A noticeable resolution of the α-phase solitons is achieved also

with SFM measurements that confirms the real and independent nature from electronic coupling

of the corrugation measured by STM. In the last part of this section we will focus in more detail in

the topographic corrugation of these α-phase solitons. Note that three orientations of the domain

walls of this relaxed layer meet at the upper right side of the terrace running along the different

< 112 > family directions (see arrow pointing to a meeting point of domains).

Figure 4.4.5: cm-SFM topographic image (a) and the corresponding friction map (b) of a BP4 SAM on
Au(111) (see text and figure 4.4.6 for details of determining friction). Note that different regions of α and
β phases coexist on the same atomically flat terrace. Line profiles in (c) show the topography (left axis) and
friction (right axis) signals in areas of the α and β phases. Height histogram as the one presented in (e)
are used to determine the height difference between phases.

The topography difference between the α and β-phases is appreciated in the line profile pre-

sented in 4.4.5 (c) (in green) of the location marked in (a), and is determined by different topo-

graphic height histograms as the one presented in figure 4.4.5 (d) (corresponding to the location
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marked by dashed square in a). By the detailed inspection of the height difference over several

locations, the α-phase is found to present a dα−β ≈ 1.2±0.2Å higher topography than the β-phase.

Even though the unit cell of the α-phase is less corrugated than the one of the β-phase, overall, α

presents a surface roughness larger than β (rms(α) ≈ 0.40 ± 0.05Å and rms(β) ≈ 0.25 ± 0.05Å)

due to the presence of the solitons. The estimation of the error in height difference between phases

is done, as in the STM case, by the standard deviation of the mean value calculated in more than

ten locations. It has to be noticed that the height difference determined by SFM (dα−β) is a 50%

higher than the one obtained by cc-STM (hα−β). This result suggest that the “height” measured

by STM had a non negligible contribution of electronic nature and points the importance of ap-

plying each SPM technique for each correct purpose. Taking advantage of the conductive data

that will be presented in section 4.4.4, the understanding of the different heights measured SFM

and STM will be discussed in section 4.4.5 by mean of the deconvolution of the topographic and

electronic contributions to the height difference measured by STM. Besides, the measured dα−β

by SFM is a 33% lower than the the thickness difference derived by Cyganik et al. [153] from

X-ray phoelectron spectroscopy (XPS) data, but within the confidence range of their error (layer

thickness of 16.2±0.7Å and 14.4±0.7Å for α and β-phases respectively). Here we point the more

accurate and confident determination of the height difference by SFM technique in comparison to

its estimation from the attenuation length of the photoelectron signal of the substrate in XPS.

The reported molecular tilt angle for the α-phase (θα) is around 40◦ with respect to the surface

normal [154, 155]. For the β-phase a larger tilt between θβ ≈ 49◦ and 45◦ is obtained depending on

the estimation procedure used. Azzam et al. [155] estimated the tilt angle by considering the van

der Waals dimensions of the molecule ( a cross-sectional area of 21.1 Å2 for phenyl rings) and the

area per molecule (32.4 Å2), what gives as a result a molecular tilt angle of arccos(21.1/32.4) ≈ 49◦

for the β-phase (θβ). θβ can be also extracted from the combination of the topography difference

obtained by SFM, the reported θα data and a molecular longitude of BP4 equal to 1.52 nm (by

assuming atomic distances of the rigid molecule and calculated by the ChemDraw program [179]).

By this methodology a molecular tilt angle for the β-phase of θβ ≈ 45◦ is obtained. Independently

to the exact value, the difference in topography between phases directly points to a larger tilt angle

around 47± 2◦ of the BP4 molecules in the β-phase.

In cm-SFM measurements, simultaneously to the topographic signal the torsion of the cantilever
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Figure 4.4.6: Simultaneous recorded lateral force forward (a) and backward (b) images corresponding to
the same simultaneous acquisition of topographic signal of figure 4.4.5 (a). The mean friction image (c)
generated by calculating the half of the subtraction of (a) and (b) (|(a)−(b)|/2). Profile lines in (d) presenting
the corresponding lateral forces and mean friction signals of the location marked in (a,b,c). The calculation
of the friction difference between phases is performed by plotting the friction histogram (e) of the area
marked by dashed green square in (c).

that gives rise to the local friction can be also measured. In figure 4.4.5 (b) the corresponding mean

friction map of the very same location of the topography of (a) is presented. The friction image is

build from the lateral force trace and retrace signals recorded simultaneously to the topographic

trace and retrace signals acquisition. The calculation of the mean friction image procedure is

presented in figure 4.4.6. Images 4.4.6 (a) and (b) present the lateral force forward and backward

images correlated to the local frictional response of the SAM and simultaneously measured to

the topography image of figure 4.4.5 (a). The local mean frictional signal is defined as half the

amplitude of the so called friction loop, F = 1
2 | F f

l − F b
l | where F i

l (i = f, b) denote the lateral

force forward and backwards signals. When this formula is applied over the profiles marked in

figures 4.4.6 (a and b), blue and red lines in (d) corresponding to trace and retrace lateral force

signals respectively, it gives rise to the mean friction signal profile presented in black in (d, right

axis). As introduced in section 3.2.5.1, applying this line by line procedure to the complete lateral
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force images (a and b) leads to the mean friction map presented in (c, same image of 4.4.5 b). The

friction map allows the direct correlation of frictional response with the topographical details and

the direct quantification of the friction signal difference between locations. As seen in figure 4.4.5

(b), a notable friction contrast between regions covered by each phase is clear. By the comparison

of figure 4.4.5 (a) and (b) the correlation between height difference and frictional contrast of the

two polymorphic phases is established. From the corresponding profiles of topographic and friction

signal presented in figure 4.4.5 (c) a direct correlation between higher topography-lower friction for

the α-phase is established. The independent analysis of the lateral force images and its correlation

to the mean friction map can be used to gain information about fine structural details of the

molecular domains as will be seen in next section 4.4.2.

From the combined characterization of adhesive and frictional properties under water condi-

tions, Mc Carthy et al. found a large difference in resistance to shearing but a similar friction

coefficient (μ) between α and β phases [178], thus, pinpointing the importance of structural effects

of these phases on the tribological properties of the SAMs. Relative friction coefficients of friction

forces at zero load (F0) were obtained by fitting the experimental data to the expected linear

behavior F = F0 + μFn with F denoting the average friction force along a trace-retrace loop.

Adopting a more detailed approach here, we will try to unravel the influence of structural differ-

ences impossible to be uncovered in previous studies [178] due to the averaging method employed.

This is achieved by direct in-situ quantification of Fβ/Fα under controlled humidity conditions

(< 5%RH) while providing true topographic details of the monolayer surface by imaging at the

pull off force and, thus, safely excluding any film deformation.

In our present work, the determination of the friction forces at zero load is statistically per-

formed in different location, by histogram plots as the one as presented in figure 4.4.6 (e) of the

location marked in (c), and yields to a ratio of Fβ/Fα around ∼ 1.6 ± 0.2 which is inverted com-

pared to the ratio of the molecular packing densities (σα/σβ ≈ 1.2). The friction being higher for

the �-phase than for the α-phase is rationalized by the fact that conformational changes in the

SAM are affected by the packing density and intermolecular interactions. Even though the trend

observed here is in line with the studies under water [178] a much lower ratio is measured at the

low RH values employed in this work. This quantitative difference is not too surprising as it is

well known that dissipation is not only dependent on the film structure but is also influenced by
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Figure 4.4.7: High resolution lateral force SFM images of α (a) and β (b) phases. Molecular periodicity
resolution images of BP4 regions of α and β-phases .

interactions of the SAM molecules with the environment. Consequences of these interactions are

changes in the conformational energy landscape and additional dissipation channels opening up

due to the presence of a condensed phase in contact with the SAM, thus making its exact friction

properties dependent on the relative contribution of these factors.

In addition to the tribological characterization of the samples, the lateral force imaging provides

high resolution molecular periodicity imaging by the so-called stick-slip phenomena introduced in

section 3.2.5.1. Lattice resolved molecular periodicity images of the corresponding polymorphic

phases are shown in figures 4.4.7 (a) and (b). Though obviously not so well resolved as in true

molecular resolution on STM, the 5√3×3 and the 6√3×2√3 unit cells of � and �-phases, respectively,

are clearly recognizable in the higher magnification images (c) and (d). Like STM, conventional

SFM imaging is not sensitive to the tilt direction of the molecules and, therefore, can only dif-

ferentiate between domains orientated along the symmetry equivalent directions of the substrate.

However, as will shown in the following section 4.4.2, FFM can also be employed to distinguish

molecular domains with different azimuthal orientation and discriminate between opposite tilted

directions. Besides, in the medium magnification images of figures 4.4.8 (a) and (b), some details

like a thin and elongated α-phase domain (arrow in 4.4.8 a) or disordered narrow boundaries a few

molecules wide and separating α and β phase areas (arrow in 4.4.8 b) are discernible. Furthermore,
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the stress induced long range corrugation (solitons) of the �-phase (bottom figure 4.4.8 b) is seen

to persist right up to boundaries between phases.

Figure 4.4.8: Lateral force images of BP4 regions of coexisting α and β-phases containing different types
domain boundaries: β − β and β − α (marked by arrows). The visible rough appearance due to solitons in
the α-phase (b) is responsible for a larger rms of the α-phase (≈ 0.4 Å) compared to the β-phase (≈ 0.25 Å).

A closer look to the solitons reveals that their topographic difference can be determined by

cm-SFM. STM measurements presented by Cyganik and co-workers [163, 176] showed that the

stripes present lower apparent height in an amount ∼ 0.5Å. However as commented above both

real topographic and electronic properties of the surface appear mixed in the STM measurements.

In figure 4.4.9 (a) and (b) a higher magnification cm-SFM images of the same region presented in

figure 4.4.9 is presented. The topography variation in the soliton depressions is clearly discernible

in the topographic images of 4.4.9 (a) in comparison to the topography difference with the β

polymorphic phase. In image (e) and (c) higher magnification topography images of the soliton

structures are presented. As can be observed in the topographic profiles depicted in (g, in black)

and (h) of the locations marked in (d) and (f), the topographical difference is in the sub Å range

and thus, in the limit of the SFM resolution. The corrugation of the solitons and such a small

height difference make it difficult to set the exact determination of the topographical difference,

but in any case, we found that the mean value of the difference in topography is also around

0.5Å. The fact that the same range of corrugation is found by STM and SFM techniques points

to an homogenous electronic density over the different location of α- phase solitons. However

as will be seen in section 4.4.4, a difference conductive response is also found in the depression

locations by conductive SFM what rules out the previous conclusion and means that upper and

lower location do in fact present different electronic nature. Further discussion about the different

conductive response over the solitons will be presented in section 4.4.4. In addition, from the
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simultaneously measured frictions maps it is found that the soliton depression location present

a higher friction contrast in comparison to the higher soliton locations. This friction contrast is

clearly seen in the friction map presented in figure 4.4.9 (b), where the higher friction thin stripes

are directly correlated to the height differences of the solitons in the topographic image of (a). In

the simultaneous topography and friction profiles presented in figure 4.4.9 (g) corresponding to the

location marked in (e) and (f), the low topography and high friction responses are correlated. As for

the height difference over the solitons corrugation, the exact quantification of the friction difference

is also rather difficult. On the one hand the solitons corrugation do not present an homogenous

friction contrast over different locations, as is seen in figures 4.4.9 (b) and (f), and on the other

hand the friction differences are close to the resolution we have. We can estimate that the friction

quotient is around ∼ 1.1, been the friction higher in the lower location of the corrugation. From

STM measured reported by Cyganik and co-workers [163] the structural quality of the molecular

layer of the stripes was found to be excellent and defect free. Although not comparable to the

true atomic resolution obtained by STM, the high resolution lateral force molecular periodicity

image presented in figure 4.4.9 (d, simultaneously adquired with topography image c) shows a high

degree of crystallinity over the solitons structure.

Figure 4.4.9: cm-SFM topography (a) and friction (b) signal of α and β-phases coexisting in the same
atomically flat Au(111) terrace. Magnification topographic and friction signals on top of the α-phase are
presented in (e) and (f) where the topographic difference over the solitons is observed. Topographic and
friction signal lines profiles of the locations marked in (e) and (f) are depicted in (g). High resolution
simultaneous topography (c) and lateral force molecular periodicity (d) images show the the excellent struc-
tural quality of the molecular layer over the solitons corrugation. Topography line profile on (h) showing
the topography difference of the location marked in (c).
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We now focus in the vacancy islands (V I). As commented above, most of the V I islands

reveals are covered by the α-phase. This is not only proven from the larger V I on the upper

terrace in the STM image of figure 4.4.10 (a) which exhibits the same rippled structure as the

α-phase area, but also from the depth of the V Is which is identical to the step height dAu(111) of

a Au(111) surface (figure 4.4.10 b), i.e., the height difference between adjacent terraces covered by

the same phase of the BP4 SAM. Another example of the α-phase covered V I is presented in the

central column of figure 4.4.10. Figure 4.4.10 (d) and (e) show the topography and friction signals

of the two polymorphic phases covering the same Au(111) terrace. Both the height difference

and friction contrast profiles depicted in (f) confirm the α-phase nature of the SAM covering the

V I. The V Is are formed by Ostwald ripening during molecular self-assembly [175] from solution

at low temperature. β-phase covered V Is very rarely occur (< 1% in agreement with SAMs

fully converted to the β-phase where V Is as essentially eliminated [152, 153]. The absence of

β-phase V Is can be explained by an extended Ostwald ripening and/or a restructuring of the

SAM-substrate interface upon the phase transition. Only in a few cases V I covered by the β-

phase were found, two different examples are presented in the STM and SFM data in figure 4.4.10

(left and right columns respectively). In the right part of figure 4.4.10 (c) a β covered V I is found,

as proved by the height difference measured in the STM profile of (c). A zoom in the region

containing the V I (marked by dashed lines in a) is present in (c). The second β-phase covered V I

example is presented in the SFM topography and friction images of figure 4.4.10 (g) and (h). The

topography difference shows a dAu(111) height difference and same friction contrast of the V I with

respect to the β-phase locations, as can be seen in the corresponding profiles of (i), confirming

that is covered by the β polymorphism phase.
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Figure 4.4.10: STM and SFM measurements of BP4 SAM on Au(111) containing α-phase, β-phase and
vacancy island (V I). α and β-phases covered V I cc-STM data is presented in the left column, whereas
cm-SFM data of α and β-phase covered V I are presented in the central and right columns respectively.

4.4.2 Disclosing fine structural supramolecular order of BP4 phases by FFM

SFM is ideally suited for non-invasive friction studies since forces can be measured with high

sensitivity and different types (e.g. local lateral force, see) can be monitored simultaneously (see

section 3.2.5.1). Commonly, surface properties such as chemical composition and/or structural or-

der which are reflected in the local frictional properties are assessed. However, FFM measurements

can provide even more detailed information, for example, on non-isotropic packing of molecules or

molecular tilt in self-assembled monolayers (SAMs) [180–182]. These details can be revealed by

friction anisotropy (AN) and friction asymmetry (AS) both of which are related to the dependence

of the mechanical response on the sliding direction. Since AN and AS are of central importance for

the present study we briefly introduce them, in particular because the terms are not unambiguously

defined in the literature.

The term friction anisotropy (AN), on the one hand, refers to the variation of the friction

coefficient (μ) with the relative orientation of sliding surfaces and is commonly correlated with

the azimuthal orientation (γ) of a crystalline surface. Though it has been reported for inorganic

quasicrystal surfaces [183–185], generally, friction anisotropy has been observed in crystalline and
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non-isotropic organic surfaces, i.e. when the periodicity varies with direction within the surface

plane [180, 186–189]. Anisotropic friction is revealed by differences in FFM contrast and typically

gives variations in μ(γ) lower than a factor of two, even though higher ratios have been observed

in the case of organic monolayers on mica [188]. By definition |μmean(γ)| = |μmean(γ + 180◦)|,
i.e., AN vanishes when the sliding direction changes by 180◦1. On the other hand, friction asym-

metry (AS), arises from a direction dependent (asymmetric) surface potential and has been also

called directional dependence of friction [190] to differentiate it from AN as defined above. As

a consequence, AS occurs when the sliding direction is changed by 180◦ with respect a specific

symmetry axis of the surface. Given that |μmean(γ)| = |μmean(γ + 180◦)| , AS does not involve

different values of mean friction coefficient. Being rarely observed, some illustrating cases of AS

have been reported for surfaces of organic single crystals exhibiting an asymmetric arrangement

of [98, 189, 190] or for organic layers where a difference in friction is observed between directions

parallel or anti-parallel to the tilt direction of molecules [180, 186].

The BP4 system consisting in SAMs with the two α and β-phases coexisting is a particularly

interesting system of choice for benchmarking the heterogeneity of nano-tribological properties,

because of the occurrence of structurally different phases which exhibit a high degree of crystallinity

while forming a continuous film. Complementary to the study of McCarthy et al. [178] and the

FFM results presented in the previous section 4.4.1, here we expand the investigations to high

resolution FFM to reveal frictional details which were not differentiated in Mc Carthy et al. work

because of the averaging methodology employed. The approach taken here permits us to reveal fine

differences in mechanical properties arising from crystallographic details of the SAM and tip–SAM

sliding geometry, namely friction asymmetry and anisotropy, while avoiding problems derived from

tip structure (tip terminating atoms and geometry) [180]. With domain sizes ranging from tens

to hundreds of nanometers, i.e., approaching or even exceeding the lateral dimensions of nano-

mechanical contacts in devices, our findings give insight into the importance of lateral structural

homogeneity in boundary lubricants.

On a large scale the contrast in the topographic SFM images is dominated by numerous

monoatomic steps in the Au(111) substrate (figure 4.4.11 a). Using them as internal reference

(dAu(111) = 2.35Å) the more subtle topographical features such as the sub-Angström corrugation

1μmeanis defined as the friction coefficient (μ) calculated along a friction loop (see section 3.2.5.1)
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of the SAM and the height differences between the phases can be straightforwardly quantified

as exemplified by the two line profiles depicted in figure 4.4.11 (d) and (e). Analogous to figure

4.4.5, profiles across a step (figure 4.4.11 d) and on a single terrace (figure 4.4.11 e) illustrate

the ∼ 1.2Å topographical difference between the two polymorphic phases. However, even more

details are revealed by lateral force imaging which, in general, is especially useful to get insight

into the dissipation mechanisms occurring at surfaces and their relationship to structural features.

From both line profiles shown in figure 4.4.11 (d) and (e) it is obvious that the α-phase exhibits a

lower friction than the β-phase in agreement with previous measurements at water/SAM interface

[178] and the result presented in the previous section 4.4.1. Comparison of both profiles reveals a

most interesting difference. While the same friction value is observed for the β-phase domains on

the upper and lower terrace (figure 4.4.11 d), two distinctly different values are measured for the

β-phase domains on the same terrace captured by the profile of figure 4.4.11 (e). The one labeled

β1 has higher friction than the α-phase by a factor of 1.8 whereas for the other one labeled β2

friction is only 1.4 times higher.

Figure 4.4.11: (a) Contact SFM topographic image of a BP4 SAM on Au(111) containing several α and β

phase domains and (b) the corresponding mean friction and (c) adhesion force (AF) maps (c). In (b) dark
friction contrast corresponds to α-phase domains while intermediate and bright contrasts labeled β1 and β2

are ascribed to rotated β-phase domains of different azimuthal orientation. (d and e) Topography (black
and gray curves) and friction profiles (red and green curves) along lines indicated in (a) and (b). The AF
contrast between α and β locations is found to be ≈ 0.1nN . Small spots appearing bright in (a,b) and dark
in (c) originate from small particles not intrinsically related to the BP4 SAM.
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This observation can only be attributed to friction anisotropy [186, 191], i.e., a different re-

sistance to sliding for different azimuthal orientations of the �-phase domains and, thus, different

angles with the fast scanning direction of the SFM tip. Coming back to this point we note here

that in the present acquisition friction anisotropy is only sufficiently large for the �-phase. Even

though the �-phase also consists of domains of uniaxially aligned molecules any difference seems

to be below detection threshold in this image.

In contrast to friction forces which are sensitive to domain orientation, the interfacial energy

of the molecular phases and, thus, adhesion forces should not depend on it (provided the tip is

not asymmetric). This can be verified by adhesion force spectroscopy where adhesion hysteresis

is estimated from the area enclosed between approach and retraction force versus distance curves

performed at selected surface positions (monitoring the Fn, no the lateral force). However, apart

from a high positioning accuracy, this method requires excellent statistics and, thus, sampling of

a large number of curves in order to yield meaningful sets of data for each phase. An alternative

simpler approach taken here is a less quantitative but reliable method of generating adhesion force

(AF ) maps which is based on the direct determination of the pull off force at each point of the

scanned surface by withdrawing the tip until it snaps out of contact [192]. By withdrawing the

SFM tip along the direction normal to the surface until the tip went out of contact, the pull

off force (from now on called AF for simplicity) was determined and recorded at each surface

point in a second pass image to get AF maps on the very same surface locations as morphology

and lateral force images. Normal deflection (topography) imaging was continuously recorded to

detect any possible change or damage during measurements. Though different AF values are

expected for the two phases, i.e., AF (β) �= AF (α), only one should be observed for each phase,

i.e., AF (β1) = AF (β2), as adhesion does not depend on the azimuthal orientation of a domain.

This is fully confirmed by the AF map shown in figure 4.4.11 (c) which exhibits a clear difference

between the phases but, in contrast to the friction map (figure 4.4.11 b) does not discriminate

between different domain orientations. The AF contrast between α and β locations in figure 4.4.11

(c) is ≈ 0.1 nN , being AF (β) ≈ 1.07 AF (α). The result AF (β) > AF (α) is in agreement with

previous results and the expected lower surface energy of the �-phase due to its denser packing

[178].

Before analyzing this fact further we address the relationship between the symmetry of the
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Figure 4.4.12: (a) Definition of tilt θ and azimuthal alignment γ of SAM molecule and its angle φ to the
fast scanning direction. (b) Schemes of the unit cells of α and β-phase with ellipses indicating the alignment
of the molecules. (c) Equivalent domains for the case of the tilt direction not parallel to the unit cell vector.
Red and blue vectors represent b-vector of unit cell and molecular alignment, respectively.

substrate, the SAM structure and friction properties by referring to figure 4.4.12. Considering the

C3v symmetry of the substrate there are six possibilities to orient e.g. the b−vector of the unit cells

along the < 112 > directions. If the molecular alignment, conveniently defined by the orientation

of the biphenyl moieties and expressed by angles θ and γ (see figure 4.4.12 a), is not parallel to

the unit cell vectors, the symmetry of a domain is reduced to C1. As indicated in figure 4.4.12 (c)

this results in twelve equivalent domains grouped into three sets of four domains which are related

to each other by mirror and inversion symmetry as exemplified by the sets of arrows labeled d1,

d1i, d1m and d1m,i. Two points are worth noting. Firstly, for both phases of the BP4 SAM γ is

not known and in the representation in figure 4.4.12 (c) the tilt direction found for bulk biphenyl

is adopted which is towards the next nearest neighbour [193]. In the case of alignment of the

molecules along a unit cell vector the number of equivalent domains reduces to six. Secondly, the

same friction is measured for domains which are related by a rotation of 180◦ such as d1, d1i, d1m

and d1m,i. Differentiation between these cases requires measurement of the friction asymmetry,

i.e., a separate analysis of forward and backward scans.

The additional information obtained from the friction asymmetry is demonstrated in figure

4.4.13. Figure 4.4.13 (a) shows the map of the friction (F ) obtained from the recorded forward (b)

and backward (c) lateral force images of a surface area large enough (≈ 1.5× 1.5 μm2) to contain

several domains of each phase, α and β. As already seen in figure 4.4.11 (b) up to three different

contrast levels are distinguished in friction figure 4.4.13 (a) which can be correlated to the SAM

structure by the high resolution images shown in figures 4.4.13 (d-f). Low friction values correspond

to regions covered by the α-phase (figure 4.4.13 d) whereas high and intermediate values arise from

differently orientated domains of the β-phase (see figures 4.4.13 e and f) as evidenced by the 60◦
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Figure 4.4.13: Friction map (a) of a BP4 SAM on Au(111) containing divers α-phase and β-phase regions.
As in figure 4.4.11, dark contrast corresponds to α-phase domains while intermediate and bright contrasts
arise from rotated domains of the β − phase. Original forward (b) and backward (c) lateral force images.
High magnification images taken on the locations labeled in (a) as α, β1 and β2 are presented in (d), (e)
and (f) respectively. The lattice unit cells are included. The orientation of domains with different friction
values (β1 and β2) is marked with respect to the tip scan direction. (g) Histograms of lateral force values
obtained out of the squared regions in (b) and (c) with same color code. Equal | F f

l − F b
l | values for

both domains (double headed arrows between Gaussian fits) indicate same friction, F (β1) = F (β′1), while
the lateral displacement between couple of Gaussians (A) is due to friction asymmetry (see text and figure
4.4.14). The straight lines on the images are defects on the gold substrate and do not affect neither the
results nor the discussion.

difference in the angles between the fast scan direction and the unit cell vectors for β1 and β2. The

different orientation of β1 and β2 domain (shown in e and f), demonstrate that friction anisotropy

is due to azimuthal variations between β-phase molecular domains. While F (β1) �= F (β2) is a clear

signature of friction anisotropy, there are also regions labeled as �′j (j = 1, 2. . . ) which exhibit the

same friction values as their �j counterpart, i.e., F (βj) = F (β′
j), indicating the same tip-surface

sliding relationship, in other words βj and β′
j should be domains rotated by 180◦. To corroborate

this lateral force images have to be analyzed for friction asymmetry (AS) by comparing images of

opposite scan directions (figure 4.4.13 b and c). For higher accuracy, instead of using conventional

friction loop profile analysis, mean values of the lateral forces F f
l and F b

l of each domain are

obtained from histograms (figure 4.4.13 g and h) compiled from the 100 × 100 nm2 sized areas
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indicated by squares in the images (b) and (c) of figure 4.4.13. Note that, on the one hand,

|F f
l −F b

l | (modulus marked by the double-headed arrows between Gaussian fits in figure 4.4.13

g) is the same in both cases, confirming that F (βj) = F (β′
j) (j = 1, 2) and, on the other hand,

the Gaussian fits for βj are shifted with respect to those for β′
j by an amount A well beyond the

experimental error. This result means that the lateral force is asymmetric, i.e., the torsion of the

cantilever is not fully reversed within each domain when the sliding direction is changed by 180◦.

The schematic of the setup detailing the cantilever scanning direction and sample orientation (Φ)

with regard to the torsion and deflection responses in the quadrant detector is shown in figure

4.4.14 (a).

Figure 4.4.14: (a) Schematic of the tip-sample sliding geometry and deflection and torsion detection modes.
(b) Cartoon illustrating the friction asymmetry observed for the reversed scan direction due to molecular
tilt. (c) Schematic drawing of the lateral force loop expected for the 180◦ rotated domains in (b). F f

l and
F b
l represent the lateral force signals along the forward and backward scan directions, respectively, and A

stands for the friction asymmetry (see figure 4.4.13). Dimensions of the vertical double arrows in (c) are
scaled to illustrate that |F f

l (0
◦)| = |F b

l (180
◦)| and vice versa.

As already reported for other systems[180, 186] the origin of this AS is an asymmetric surface

potential arising from the out of plane molecular tilt and which is revealed by the tip scanning di-

rection (forward or backward) relative to the azimuthal alignment. This effect has been illustrated

in figure 4.4.14 (b) by schematically drawing two equivalent domains rotated 180◦ with respect to

each other. The cartoon makes it easy to understand that during forward and backward scans, the

cantilever torsion will behave asymmetrically when sweeping across each domain (along or opposite

to the molecular inclination). The schematic drawing of figure 4.4.14 (c) represents the correspond-

ing lateral force signals that would be measured along the reversed scans depicted in figure 4.4.14

(b). Provided | F f
l (0

◦) |=| F b
l (180

◦) | and | F b
l (0

◦) |=| F f
l (180

◦) |, it holds that F (0◦) = F (180◦)

(AN is 0) while the reversed alignment of the molecular tilt respect to the sweeping action of the

tip is reflected in the vertical displacement of the separated friction loops.
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In most measurements no friction differences were detected between different orientation α-

phase molecular domains, thus those differences seemed to be below detection threshold. This is

not surprising, since the BP4 molecules present a lower tilt angle in the α-phase with respect to the

β-phase and in consequence a less pronounced influence of the relative orientation of the domains

with respect to the tip scan direction is expected. In fact, by making use of softer cantilevers

(k ≈ 0.01− 0.05N/m) in some cases AS effect was also detected for the α-phase.

Figure 4.4.15: cm-SFM topography (a) and mean friction map (b) of a BP4 SAM on Au(111) containing
divers α and β-phase regions. As in previous figures , low friction location corresponds to α − phase

domains while bright contrast corresponds to the β − phase. Original forward (d) and backward (e) lateral
force images. Histograms of lateral force values obtained out of the squared regions for β and α phase
domains presenting same friction in (b) are shown in (c) and (f) respectively. While equal friction is found
between α − α′ and β − β′ domains, i.e. F (α) = F (α′) and F (β) = F (β′), the friction asymmetry (AS)
found for different domains of α is less than the half than the one presented by the β.

Figure 4.4.15 (a) shows the topographic signal of a surface region where AS is measured for both

α and β-phases. The two polymorphic phase regions are well differentiated in the corresponding

friction map of figure 4.4.15 (b). By analyzing the lateral forward (d) and backward (e) images,

it is found that while nearly equal friction is found between α − α′ and β − β′ domains, i.e.

F (α) = F (α′) and F (β) = F (β′), the corresponding lateral forces show a different contrasts for

those locations. This is a clear indicative of AS effect between different locations of both α and

β-phases. In figure 4.4.15 (c) and (f) the lateral force values of the locations marked in (d) and

(e) are represented in histogram plots. From the AS found for the α and β domains (denoted by

A(α) and A(β)), we found that the amplitude of A(α) is of ∼ 5mV , whereas a quantity four times

higher is found for A(β), which is of around ∼ 20mV . The measured small A(α) difference in
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the lateral force signal is close to our detection threshold, what explains the difficulties we had to

detect such a small AS effect for differently oriented α-phase domains. As mentioned above this

difference in the measured AS between phases, i.e. A(β) > A(α) is not surprising. The lower tilt

angle presented by the BP4 molecules in the α-phase decreases the magnitude of the anisotropic

effects measured over molecular domains with different orientation and in consequence, making

also less pronounced the friction asymmetry effect.

In general, the present results show and consolidate that lateral force imaging is a powerful

method not only for the accurate tribological characterization of ultrathin crystalline soft layers,

but also for gaining information about structural details as the azimuthal orientation of the molec-

ular domains on surface, information not accessible by common STM and SFM measurements

providing 2D information.

4.4.3 Influence of the supramolecular arrangement of BP4 molecules on the

surface electrostatic properties

In this section we move on to the study of the electrostatic properties of the two polymorphic α and

β-phases, with the goal of studying the influence of the molecular arrangement on the electrostatic

properties of the surface. In the last years, with the development of organic electronics, the study of

the SAM adsorption influence on the surface electrostatic properties has gain attention as a way to

improve the properties and performance of organic-inorganic interfaces [194]. It is well established,

for instance, that by the adsorption of organic molecules in metals surfaces the local work function

of the surface is modified [195–197]. The SAM acts as an array of oriented dipoles that modifies

the local surface potential and hence changes the local work function of the surface. In a simplified

model, in such chemisorbed systems the work function modification can be decomposed as the

sum of the intrinsic dipole moment of the molecules and the interface dipoles generated by the

charge rearrangement induced by the chemical bond [196, 198, 199]. This interface dipole is found

to strongly depend upon the surface [200, 201] and the adsorption sites of the molecule, but it

has been shown that usually its contribution is much lower than the molecular dipole itself [202–

204]. In addition to the magnitude of these dipoles, the work function shift is influenced by the

density of molecules on surface, that is, the density of dipoles, the permittivity of the layer and the

polarizability of the molecules. Structural variations, such as the presence of defects or molecular
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domains sizes and boundaries also have an impact on the effective work function variation induced

by the SAM.

In previous studies related to the work function modification by adsorption of organic molecules,

much of the attention has been focused on the impact of the chemical composition and structure

of the molecules themselves [196, 199, 200, 205–210], the different influence of the same molecular

layer on different metal surfaces [201] or the coverage dependence [211–213] on the work func-

tion modification induced by the SAMs. However, a detailed understanding of the role of the

different supramolecular arrangement parameters affecting the work function modification is still

scarce. Previous investigations on the molecular orientation and arrangement dependence of the

work function shift include studies on organic semiconductor molecules physisorbed on different

substrates [214–219] and few on chemisorbed SAMs [220].

The coexistence of the two polymorphic arrangements varying in molecular conformation, pack-

ing density and structural array of the same BP4 molecular unit presents an ideal scenario where

the influence of the SAM structural parameters into the work function change can be studied by

Kelvin probe force microscopy (KPFM). In order to explore the influence of the supramolecular

order on the local work function, here we present contact potential difference (CPD) measurements

over the two polymorphic phases using KPFM. Our first goal was to measure the difference of work

function change induced by the so called α and β phases in Au(111), and second, thanks to the

extended information we have about the two supramolecular phases (see section 4.2 and 4.4.1), try

to disclose the relative significance of each particular contribution to this work function change.

Experimental Procedure

All the measurements presented in this section were done using the following procedure. Surface

regions with large enough Au(111) terraces where selected by using the dynamic SFM mode (dm-

SFM, see section 3.2.4.2). The tip was then placed in direct contact with the sample (cm-SFM

mode, see section 3.2.4.1) and taking advantage that the two α and β polymorphic phases present

different friction contrast (proven in section 4.4.1) each phase location was determined. By chang-

ing back to the dynamic mode, surface potential data were acquired using both KPFM images and

3D mode strategies (techniques introduced in sections 3.2.5.3 and 3.2.5.4 respectively). All the

measurements were performed by using Budgetsensors Pt/Cr coated probes mounted in cantilevers
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with a nominal spring constant k ≈ 3N/m. The choice of cantilevers with appropriate (intermedi-

ate) stiffness and the capability to pass from cm-SFM to dm-SFM measurements, under controlled

conditions without changing surface location, has allowed us to correlate each polymorphic phase

with its electrostatic response. cm-SFM measurements were performed in the attractive regime as

close as possible to the pull off set point, thus preventing any tip induced layer deformation. For

KPFM measurements, oscillation amplitudes in the range of 10− 20nm and ac bias of 0.5− 0.6V

and 7KHz were employed.

Results and discussion

In figure 4.4.16 a complete SFM data series of cm-SFM and dm-SFM mode measurements over a

region containing α and β-phases coexisting is presented. The cm-SFM topographic image of 4.4.16

(a) shows two adjacent Au(111) terraces, the one on the left is covered by α-phase and the adjacent

terrace presents coexistence of both α and β-phases. Even if the topographic details are not well

resolved in this case, the corresponding profile presented in 4.4.16 (b) reproduces the ∼ 1.2Å

height difference between both phases (found in previous section 4.4.1) in direct comparison to the

dAu(111) = 2.35Å between adjacent terraces covered by the α-phase. Further evidence of the α and

β-phase regions locations is gained by the lateral force forward and backward signals shown in 4.4.16

(d) and (e), where the higher friction contrast is correlated to the lower topography location of β-

phase as described in sections 4.4.1 and 4.4.2. By changing from cm-SFM to dm-SFM mode in the

very same surface location the KPFM measurements were performed, that enables us to correlate

the contact potential difference (CPD) signal (figure 4.4.16 f) with each polymorphic phase. From

the faint contrast detected in the CPD map presented in figure 4.4.16 (f), the CPD between α and

β-phases locations is found to differ in about ΔCPDα−β = CPDα −CPDβ ≈ 30± 10mV as can

be appreciated in the profile depicted in (g) from the location marked in (f). The error is estimated

from the quadratic sum of the standard deviations of the mean values found for α and β locations

in multiple profiles as the one shown in (g). This result was verified by measuring the CPD with

the 3D mode strategy (introduced in section 3.2.5.4) which can be use as an alternative mode

to measure the local CPD and has the advantage of independent but immediate data acquisition

while maintaining a precise control over the tip-sample distance. In this case the normal force

(Fn) versus tip-sample voltage (V ) is measured in a certain position of the surface, which provides
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the electrostatic force dependence upon voltage, Fn ∝ (Vtip−sample − VCPD)
2, with the resulting

parabolic curve centered in CPD. The CPD variation between locations is determined from the

relative displacement of the centers of the parabola obtained over each region. In figure 4.4.16

(h) the experimental parabola curves obtained by an average of ∼ 250 curves recorded over each

region are plotted. From the corresponding parabolic fit of each curve and the determination of the

parabola center displacement a ΔCPDα−β of ∼ 30mV is also found, confirming the ΔCPDα−β

value measured by KPFM.

Figure 4.4.16: cm-SFM topography (a) and simultaneous forward (d) and backward (e) lateral force images
of a surface location containing the α and β phases of BP4 on Au(111). The topographic line profile marked
in (a) is presented in (b). dm-SFM topography (c) and CPD (f) maps of same surface location. A line
profile of CPD signal is depicted in (g). Normal force versus bias voltage parabolas measured on the two
locations (black and grey are used to indicate α and β phases locations respectively) confirming KPFM data
are presented on (h).

A supplementary 3D mode experiment is presented in figure 4.4.17. In this case, several surface

steps covered by BP4 can be seen in the contact mode topography (a) and the two supramolecular

phases locations can be distinguished in the corresponding lateral force forward and backward

signals (figure 4.4.17 (b) and (c)). Each phase is identified at the same terrace level in FFM
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as pointed in (b), and the topographic line profile presented in (d) (of the location marked in

(a)) corroborates the already determined topographic height difference of ∼ 1.2Å between α and β

phases. In figure 4.4.17 (e) the normal force versus tip bias parabolas centered in CPD obtained by

the 3D mode strategy on top of the locations marked in (c) are presented. In spite of the overlap

between experimental parabolas, a magnification of the relevant region around the maxima of

the corresponding fits is presented in figure 4.4.17 (f), clearly showing a similar CPD difference

(∼ 25mV ) as that of the previous example, supporting the accuracy of the result. Therefore, we can

conclude that even if the two phases are made out of the same molecular unit, the supramolecular

arrangement influences the change in surface potential (local work function) in a non-negligible

extent.

Figure 4.4.17: cm-SFM topography (a) and simultaneous lateral force forward (b) and backward (c) mea-
surements. The height difference between phases is 1.2Å as determined from the topographic profile of
(d) taken along the segment marked in (a). The 3D mode experimental parabolic data performed in the
location marked with crosses in (c) are shown in (e). A magnification of the near maxima region of the
corresponding parabolic fits can be seen in (f).

From the above results we could naturally wonder if the measured ΔCPDα−β is in agreement

with the work function shift (Δϕα−β) that one should expect between two polymorphic α and

β−phases of the same BP4 molecular unit. In the following we are going to try to face this

question by evaluating and comparing the different contributions that play a role in this work

function variation.

The change in work function of the metal upon a specific SAM adsorption is commonly de-

scribed in first order approximation by the Helmholtz classical electrostatic equation [195]:
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Δϕ = − μ

ε0εA
(4.4.1)

Where μ is the normal component of the dipolar moment of the molecule chemisorbed, ε0

the vacuum permittivity, ε the permittivity of the organic layer and Ai the area per molecule

within each specific packing, that is the inverse of the density of dipoles on surface. In our KPFM

measurements, the magnitude measured is the contact potential difference (CPD), which for our

experimental set-up is related to the work function shift as ΔCPDi−j = CPDi−CPDj = ϕj −ϕi

(see section 3.2.5.3). On the present case, for the two different supramolecular arrangements of

the BP4 molecule, the Helmholtz equation 4.4.1 would present the form:

Δϕα−β = −
(

μα

ε0εαAα
− μβ

ε0εβAβ

)
(4.4.2)

where μi denotes the normal component of the dipolar moment of the molecule chemisorbed in

each molecular phase (i = α, β), ε0 the vacuum permittivity, εi the dielectric constant of the SAM

and Ai the area per molecule within each specific packing (been i = �, �). In equation 4.4.2 we are

considering that the two polymorphic phases present a different dielectric constant. Commonly the

dielectric constant of SAMs is assumed to be in the range of 2-4 [196, 221–223]. In spite of being

formed by the same molecular unit, along this section we will deduce that both polymorphic phases

present different dielectric constants and we will discuss the nature of this difference. In addition, by

modeling our system with equation 4.4.2, we are implicitly performing a series of approximations.

We are assuming that in each phase all of the chemisorbed molecules present the same normal

component of the electric dipole. However this is not necessarily true for each supramolecular

arrangement formed by the BP4 molecule. Both α and β-phases present incommensurate structures

with Au(111), and thus in both cases the BP4 molecules present different sulfur adsorption sites

on the Au(111) [155, 162, 163, 176]. In fact, in the STM results of Azzam et al. [155] three

different heights of the BP4 molecules were observed in each unit cell of the α-phase. The nature

of those differences in heights can be either of topographic or electronic nature, but in any case it

will directly influence the individual molecular dipole moment. Moreover, these variations in the

adsorption sites could be responsible of S − Au bond angle variations [224] and in consequence
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of its contribution to the vertical component of the dipolar moment. In any case, we consider

reasonable to assume a same normal component of the dipolar moment for all the molecules in

each polymorphic phase, because in most of the chemisorbed thiols on Au the Au-S bond have

been found to make a small contribution to the measured surface potential in comparison to the

molecular dipole[203, 204, 225]. In addition, we are assuming that the Au(111) surface remains

flat and defect free with the α and β-phases SAMs on top, ruling out any possible underlying

gold reconstructions difference from one phase to the other that could contribute to variations of

Δϕ of a few mV [226]. In fact, recent works on the thiol-Au(111) interface evidence a much more

complex landscape in the alkanethiols adsorption on Au(111) [227] , with a important dependence

on the particular thiolate. However, in our incoming analysis we assume that the Au(111) surface

remains unchanged from one phase to the other, flat and defect-free with the chemisorbed α and

β-phases SAMs on top. Besides, as introduced in section 4.4.1, the structural quality of the two

phases is rather different. While the β-phase is characterized by an exceptional structural quality,

the presence of defects and domain boundaries is much more extended in the α-phase, in addition

to the presence of the solitons. However, for the following analysis we obviate these differences in

the structural quality of the layer and assume a perfect structure of both polymorphic phases.

From equation 4.4.2 and assuming a same molecular dipole along the molecule for both molec-

ular arrangements, equation 4.4.2 can be rewritten as:

Δϕα−β = −μ0

ε0

(
cosθα
εαAα

− cosθβ
εβAβ

)
(4.4.3)

where θi is the molecular tilt angle in the corresponding supramolecular phase. As previously

seen in sections 4.2 and 4.4.1 the molecular tilt angles (θi) and the areas per molecule (Ai) of the

corresponding phases are known from previous STM, NEXAFs, ellipsometry [152–155] and our

SFM data (section 4.4.1), thus in principle only the dipolar moment of the chemisorbed molecule

(μ) and the dielectric constant of the organic layer (εi) in each molecular phase remain unknown.

Equation 4.4.3 can be rewritten in the following form:

Δϕα−β = Δϕα

(
1− cosθβ

cosθα

Aα

Aβ

εα
εβ

)
(4.4.4)

The form of equation 4.4.4 offers us two main advantages: On the one hand it enables us to
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derive and compare the relative influence of each factor, i.e. molecular tilt angle, packing density

of the layer and layer permittivity, in the local work function change, and on the other hand it

overcomes the uncertainty of the molecular dipole moment of the molecule if the work function

change induced by the BP4 molecule in the �-phase (Δϕα) configuration on gold is known. Heimel

and co-workers [228] calculated the work function shift induced by the BP4 monolayer on Au(111)

using density-functional theory (DFT) calculation, and obtained a Δϕα ≈ −1.4 eV [228]. For

their calculations instead of considering the 5
√
3×3 structure with eight molecules in the unit cell

reported by Azzam et al. [155], which implies different adsorption sites for the molecules within

the unit cell, they use a 2
√
3×2 with two molecules in the unit cell with the sulfur located between

the fcc-hollow and the bridge sites on top of perfect atomically flat Au(111) surface. In addition,

they do not consider any presence of solitons or defects on the layer. An alternative procedure to

using the DFT calculated value is to measure the Δϕα induced by BP4 α-phase with respect to

gold. For this purpose a reference sample consisting of stripes of BP4 (α-phase) surrounded by

bare gold was prepared using soft lithography μ−contact printing (μCP ) technique (see section

4.3) using a polydimethylsiloxane (PDMS) stamp with a stripped pattern (3 μm wide). Since the

samples are not thermally treated, no phase transition to the β-phase occurs and the patterned

SAM are assumed to be formed by the α-phase. This samples were also prepared on the same gold

on mica substrates employed for the BP4 α and β coexisting phases samples.

In figure 4.4.18 the SFM measurements of the patterned surfaces by BP4 SAM are presented.

Though no distinguished in the contact mode topographic image (figure 4.4.18 a), the contrast

on the friction image (figure 4.4.18 d) confirms the presence of BP4 SAM areas (see the stripe at

the right part of the lateral force image) coexisting with regions of bare gold. The BP4 surface

locations presents a lower friction response with respect to the bare gold surface as expected for

methyl terminated SAMs and in agreement with previous FFM studies of BP4 and alkanethiols

SAMs on gold [178, 180]. Dynamic mode simultaneous topography and CPD maps of a slightly

shifted location are shown in figure 4.4.18 (b) and (e) respectively. The change in work function

is estimated from the histogram (figure 4.4.18 f) of the whole CPD image (figure 4.4.18 e) and is

found to be Δϕα = −220 ± 20mV between bare gold surface and BP4 (α− phase) functionalized

location. The error is estimated from the add in quadrature of the standard deviations of the peaks

in figure 4.4.18 (g). The measued Δϕα was cross-checked by the so called 3D mode experiments,
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Figure 4.4.18: cm-SFM and dm-SFM measurements of BP4 stripes are presented in the left and central
columns respectively. Topography images of two different locations are presented in (a) and (b). Contact
mode friction image showing the lower contrast of the BP4 locations (c). The ΔCPDα is determined by
the histogram plot (f) of the CPD map (e) and the 3D mode experiments (c) performed in the locations
marked with crosses in (b) and (e). The topography color scale is of 23 nm from dark to bright.

by recording the frequency shift of the oscillating tip in function of the tip voltage in this case

and presented in 4.4.18 (d). By determining the parabolas maxima shift measured on top of

the locations marked by crosses in 4.4.18 (a) and (c), the CPD difference (ΔCPDα = CPDα −
CPDAu = 220 mV ) between the BP4 (α-phase) and the bare gold regions is measured. Our

experimental result is far from the calculated Δϕα−β by Heimel and co-workers [228]. However,

we consider that our result yields in the range of other ΔCPD measured between bare gold and

different SAMs (such as hexadecanethiol) and that the a ΔCPD of ∼ 1.5V would be unstable in

laterally functionalized gold surface by a SAM. By comparison of the Δϕα−β and Δϕα experimental

values, the influence of the different supramolecular arrangement into the work function shift

difference between phases can be inferred, resulting that the supramolecular change modifies it in

nearly a 14% the work function change on gold.

The determination of ΔCPDα allows us to estimate the dipolar moment of the chemisorbed

molecule (μ) by introducing in the Helmholtz equation (equation 4.4.1) (Δϕ = −μα/ε0εαAα) the

corresponding area per molecule of the α-phase and the experimental Δϕα result and the dielectric

constant of the molecular layer. Typical dielectric constants of SAMs range between 2 to 4 [196,

221–223]. From electrochemical experiments performed on different biphenyl based thiols on gold,

Felgenhauer et al. [166] got a value of 5 and 2.5 for the dielectric constants of the biphenyl
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aromatic unity and aliphatic part respectively. Combining those values with an approximation of

the thikness of the aliphanic and biphenyl moiety we can estimate the dielectric contant of the BP4

molecule to be in a confident limit of 3− 4. This yields to a value in the range of 0.6− 0.8D2 for

the dipole moment of the BP4 molecule along the molecule. Though lower, are reasonable values

compared typical dipolar moments of thiols reported in the literature, such as hexadecanethiol

(μ ≈ 1.5D) [201, 229] or benzyl mercaptanthiol (μ ≈ 1.0D) [203].

With the experimental values of Δϕα−β and Δϕα, introducing the structural data (presented in

table 4.1) and considering as a first approximation that the permittivity is exactly the same in both

supramolecular arrangements (εβ/εα = 1), we can estimate from equation 4.4.4 a difference in work

function change between phases of Δϕα−β 
 −60mV . Though Δϕα−β < 0 is consistent with the

relative ratio between areas per molecule (Aα/Aβ ≈ 0.83±0.01) and tilts (Cosθβ/Cosθα ≈ 0.88±0.09)

in each phase (assuming δAα,β = 0.1Å2 and δθα,β = 3◦), the absolute value results however nearly

twice the experimental value (Δϕexp
α−β = −ΔCPDα−β 
 −30mV ).

However, in the above description the dielectric constant of the two phases have been consid-

ered to be the same, that is far from being true. On the one hand, the difference on structural

conformation and layer thickness in the two phases should yield to a difference in permittivity.

And on the other hand, the electrostatic interaction between molecules forming the organic layer

has not been yet considered. This interaction induces an additional dipole (μdepo) in the molecules

that points opposite to μ and provokes a decrease in the effective surface dipole of the molecular

layer. This is the so-called depolarization effect, which can significantly contribute to the otherwise

small differences in local work function. The impact of this effect has been commonly considered

in Helmholtz equation via an effective permittivity parameter [195, 230]. As it will be detailed

below, the depolarization effect is also dependent on the polarizability and structural arrangement

of the molecules [222, 223, 231]. The polarizability of a molecule in general, and of the biphenyl

moiety in particular is rather anisotropic, thus a difference of the molecular orientation between

phases will directly influence the permittivity of the molecular layer and a difference in the effective

permittivity of the molecular layer is expected depending on the polymorphic phase.

In fact, it is worth to note that a ratio of εα/εβ = 1.18± 0.11 is sufficient to conciliate equation

4.4.4 with the Δϕα−β , Δϕα experimental values and θi, Ai (i = α, β) (values resumed in table 4.1.
2Electrical dipolar moment has the SI units of C ·m but for molecular dipoles is more often used the CGS Debye

(D) unit, which is defined as 1D ≈ 3.33564× 10−30 C ·m.
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We notice that the obtained large error for the permittivity ratio (δ(εα/εβ) = 0.11) is a combination

of the experimental errors of δ(Δϕα−β) and δ(Δϕα−Au) and the error on the molecular tilt angles

(we consider a δθ = 3◦ and δA = 0.1Å2).

θi(◦) Ai(Å2) Cosθβ/Cosθα Aα/Aβ
εα/εb

α− phase 39 27.05 0.88 0.835 1.2
β − phase 47 32.40

δ 3 0.1 0.06 0.004 0.1

Table 4.1: Molecular tilt angle and area per molecule for each supramolecular phase and the ratios between
magnitudes in equation 4.4.4. The corresponding errors (δ) are given in the bottom line. Note: δθi and
δAi are an assumed errors for calculating the error of the ratios.

Provided that εα/εβ > 1, while both Aα/Aβ and Cosθβ/Cosθα are <1 (see table 4.1), we deduce

that the depolarization effect and the structural factors have an opposite influence on the work

function difference (Δϕα−β). Equation 4.4.4 has the particular form Δϕα−β ∝ (1−
3∏

i=1
Xi), where

the different εα/εβ,Aα/Aβ and Cosθβ/Cosθα ratios are denoted by Xi (i = 1, 2, 3). The form of this

equation implies on the one hand that the higher Xi factor deviation from unity is the more

it contributes to a higher | Δϕα−β |, and on the other, that a Xi < 1 gives rise to a more

positive Δϕα−β and vice versa. In consequence, for the present case the relative contribution of

the corresponding factors are estimated by the variation from unity of the corresponding ratios

in equation 4.4.4. The are per molecule (A) and effective permittivity ratios seem to contribute

nearly the same but in an opposite sign to Δϕα−β (note that |Aα/Aβ − 1| 
 |εα/εb − 1|), while the

difference on molecular tilt angle contributes around 30% less than the two others.

In the following we are going to focus in discussing the different factors affecting the variation

of the dielectric constant from one polymorphic phase to the other.

Dielectric constant of BP4 as a function of the supramolecular arrangement

The dielectric constant is defined as the relative permittivity of a material in presence of a static

electric field, being the permittivity a measure of how an electric field affects and polarizes a

given medium. In molecular arrangements such as SAMs, each molecular unit is influenced by

the electric field generated by the SAM itself and due to the molecular polarizability an opposite

dipolar moment is generated. In consequence, the total dipolar moment (μ) of the molecular layer

is the sum of the dipolar moment of molecule chemisorbed (μ0) and the opposite dipole (μdepol)
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induced by the polarization of the other molecules [195, 222, 232, 233]:

�μ = �μ0 + �μdepol = �μ0 + α �Edepol (4.4.5)

where Edepol is the electric field inside the monolayer induced by the monolayer molecular

dipole array and α is the molecular polarizability. The polarizability of a molecule is defined as

the tendency of the molecular charge to redistribute in presence of an external electric field. The

electric field generated by an array of point dipoles can be expressed as [195]:

�Edepol = − μ

4πε0

∑ 1

R3
lm

μ̂ = − μ

4πε0
F A

−3/2μ̂ (4.4.6)

F =
∑
l,m

1

R3
lm

(4.4.7)

where Rlm refers to the distance between a given molecule and its l,m neighbors, F is a

dimensionless structural factor characteristic of the dipolar array geometry distribution and A

denotes the area per molecule. The influence of this local electrostatic field into de dielectric

properties of the layer has commonly been accounted by introducing a so called effective dielectric

constant (εeff ) factor into the Helmholtz equation. From equation 4.4.5 & 4.4.6 and by the

definition of the effective dielectric constant of the organic layer as the ratio between the original

dipole and total dipole ( εeff = μ0/μ) [195, 230] the following expression for εeff is derived [195,

222, 232]:

εeff = 1 +
α

4πε0
F A

−3/2 (4.4.8)

This means that the dielectric constant of the layer depends on the molecular polarizability

(α) on the one hand and on the molecular structural configuration on the other (that is given

by F and A). Because the structure of the two supramolecular phases are known and the ratio

between effective permittivities has been derived by our experimental results, the estimation of the

difference between molecular polarizabilities on the two phases should be possible. Using equation

4.4.8 for the permittivity of each molecular phase and with η grouping all structural details ( that
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is, defining η = F A−3/2), the ratio between α and β phases permittivity can be rewritten as 3:

εeffα

εeffβ

=
1 + ααηα
1 + αβηβ

(4.4.9)

Concerning the structural factors ηi (i = α, β), the area per molecule of α and β phases are

known to differ (table 4.1) and a variation on Fi factors is also expected since the two supramolec-

ular phases present a different molecular array distribution (section 4.2). For hexagonal packing

geometries F has been previously calculated by Topping [234] by evaluating the double summa-

tions as second order Zeta-functions, and is found to be 8.8927. In our present case both packing

geometries slightly differ from a hexagonal packing as can be appreciated in figure 4.4.19, where

the primitive cells of α (in red) and β (in green) phases are compared with two hexagonal arrays

(dashed lines) presenting same ai primitive vectors of the corresponding phase. In comparison to

the values calculated by Topping for hexagonal and rectangular lattices, in our case the primitive

vectors obey ai �= bi, consequently an area per molecule parameter (A
3/2
i ) has to be included into

equation 4.4.7 to maintain the dimensionless character of Fi.

ai(Å) bi(Å) γi(◦)
α− phase 6.24 5.33 54.18
β − phase 7.48 4.99 60

Figure 4.4.19: The primitive cells of α and β phases are shown in red and green lines respectively, while
dashed lines correspond to hexagonal lattices with same ai primitive vectors of α and β phases respectively.
Primitive cells structural data is presented in the table.

In order to obtain the geometrical factors of each molecular phase a finite numerical calculation

3Polarizability has the SI units of C ·m2 · V −1but is more often expressed as polarizability volume with units of
Å3. In the following it will expressed in Å3 units, been α(Å3) = 1030

4πε0
α(C · m2 · V −1) the conversion factor to SI

units.

97



4. Self-assembled monolayers of BP4 thiols on Au(111) : influence of structural arrangement into
the local surface properties

has been performed using the Matlab program [235] and the following equation extended from

equation 4.4.7:

Fi =
∑
l,m

A
3/2
i

R3
lm

=

n∑
l=−n

n∑
m=−n

(l,m) �=(0,0)

A
3/2
i(

a2i l
2 + b2i m

2 + 2 ai bi l m cos γi
)3/2 (4.4.10)

where ai and bi denote the primitive vectors of the corresponding molecular phase (i = α, β),

γi is the angle between the primitive vectors and n denotes the number up to we are extending the

double summation, thus it is the number of neigbour molecules that are considered to contribute

to the Edepol electric field. In order to estimate the n value necessary to obtain a good enough

approximation to F value, preliminary calculation were performed for hexagonal packing geometry

(ai = bi,γi = 120◦) varying n and comparing the obtained Fhexa(n) with Topping’s result. For

n=103 a value of 8.8869 (Fhexa) has been obtained, which presents a deviation of a 0.07% with

respect to Topping’s result. Taking into account that a summation extended to n=103 would yield

to molecular domain sizes larger than 1 μm2, which is larger than the ones in our case, we think

that n = 103 is a reasonable value for the calculation and comparison of both phases Fi factors.

Expression 4.4.8 however, has been only found to successfully model the dielectric constant

of monolayers with short molecular lengths compared to the intermolecular distances, since it

approaches the molecules by polarizable single points. This is not clearly our case since in both �

and � phases the layer presents a well packed structure with intermolecular distances shorter than

the molecular layer length. Romaner and co-workers have recently shown by DFT calculations

[222] the validity of the corrected model introduced by Taylor et al. [195] where the finite size

effects are taken into account by including an extra effective finite size parameter (g) into the

F geometrical factor calculation F g
i =

∑
l,m

A
3/2
i

(R2
lm+g2)

3/2
(i = α, β). Notice that for g equal to cero

the point dipole approximation is recovered (F 0
i = Fi). The choice of an appropriate g has been

also discussed in Romaner et al. work [222] which depending on the system under study can take

values between L/2 and L, being L the molecular length. Taylor and Bayers [195] recommended

to use g=L/2 value and Natan et al. [223] found that the use of this value gave them excellent

agreement with their DFT calculations on oligophenyl arrays with phenyl rings planes perfectly

aligned normal to the surface. In consequence we calculate the corresponding F factor for g = 0

(point dipole approximation) and g = L/2, choosing L as the thickness of the molecular layer in
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each molecular phase4.

The F g
i values calculated for the corresponding phases and the grouped structural paramater

η, defined as ηgi = F g
i A

−3/2
i (for i = α, β), are presented in table 4.2. As expected from the

comparison to hexagonal lattices sketched in figure 4.4.19, because the packing geometry of the

β-phase differs more from an hexagonal packing than the one of the α-phase, F 0
α value is closer

to Fhexa than F 0
β . The calculation of F g

i enables us to distinguish between the two structural

parameters influencing the effective dielectric constant of the layer, the dipolar array geometry in

one hand (F g
i ) and the relative dipole-dipole distance factor summarized as the molecular density

factor in the other (A−3/2
i ). The numerical values of each contribution and their ratio as a function

of the molecular phase are resumed in table 4.2.

F 0
i F

L/2
i A

−3/2
i (x10−3Å−3) η0i (Å

−3) η
L/2
i (Å−3)

α− phase 8.9433 3.6983 7.11 0.0636 0.0265
β − phase 9.3263 4.2593 5.42 0.0506 0.0232

ratio 0.96 0.87 1.31 1.26 1.14

Table 4.2: Structural details factors influencing the effective permittivity of the layer of each molecular
phases and their ratios are presented in the table.

Although equation 4.4.9 form (1+ααηα
1+αβηβ

) does not permit a direct comparison between the ge-

ometrical and packing factors influence in the permittivity ratio, the fact that F g
α < F g

β and

A
−3/2
α > A

−3/2
β means that both factors tend opposite in their contribution to the dielectric con-

stant of each phase. While the geometrical factor ratio favors a higher permittivity of the β-phase

(F
g
α/F g

β < 1) , the packing factor ratio (A
−3/2
α /A

−3/2
β > 1) tends to the opposite. The packing factor

however seems to have more relevance in the present case since |ηgα| >
∣∣∣ηgβ

∣∣∣, that is, the packing

density factors seem to govern the grouped structural factors (ηgi ) variation, obtaining a 1.14 higher

value for the α-phase when finite size effects are considered. The fact that η
L/2
α > η

L/2
β means that

the difference on supramolecular structure, governed by the difference on density of molecules,

favors a higher effective dielectric constant of the α-phase in comparison to the β. But, is this

structural difference enough to conciliate the permittivity ratio (εα/εb = 1.2) derived from our

experimental results? or does the polarizability of the molecule play a role itself on the dielectric

constant difference between phases?

4We use the thickness of α phase determined by ellipsometry measurements [154] (16.5Å ) and for β-phase the
determined by the difference measured by SFM (15.3Å) (section 4.4.1).
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In the case of the BP4 molecule the larger contribution to the polarizability tensor is expected

to come from the phenyl units [40]. The fact that both, the biphenyl moiety tilt, twist and dihedral

angle (ϕ , γ and χ angles of figure 4.2.1) change from α to β phases make difficult to estimate

the expected polarizability difference [153]. However, as a rough qualitative approximation we

can guess a higher polarizability of the molecule in the α-phase configuration since it presents

a lower tilt angle of the biphenyl moiety (θ), that is, a lower tilt of the in plane direction of

the phenyl rings that is the one which corresponds to the higher polarizability component of

the ring [236, 237]. By combining η
L/2
i values with εeffα /εeffβ = 1.2 into equation 4.4.9 a linear

relation between supramolecular polarizabilities is found, αα = 6.8 + 1.033 αβ , which implies that

the polarizability of the molecule in the α-phase arrangement is higher than for the β-phase, in

agreement with what we expected. Thus we can conclude that not only the structural factors but

also the polarizability of the molecule in each supramolecular phase is playing a role in the variation

of the local dielectric constant of the layer. Because αα > αβ , the polarizability difference tends in

the same sign of the grouped structural factor (η) and favors a higher permittivity of the α-phase

layer. By combining the liner relation that relate the polarizabilities of the two polymorphic phases

and equation 4.4.9, we can estimate the polarizability values of the BP4 molecule to be in the

range of 50 − 150 Å3. Natan et al. have obtained by DFT calculations an in plane polarizability

around 30Å3 for an isolated biphenyl moiety [223], thus such values are in the range of what would

be expected for the polarizability of a biphenyl thiols molecules.

In summary, we have demonstrated how different supramolecular arrangements formed out of

the same molecular unit influence the electrostatic properties of Au(111). The difference in work

function modification due to differences in supramolecular arrangement of BP4 molecules has been

directly measured by the KPFM technique, and the relative influence of each factor influencing

the surface work function change has been derived and discussed. In addition, we have derived

the difference on the dielectric constant and polarizability of the molecules in each polymorphic

phase.

4.4.4 Transport properties dependence on the supramolecular arrangement

In addition to structural, tribological and electrostatic properties of the BP4 α and β-phases, the

electrical transport properties of the two polymorphic phases were investigated by the use of the
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conductive scanning force microscopy technique (CSFM, introduced in section 3.2.5.2). In CSFM

the conducting tip is in contact with the sample, acting as a movable electrode and the electric

current flow is measured in function of the position and applied voltage difference between tip and

sample. The CSFM measurement give the electronic current through the molecular film, the gold

substrate being the counter-electrode. As it is well known, the electrical contact between molecules

and electrodes as well as the electronic nature of the molecule itself are relevant factors determining

the final conducting response of the whole tip-SAM-gold system. To overcome unknown details,

only comparison between supramolecular orders, coexisting and adopted by the same BP4 molecule

are studied.

The conducting response of the sample surface was obtained by following different CSFM

strategies:

i) Simultaneously acquiring topographic images z(x, y) and current maps I(x, y) over a given

region at different voltages, what allows performing current versus voltage “movies” avoiding me-

chanical invasion (no film indentation) by using the contact operation mode at the lowest possible

applied load needed, which is previously determined from force spectroscopy curves by method.

ii) Using the so called 3D modes, which are an alternative way of acquiring data (introduced

in section 3.2.5.4), in the electrical transport measurement mode. This is, in this particular 3D

modes we monitor the normal force and current flow (f1 = Fn and f2 = I) as a function of the

tip–sample applied voltage (fast scan, x1 = V ) and vertical piezo-displacement (slow scan, x2 = Z)

while the tip approaches and loads the SAM surface. As consequence, Fn(Vtip, z) and I(Vtip, z)

images are obtained at a specific point. From the I(Vtip, z) image the so-called I−V characteristics

corresponding to different z values can extracted. This approach permits quantifying force induced

effects (as film deformation or indentation) and separating them from the voltage induced effects

under investigation.

The Simmons model

The tunneling behavior of the transport through SAMs has frequently been roughly approximated

as tunnelling through a rectangular barrier. The current can thus be modeled with the simple

Simmons relation [238]:
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I =
Λe

4π2�d2

{(
ΦB − eV

2

)
e
− 2

√
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·λ·d·
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2 −
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e
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�
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√

ΦB+ eV
2

}
(4.4.11)

where Λ is the tip-sample contact area, m is the electron mass, d is the barrier width (the

molecular layer thickness), φB is the barrier height in energy, V is the applied voltage and � is the

reduced Planck’s constant. To obtain more accurate fittings to the experimental data, for SAM

junctions the Simmons model has been modified with a parameter λ[239, 240]. This parameter

provides either a way of applying the tunnelling model of a rectangular barrier to tunneling through

a nonrectangular barrier [239] or and adjustment to account for the effective mass of the tunnelling

electrons through a rectangular barrier [240]. The success of this model in describing the current

versus voltage characteristics of SAMs has been proven in different works.

Particularly, in the low bias regime, equation 4.4.11 can be approximated as

I =

(
Λ
√
2mΦBe

2λ

h2d

)
· V · e− 2

√
2m
�

·α·d·√ΦB (4.4.12)

and a tunneling decay coefficient, κ5, can be defined from I ≈ (1/d)e−κd as:

κ =
2
√
2m

�
λ
√

ΦB (4.4.13)

This κ parameter is a structure-dependent factor that has emerged as a characteristic parameter

of the junction and can be used to classify the ability of molecular structures to provide a medium

that facilitates tunneling form one electrode to the other.

Measurements and results

Prior to any current versus voltage measurement (I−V characteristics) the tip conditions and the

conductive response of the BP4 SAM were tested by mean of current maps. Each polymorphic

phase is localized thanks to their different contrast on the friction signal (figure 4.4.20 d) as well

as their difference in height in the topographical image (figure 4.4.20 a). We localize regions of

coexisting α and β- phases to comparatively investigate the electronic conduction through them by

5The tunneling decay coefficient is usually denoted by β, here however in order to avoid any confusion with the
BP4 β-phase we denote it by κ.
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recording series maps i.e., simultaneous topography, lateral force and current maps (figure 4.4.20).

Figure 4.4.20: Simultaneously measured topography (a), current map (trace (b) and retrace (c)) and lateral
forces (trace (e) and retrace (f)) for tip-sample voltage difference of 100 mV . Calculated friction map is
presented in (d). Colo scale in (b) and (c) is of 0− 2 nA from black to white.

Figure 4.4.20 presents a complete data series of topographic, lateral force, friction and current

maps corresponding to a tip-sample voltage difference of 100 mV . As can be seen in the top

panels of the figure 4.4.20, the forward (b) and backward (c) current maps show that the thinner

�-phase (dβ < dα) presents a clear higher conducting response than the �-phase. By consecutively

scanning the same location with different applied voltages the conductive response in function

of the applied voltage of different α and β-phase locations can be determined. This not only

allows the direct comparison of the conductive response of different locations, but also enables

the statistical analysis of the conductive response over each molecular phase. Topographic, lateral

force and current movies are built by computer-aided monitoring of the same area at constant

voltage intervals. In this case the complete topographic, lateral force and current movies consisted

of 33 frames and a total duration of about 3.3 hours obtained at constant voltage intervals, from

frame to frame, of ΔVtip = 10mV , ranging from 0 to 300 mV. The complete movies are available

in the supporting information 6.3.5 (Movies 4-4-4-a to f 6).

As was the case in series of images presented in figure 4.4.13, from the simultaneous study

6Movies 4-4-a to f correspond to topography forward and backwards, lateral force forward and backward, current
forward and backward
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of the lateral force forward and backward images (figure 4.4.20 e and f respectively) and the

friction signal (figure 4.4.20 d) the friction anisotropy and asymmetry effects are detected which

are indicative of the presence of rotated molecular domains with respect to the fast scan direction

of the tip. In figure 4.4.20 some β-phase domains presenting friction anisotropy (differentiated as

βi for i = 1, 2) and friction asymmetry (differentiated as βi and β′
i) have been labeled. As was

explained in section 4.4.2 friction anisotropy is referred to rotated molecular domains while friction

asymmetry is detected between domains that present mirror like symmetry. This makes us wonder

if the relative orientation of the molecular domains could somehow affect to the conductive response

detected by CSFM, because since the tip that acts as a mobile electrode confronts the molecular

domains by different azimuthal orientation with respect to their molecular tilt angle direction.

In order to investigate the possible effect of the fast scan direction with respect of the molecular

orientation, analysis of the detected current over the βi, β
′
i i = 1, 2 location was performed and no

direct correlation was found. However, a general direction dependence over all the scanned area

of the detected current was found in all the measured current maps. In this particular case, a

higher current was detected for the backward direction of scan with a proportion factor of around

I←/I→ ≈ 1.5. The most probable explanation to this divergence on the detected current could

be related to a variation of the effective conductive contact area of the tip-sample system in the

two different scan directions. Small inhomogeneities on the conductive Pt coating conditions, the

tip shape, etc... could be responsible of such a variation and of the absolute current measured in

the experiment. This result emphasize the extreme care that has to be taken when interpreting

CSFM transport measurements and the difficulty to get confidence absolute values results by SPM

techniques of physical quantities that depend on the probe contact area. This result highlights

the importance of always performing comparative studies with the presence of in situ references

in such type of measurements.

The comparison of the conductive response of the two polymorphic phases was determined

by histogram plots of the conductive response over different locations. A resume of the results is

presented in figure 4.4.20. Some selective current maps are depicted in (a-d) with examples of the

α and β-phases current response difference determination by histogram plots. The conductivity

results for the α (in red) and β−phases (in green) in function of the applied voltage are shown in

figure 4.4.21 (e). The errors are estimated from the standard deviation of the mean value calculated
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Figure 4.4.21: Some selected current maps obtained for different applied voltages are presented in (a-d)
with the measured current difference represented as histogram plot in the insets. The calculated current
differences as well as the quotient represented as a function of the applied voltage is presented in (e).

in more than ten locations[177]. Interestingly, the ratio Iβ/Iα results to be a rather constant value

of about ≈ 1.35 (presented in blue in e). By taking into account the molecular density on surface,

this results means that, in spite of its lower molecular density (σβ/σα = Aα/Aβ ≈ 0.83), the �-phase

presents a higher conducting response per molecule (Iβ/Iα |molec≈ 1.6).

In some cases, the lateral resolution is good enough to reach detailed conductive response of

the α-phase soliton structures. In figure 4.4.22 the simultaneous topographic (a), friction (b) and

current (c) signals with a tip bias of 300mV , of a location with α and β-phases coexisting is

presented. The higher topography, lower friction and lower current response of the α-phase with

respect to the β-phase is distinguishable and also slight differences of the three signals are seen in

the soliton structures of the α-phase. A clear sign of the good lateral resolution of the tip conditions

is also derived from the conductive response of the β-phase. In the magnification current image

(d) of the location marked with dashed green lines in (c) a certain molecular periodicity can be

distinguished. We notice that rather than molecular periodicity from the distance between rows

(∼ 3 nm) seems that this periodicity could be associated with the dimension of the β-phase unit

cell or simply could be directly related to the lateral resolution we have in this image. In any case,

it is a clear indication of the good condition of the tip for conductive experiments.

Although the topographical and frictional differences in the α-phase soliton structures are not as

clear as the one presented in figure 4.4.22, the contrast in the current signal over the top and bottom

sides of the solitons is clear in figure 4.4.22 (c) and the direct correlation between higher topography
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Figure 4.4.22: Simultaneously measured contact mode topography (a), friction (b) and current (c) images
of BP4 on Au(111). (d) shows a magnification of the current image of the location marked by dashed green
lines in (c). Magnification current forward and backward images of the location marked by dashed black
lines in (c) is presented in (e), with the corresponding line profiles in (f).

and higher current response can be established. In figure 4.4.22 (e) the current response signal of

the location marked by dashed black line in (c) corresponding to the forward (top) and backward

(bottom) scan directions are presented (here we notice that both a and c images correspond to

the forward scan direction). The similarity of both current signals for opposite scan directions is

an additional evidence of the real nature of the measured conductive difference. From the current

profiles depicted in (f) we quantify the difference in conductivity to be ∼ 1.12 times higher in the

high topography locations. The higher conductivity measured in backward scan direction is not

surprising, since as commented above, a current response dependence with the scan direction was

also found in the case of figure 4.4.20. we used the same tip for the two experiments. The fact

that the higher topography locations present a higher conductivity is surprising.

In addition, high resolution stick-slip molecular periodicity experiments were performed with an

applied tip bias of 300mV . Figure 4.4.23 (a) and (b) present the simultaneously recorded lateral

force and current signals over the α-phase, whereas (c) and (d) shows the ones corresponding

to the β-phase. Even though in the current signal (b) a high conductive contrast is dominant,

probably related to the soliton variation in height, a certain periodicity pattern is also distinguished.

Interestingly, the same molecular periodicity of the one measured by the common stick-slip behavior
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Figure 4.4.23: Simultaneously measured high resolution lateral force (left column) and current (central
column) images of α and β-phases are presented in top and bottom lines respectively .(e) and (f) show the
FFT signals of the lateral force and current images of the α and β-phases of (a-d).

in the lateral force signal is reproduced also in the current signal. This is confirmed by the FFT

analysis presented (e) where the FFT signals of the lateral force and current are presented on top

and bottom respectively. The correlation of the lateral force and current signals is even more clear

is the case of the β-phase (bottom line of figure 4.4.23). Because the conductive area of the tip in

contact with the SAM is much larger than the area that a molecule occupies, the contrast measured

in the current signals can not be related to the conductivity through a single BP4 molecule. We

hypothesize that the molecular periodicity signal recorded in the current image is consequence

of the stick slip non constant motion of the tip. As explained in section 3.2.5.1, in this kind of

experiments the tip moves over a potential, convolution of the surface periodic potential and tips

potential, that presents a series of local minima. When the tip is pushed laterally, it will remain

at that minimum (“sticking”), until the restoring force of the cantilever is enough to overcome

the energy barrier and effectively “un-stick” the cantilever, causing the tip to jump or slip to the

nearest local equilibrium position, where it is locked again. In consequence, the motion of the

tip is not constant neither the efficiency of the tip-sample contact. On the one hand, when the
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tip holds in those local minima the tip-sample contact is suppose to be better than in process of

un-stick. And on the other hand, the jumps from minima to minima are non stable situations of

the tip motion and in consequence one could think that shorter integer times would be associated

to those positions, that is, lower currents.

In addition to the current maps, local conductive response of the BP4 layer was measured

by mean of performing current versus voltage characteristic (so called I − V curves) on top of

each polymorphic phase. For that purpose we make use of the 3D mode strategy in the electric

transport approach (see section 3.2.5.4). In such a way, we are able to establish the comparison

between conductivity measured not only for the same applied force but also for the same piezo

displacement for both SAMs. The transport measurements were performed over a single point

on the surface, avoiding gold grain boundaries and defects within the monolayer. By combining

the information extracted from the simultaneously acquired Fn(V, z) and I(V, z) images, the I–V

characteristics at different applied loads and different piezo displacements can be obtained; while

separating and controlling the mechanical response of the organic layer.

Figure 4.4.24: Normal force image (a), Fn(V, z), acquired in 3D CSFM operation mode on top of the
α-phase. The voltage range is ±1V , and the total piezo displacement is 15 nm. Current images, I(V,z),
acquired on the α and β-phase layers. (d) shows the FZ curve corresponding to the black line in (a), that
is Fn(0, z). The Fn(0, z) corresponding to the β-phase presents the same slope and slight variation on the
adhesion force (∼ 1 nN). (e) and (f) show some selected horizontal line profiles extracted from images in
(b) and (c) at different applied loads.
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The simultaneous measurements of the normal force Fn(V,z) and the current I(V, z) performed

by mean of the 3D mode strategy for both polymorphic phases are presented in figure 4.4.24.

The normal force image measured on the α-phase is shown in (a). The different regions of the

tip-sample approach can be identified in the FZ curve depicted in figure 4.4.24 (d) corresponding

to Fn(0, z), the vertical profile in (a). For simplicity only the normal force image measured on the

α-phase is shown, the FZ curve corresponding to the β-phase present the same Fn vs z slope and

a small variation of ∼ 0.1 nN in the adhesion force. As is seen in (d), initially (z = 0) the tip

is not in contact, the cantilever deflection is almost constant for a few nm travel and at around

z ≈ 3.5 nm the tip jumps to contact. Fn increases with z along the attractive regime (see section

3.2.3.1) and changes to repulsive regime around z ≈ 11 nm.

The grayscale is used to depict the current I(V, z) as a function of both the applied voltage

(fast scan or horizontal axis), which is varied between ±1 V , and the total piezo movement (slow

scan or vertical axis), which corresponds to a 15 nm travel. The I(V, z) images corresponding

to the α and β-phases are shown in (b) and (c) respectively. Horizontal profiles performed in

the I(V, z) image are I − V characteristics corresponding to each piezo displacement value, which

combined with the Fn(V, z) image, allows us to extract the value of the applied load at which each

I − V curve was measured. Straightforward comparison between I − V curves at different applied

loads for the α and β polymorphic phases is therefore possible. Because the current measured for

the α-phase are close to our resolution limit (we have a level of noise of 10 pA) the original data

(presented by points) was fitted by a fifth degree polynomial (presented by solid lines). Both, the

original data and polynomial fits are superimposed in figure 4.4.24 (e), and shows how the fits

nicely reproduce the conductive behavior of the original data. The reason for performing such a

fit is twofold: on the one hand it allows a better visual comparison with the I − V characteristics

of the β-phase and on the other hand and more importantly, enables an easier analysis of the data

that is presented below.

In figure 4.4.24 (e) and (f) the I − V curves of α and β-phases corresponding to the applied

loads marked in the FZ curve of (d) are presented (notice the color code). The I − V curves

show a sigmoidal shape over the ±1V range, with a linear response in the low bias region. This

is in good agreement with the tunneling mechanism modeled by Simmons. However, we notice

that Simmons model is symmetric model. However, in the present case a noticeable asymmetry
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in the I − V curves with respect to the voltage sign is observed for both polymorphic phases.

In fact, more current is consistently measured when the tip is biased negatively relative to the

substrate. This asymmetry in the I − V characteristics could be associated to different factor:

on the one hand the coupling is different at the two metal-molecule interfaces: one end of the

molecule is bonded to the Au substrate whereas the other end is physically in contact with the tip

[241]. In addition, the asymmetric chemical structure of the BP4 molecule, with the alkyl chain

and biphenyl moiety could also play a role, since the efficiency of electron injection is not going to

be the same in the two of them. For comparison of the current asymmetry for each polymorphic

phase we use the rectification ratio (RR) concept. RR is a figure of merit, defined as the current

ratio between positive bias and the absolute value of the current at negative values [242]. Defining

it by RR = |I(−V )|
I(V ) and calculating RR over a confident range of 0.8−1V , we have that RRα ≈ 1.6

whereas RRβ ≈ 1.9. That is, the conductive characteristic on the β−phase is more asymmetric

than in the α-phase.

After the jump into contact point, the central bottom region of the I(V, z) images for both

molecular phases narrows, leading a triangular shape typical of monotonous pseudogap reduction.

The observed behavior can be more clearly observed and even quantified in the selected represen-

tative I–V profiles presented in figure 4.4.24 (e) and (f) (notice the color code of the horizontal

profiles in (b) and (c)). But, which are the reasons for the current increase as the load is increased?

Some plausible effects of the applied load are, for instance: (1) increase in the junction contact area

which in turns affect the number of molecules contributing to the current signal; (2) compression of

the film either due to molecular tilting or elastic deformation; (3) changes in electronic properties

as a result of film deformation. We have tried to discern among these possible effects by analyzing

the behavior of the junction resistance as a function of the applied force.

At low bias, equation 4.4.12 can be used to determine the resistance (Rc) of the junction,

defined as the inverse defined as the inverse slope of the low voltage linear region (±0.2 V in

this particular case) around V = 0V , that is, R = V/I. We calculate Rc all over the tip-sample

approach for α and β−phases and correlate each Rc(z) to its corresponding Fn(0, z). The results

are plotted in semi logarithmic and logarithmic scales in figure 4.4.25 (a) and (b).

For low Fn values ranging from 0 to ∼ 0.3nN it can deduced that the tip-sample electric

contact is not yet well established and the Rc values present some dispersion. From Fn ∼ 0.3nN
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Figure 4.4.25: Calculated contact resistance values on function of the normal force in semi logarithmic
(a) and logarithmic scales (b) for the α and β-phases are shown in black and gray respectively.

on, a nearly linear decrease of Rc with Fn is found in the log-log plot of figure 4.4.25 (b). If the

reduction in the junction resistance values were mainly due to an increase in the contact area, Rc

would be expected to scale as F−2/3
n , because the relation between contact area and applied load is

Λ ∝ F
2/3
n (equation 3.2.7) and the resistance is inversely proportional to the contact area. In order

to test if we have a contact area dependent Rc scaling we fit our data with the Ri ∝ F
−2/3
n relation

in figure 4.4.25 (b). That is, in a log-log plot we fit the data with a linear equation of the form:

log (Ri) = −2
3 log (Fn) + Γi , for i = α, β where Γi are a constants. The corresponding fits are

presented in (b) in red and orange and show that the resistance scales with the contact area ups

to a normal force value of around Fn ≈ 1 nN for the α-phase (denoted by a dashed purple line).

For the β-phase this behavior seems to extend ups to Fn ≈ 1.6 nN (denoted by a dashed yellow

line), the zero deflection point as can be seen in the FZ curve of figure 4.4.24 (d). The deviation of

this behavior indicates that the resistance depends not only on the contact area but other factors

such as film deformation or indentation. Is surprising that the deviation from a Rc ∝ F
−2/3
n for

the α-phase occurs before the zero deflection point (Fn ≈ 1.6 nN). The reason for that could be

related to the presence of the solitons in the α-phase whereas the β-phase presents a much more

homogeneous film surface.

In this work our goal was not the investigation of the conductivity while deforming or indenting

the SAMs of both phases, but to make a comparative study of the conductive behavior of both

polymorphic phases. In order to do that, we focus our attention in the I − V curves of the α

and β-phases corresponding to Fn values close to the zero deflection point (yellow dashed lines in

figures 4.4.25 and 4.4.24 d). In figure 4.4.26 the direct comparison of averaged I−V characteristics
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over the zero deflection region of both polymorphic phases in linear (a) and semi logarithmic (b)

scales are presented. The I − V characteristics have been calculated averaging ∼ 10 curves over

the zero deflection region (marked by dashed lines in figure 4.4.24 (d)).

Figure 4.4.26: Comparison of the α and β−phases I − V characteristics corresponding to zero deflection
point (green point in figure 4.4.24) are presented in linear (a) and semi logarithmic scales (b). The I − V

characteristics fits using the Simmons model for low voltage (±0.4 V ) and complete range are shown in (c)
and (d).

We have compared these curves to what is expected for a simple tunnelling process using the

simple Simmons model. Therefore, by fitting individual I−V curves using equation 4.4.11, φB and

λ values can be determined and the κ can be calculated from equation 4.4.13. This κ parameter

is a structure-dependent factor that has emerged as a characteristic parameter of the junction and

can be used to classify the ability of molecular structures to provide a medium that facilitates

tunneling form one electrode to the other.

For estimating the tip-sample contact area (Λ) we use both JKR and DMT models (see section

3.2.4.1) and compare the results obtained by both of them. We use a nominal tip radius of ≈ 25nm

(provided by the manufacturer), the experimental adhesion value of 1.5 nN (calculated from the

FZ curve of figure 4.4.24), for Pt Young modulus EPt = 140GPa and Poisson ratio νPt = 0.38
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[243], SAM Young modulus ESAM = 9GPa and νSAM = 0.33 we found the contact area to be in a

confident limit of 10− 30 nm2. For the SAM layer thicknesses, we make use of the value obtained

by spectroscopic studies (ellipsometry and XPS)[153, 154] for the α-phase (dα = 1.65 nm), and

we derive dβ from the height difference measured by SFM (Δdα−β ≈ 1.2Å, see section 4.4.1), i.e.,

dβ = 1.53 nm for the β-phase.

Because in the present case the I−V curves are not symmetric the Simmon models fails for fits

in the total ±1V . To solve this problem we used to different strategies: i) fit the curves in a lower

voltage range and ii) to fit the positive and negative branches independently. In figure 4.4.26 (c)

he I−V characteristics fits using the Simmons model for low voltage (±0.4V ) are presented. The

model reasonably reproduces the conductive characteristic of the α-phase, but fails in the case of

β-phase. In the contrary, the Simmons model perfectly models the characteristic of the conductive

response of both phases when is performed independently in each positive and negative branches

(see figure 4.4.26 c). Two different red and green tones are used to differentiate the fits of each

branch.

Fit : Low voltage (±400mV ) Fit: Negative branch Fit : Positive branch
α− phase ΦB = 1.55eV ΦB = 1.54± 0.04eV ΦB = 2.30eV

λ = 0.77 λ = 0.77 λ = 0.63

κ = 0.982Å−1
. κ = 0.979Å−1

κ = 0.978Å−1

β − phase ΦB = 1.27eV ΦB = 1.32eV ΦB = 2.15eV
λ = 0.82 λ = 0.80 λ = 0.63

κ = 0.948Å−1
. κ = 0.940Å−1

κ = 0.947Å−1

Table 4.3: The barrier heights ΦB and λ constant values obtained from the Simmons model fits presented
in figure 4.4.26 and the calculated tunneling decay constant κ are resumed.

The results of the different fits are summarized in table4.3. We found that the barrier heights

ΦB and λ valued differ for the positive and negative branch fits in both polymorphic phases,

but do not vary much in between polymorphic phases for the same fit approach. Interestingly,

however we note that the κ parameters (calculated using equation 4.4.13) for both polymorphic

phases calculated from the three different fits present nearly the same value, κ ≈ 0.98Å−1and

κ ≈ 0.95Å−1
. This κ values are in agreement with the result reported by Su et al. [170] , who

by using spectroscopic STM measurements obtained a value of κBP4 = 0.97 ± 0.7Å−1. In their

experiments however, they do not find differences between the I−V characteristics on top of both α

and β-phases. The present result point that the barrier width (d) parameter, that is the molecular
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layer thickness would be the key parameter factor for the different measured conductance between

the two polymorphic phases.

4.4.5 Understanding the apparent discrepancy between STM and SFM “to-

pography” signals

It is important to note the difference between the SFM and STM measurements for characterizing

non-homogeneous organic samples. In STM, current, not force, is used to control the z tip position

and in consequence to build the so-called “topography” signal. Because the conducting properties

of the molecules under study are generally unknown, the position of the probe with respect to the

molecules might be uncertain. If the STM tip is not in contact with the monolayer, the junction

transport properties are determined by the molecules and the vacuum (or air) gap between the

molecules and the tip. CSFM does not have this difficulty because the tip- sample distance is

controlled by the feedback in normal force, which allows accurate positioning the probe to be just

in contact with the monolayer.

In previous section 4.4.1 we measured the height difference between the α and β−phases to

be dα−β = 1.2±0.2 Å. This difference in height measured by SFM points to a larger difference

in film thickness of the hα−β = 0.8±0.2 Å obtained by cc-STM . Statistical analysis performed

using different samples reveals that this difference is not due to experimental deviation but physical

reasons must be resorted. In fact, it is known that the electron tunneling in STM reflects the density

of states near the Fermi energy of the surface. Thus, differences in height (tip-sample distance)

measured by cc-STM are influenced by the local conductive behavior and in consequence is usually

denoted as “apparent height”. In other words, understanding the discrepancy between cc-STM and

SFM topographic data requires decoupling electronic and topographic contributions and was one

of the motivation for measuring CSFM. In the following we try to conciliate the topographic results

obtained STM and SFM (hα−β vs dα−β) by mean of the conductive measurement results presented

in the previous section 4.4.4.

Previous works faced this problem in terms of the transconductance trough individual molecules

within a two-layer (vacuum gap and film) tunnel junction model for cc-STM [244, 245]. Thus, we

model our STM measurements using a two layer tunnel junction model for non resonant electron

tunneling. The two layer model is schematically illustrated in figure 4.4.27. The assumption of
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Figure 4.4.27: Schematic representation of the two layer tunnel junction model. The tip-sample gap (ti)

and molecular layer (di) thicknesses are represented in red and blue in (a) (i = α, β).

a nonresonant mechanism is supported by the generally accepted values of the energy differences

between the HOMO and the LUMO orbitals, which are around 5 eV for the phenyl ring and 7 eV

for the aliphatic alkyl chain [170, 246]. We define the barrier width of the molecular layer (the one

measured by SFM) by d; the barrier height in STM, i.e. the distance between tip and underlying

gold substrate (the electrode), as h; and the gap distance between molecular layer and the STM

tip as t. That is, we have that hi = di + ti for i = α, β. In consequence, the apparent height

measured by STM can be expressed as:

Δhα−β = (dα + tα)− (dβ + tβ) = Δdα−β +Δt (4.4.14)

where

Δdα−β = dα − dβ and Δtα−β = tα − tβ

The electron tunneling between the STM tip and the conductive substrate in the two layer

model can be described by the composition of the molecular layer and tip-sample gap conductances

as 7:

G = GgapGSAM

and the conductance for each layer is described by:

Gi
j = Ci

je
−kijz for i = gap, SAM ; j = α, β

7The electron conductance is defined as the inverse of resistance, i.e., G = R−1
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where κ is the tunneling decay constant8, z is the layer thickness and Ci
j is the contact con-

ductance, i.e., Cg
i and Cs

i are the contact conductances of the tip-air and air-molecule respectively.

In consequence the STM conductances for each polymorphic BP4 phase can be written as:

Gα = Ggap
α GSAM

α = Cg
αe

−κgtαCs
αe

−καdα (4.4.15)

Gβ = Ggap
β GSAM

β = Cg
βe

−κgtβCs
βe

−κβdβ (4.4.16)

In a cc-STM measurement we have that the conductivity is maintained over all the scanned

area, i.e. Gα = Gβ , in consequence:

Ggap
α GSAM

α = Ggap
β GSAM

β (4.4.17)

By combining equations 4.4.15, 4.4.16 and 4.4.17 and making the reasonably assumption that

the tip-air and air-layer contact conductances are the same for the two polymorphic phases (Ci
α =

Ci
β for i = g, s), we obtain that the molecular layer-tip gap distance difference (Δtα−β) can be

rewritten as:

Δtα−β = − 1

κg
[καdα − κβdβ ] (4.4.18)

For the molecular layer thickness we make use α-phase layer thickness of dα = 1.65nm measured

by spectroscopic studies (ellipsometry and XPS)[153, 154] , and dβ = 1.53 nm for the β-phase

(derived by the height difference measured by SFM, section 4.4.1Δdα−β ≈ 1.2Å). For the vacuum

decay factor we use the value of 2.2Å−1 from the literature [247]. If we use the κi (i = α, β) values

determined by the CSFM measurements (in section 4.4.4), κα ≈ 0.98Å−1 and κβ ≈ 0.95Å−1, we

obtain a value of Δt ≈ −0.7Å. And if we approximate κα ≈ κβ ⇒ κBP4 ≈ 0.97Å−1 an averaged

value of our two values that coincidences with the value reported by Su et al. for both polymorphic

phases [170], then we have that Δtα−β = −κBP4
κg Δdα−β , and we obtain that Δt ≈ −0.5Å. This

results conciliate the two different “heights” Δdα−β = 1.2±0.2Å and Δhα−β = 0.8±0.2Å measured

by SFM and STM (Δhα−β = Δdα−β +Δt).

8The tunneling decay coefficient is usually denoted by β, here however in order to avoid any confusion with the
BP4 β-phase we denote it by κ.
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This result concludes that the apparent height measured by STM strongly depends on the

molecular conductance of each molecular phase. Using a two-barrier tunnel junction model, we

are able to explain the differences between the measured topography in cc-STM and the true

physical thickness of the organic layer.

4.5 Summary

Throughout this chapter we have characterized and investigated the surface properties of the BP4

SAM consisting of two polymorphic phases coexisting on Au(111) surface. Thanks to the in situ

reference that the coexistence of the two polymorphic phases offer, the investigation of the impact

of the supramolecular order of the SAM into the morphological, tribological, electrostatic and

conductive properties of the surface have been possible by scanning force microscopy and scanning

tunneling microscopy. We have shown how the supramolecular order of the SAM is a decisive

factor influencing such nanoscale properties.

We have gained knowledge on the morphological and structural differences of the phases and

also on the soliton structures present in the α polymorphic phase. By mean of friction force

microscopy (FFM) we found that the friction response varies for the two polymorphic phases.

In addition, we show how molecular domains with different orientation can be distinguished by

mean of friction anisotropy and asymmetry effects. Therefore making use of high sensitivity lateral

force imaging we are able to reveal structural details of BP4 SAMs well beyond the topographical

information provided by STM. We also reveal tribological differences over the α-phase solitons

structures.

Furthermore, we have proven that the supramolecular order influences the electrostatic prop-

erties of Au(111) surface, that is, in the work function shift induced by molecular layer on the

Au(111) surface. The supramolecular order change modifies the work function shift of the gold

in nearly a 14% from α to the β-phase. In addition, we study the relative contribution of the

molecular density, molecular dipole and layer permittivity factors into the work function change

measured between polymorphic phases and we have derived the difference on the dielectric constant

and polarizability of the molecules in each phase.

We also characterized the conductive response of each polymorphic phase by mean of conduct-
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ing SFM (CSFM). A clear difference between the conductive response of the molecular phases is

found and is mainly attributed to the difference in thickness between molecular layers. In addi-

tion, based on electron current measurements, the combined use of STM and CSFM allows us

interpreting the differences in apparent height as measured by one or the other technique in non-

homogeneous organic layers and thus, decoupling the electronic and topographic contribution in

the STM signal.
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Chapter 5

Surface properties of chemically
nanostructured SrT iO3 :
self-organization and selective
functionalization

5.1 Motivation

Hybrid materials based on oxide supported organic films are the subject of increasing interest

because of the many practical applications they may find in nanotechnology. The control of growth

and properties of these hybrid structures, on a length scale down to nanometric dimensions, is one

of the major challenges in the field and surface science strategies based on the use of nanostructured

substrate surfaces can be employed to initiate and control the growth in a bottom-up fashion.

For various reasons T iO2 has been the archetypal material to be used either as substrate or

as active element in uses as catalysis and electricity conversion. For instance, this oxide is used

in photoactive and photochemical applications, as photovoltaics and photocatalysis [248], and

the role of defects (vacancies, surface steps and so on) produced by reduction of crystal miss-cut

has been exploited in the enhancement of T iO2 surface reactivity [249]. On the other hand, the

possible applicability of other titanium-based oxides, such as strontium titanate (SrT iO3, STO),

has been proposed in photo-catalysis [250] or to be used as optical anode materials for organic

photoelectronic devices [251]. To resolve the STO optical transmittance being lower than that

of the commonly used indium tin oxide (ITO), the use of thin films was proposed. It is known
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that high quality thin films need of extremely flat (atomically flat) substrates. However, though

having substrates with extremely flat surfaces is already possible, the range of work functions

needed for anode materials in typical organic light emitting diodes (OLEDs) seems unattainable

with STO that becomes intensely colored after doping [252]. New approaches such as surface mod-

ification by organic molecular functionalization are promisingly envisaged. Organic self-assembled

monolayers (SAMs) are of particular relevance in a wide variety of fields to improve or modify

the characteristics of the materials surfaces. They are, for instance, employed in relatively conven-

tional electromechanical devices as lubricating layers [7], or used to induce specific interface dipoles

upon adsorption ( as has been already seen in chapter 4), which tune the surface work function

in optoelectronic systems [194, 201]. Thus both, the nanotribological properties of the organic

films themselves and the surface contact potential modifications they induce on the substrates, are

decisive and deserve in depth investigation.

The role of chemical surface termination of STO(001), T iO2 or SrO, has been observed down to

the atomistic level [253–255] and because titanium dioxide (T iO2) terminated surfaces are preferred

in many applications, obtaining nanostructured surfaces having tailored T iO2 termination is of

enormous interest for further developments. Moreover, besides the appealing properties of the

T iO2 substrates and those of the materials growing on that surface, the capability of confining

these properties at the nanoscale in a controlled way, although challenging, is of major technological

interest in a variety of fields. Bachelet and co-workers [19] have recently obtained a reproducible

procedure to obtain the simultaneous and separated presence of T iO2 and SrO terminations on

the STO(001) surface. Furthermore, they have shown that this nanopatterned oxide surfaces can

be employed as template for the selective growth of functional oxides, as SrRuO3 [19], thanks to

the different nucleation that the SrRuO3 presents on T iO2 and SrO surfaces.

In this chapter we explore the use of the nanopatterned STO (001) surface as template for the

growth of organic SAMs. We find that carboxylic functionalized SAMs are selectively grown in the

T iO2 surface, what allows us to investigate SAMs adsorption influence into the mechanical and

electrostatic properties of the oxide surface. We start addressing the main characteristics of the

nanopatterned STO (001) surface and we devote the rest of the chapter to describe the selective

adsorption of SAMs on the T iO2 surface and discuss how this influences the local mechanical

and electrostatic properties of the surface. The thermal treatment of the as-received substrates
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was done by Dr. Romain Bachelet and Dr. Florencio Sánchez from the group of Prof. Josep

Fontcuberta (from the ICMAB). Prof. David B. Amabilino (from ICMAB) was involved in the

selection of molecules chosen as candidates for their adsorption on the STO surface, and in the

different deposition conditions that were tested.

5.2 Nanopatterned SrT iO3 (001) surface

SrT iO3(STO) is a cubic perovskite with a parameter aSTO = 3.905Å (see figure 5.2.1 a). Along

the 〈001〉 directions alternating neutral T iO2 and SrO layers spaced out half of one unit cell (u.c.)

are staked as schematically shown in figure 5.2.1 (b). In consequence, the STO(001) single-crystal

surfaces have two possible chemical terminations, T iO2 or SrO. The inevitable misorientation in

the cutting process of the single crystal through the rational crystallographic plane (001), gives

rise to a step terrace morphology. Atoms reorganize into low energy surfaces planes creating

a periodic pattern of terraces separated by one u.c. in the surface. The width of the terraces

is inversely related to the substrate miscut-angle, that is, the misorientation angle between the

cutting and (001) plane. The smaller the miscut-angle the wider the terraces. For the present

work commercially available STO single crystals from CrysTec [256] with miscut angles lower than

∼ 0.2◦ have been used, which result in hundreds of nanometers wide terraces. For dynamic mode

SFM (dm-SFM) silicon tips mounted in rectangular cantilevers with force constant k ≈ 2.8N/m

(Nanosensors) have been used. While for contact mode SFM (cm-SFM) measurements both silicon

and Si3N4 tips mounted in rectangular cantilever (k ≈ 2.8N/m, Nanosensors) and triangular ones

(k ≈ 0.1 − 0.5 N/m, Veeco) have been used. All the measurements presented in this chapter

have been performed under N2 environment (with a relative humidity RH < 5%) to diminish

any possible humidity effect and keep the very same conditions from one measurement to another.

cm-SFM measurements have been always performed at the lowest possible applied load close to

the pull-off force, i.e. in the attractive regime, to maintain the very same load conditions for

different samples, making possible the comparison of the friction force microscopy (FFM) results

and preventing any sample damage or deformation in the case of STO surfaces functionalized by

SAMs.

It is well known that the two T iO2 and SrO termination coexist on as-received substrates. In
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Figure 5.2.1: Schematic crystal structure of the perovskite unit cell for SrT iO3 is shown in (a). Along the
〈001〉 directions, alternating T iO2 and SrO layers spaced out half of one unit cell are staked as highlighted
in (b). Figures plotted using Vesta program [257].

the dm-SFM topographic image of the as-received substrate in figure 5.2.2 (a), distinguishable steps

and terraces having very irregular step-edges can be observed. In the corresponding height profile in

5.2.2 (b) the existence of one unit-cell (u.c. ∼ 3.9Å) steps to which a fluctuating signal of amplitude

larger than the level of noise is superimposed. This likely reflects the coexistence of random

distribution of T iO2 and SrO terminations that coexist in untreated substrates. R. Bachelet and

co-workers have shown that starting from random distribution of both terminations in as-received

surfaces and by appropriate thermal annealing at relatively high temperature (1000 − 1200◦C)

under oxidation conditions the nanopattern of the surface on separated and well ordered chemical

terminations can be achieved [19]. Under annealing at relatively high temperatures and oxidizing

conditions the Sr segregates [258–260], and the SrO self-organization can be achieved. In this case,

the surface Sr diffusion results in the formation, along the substrate step-edges, of well-ordered

array of half-unit-cell-deep trenches coexisting with atomically flat T iO2 terraces in between.

By tuning the annealing conditions (temperature and time), the size and distribution of SrO

terminated areas can be controlled, from nanometer scale patches to highly ordered 1D-structures

[19].

In the cm-SFM image shown in figure 5.2.2 (c) the effect of high-temperature annealing under

air (2h, 1100◦C) on the surface STO (001) can be appreciated. Inspection of the topographic

image reveals that high-temperature annealing leads to a great smoothing of the virgin surface

with formation of smoother step-edges and flatter terraces (rms ≤ 1Å). In addition, some darker

(lower height) regions aligned along ascending step-edges appear. Indeed, the corresponding height

profile (5.2.2 d) shows the existence of 1/2 u.c. deep topographic striped areas adjacent to step-
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Figure 5.2.2: dm-SFM topographic image of as-received (a) and cm-SFM image (1100 ◦C, 2h) of air-
annealed (c) SrT iO3(001) substrates are shown. In (b) and (d) the corresponding profiles from the locations
marked in (a) and (b) are presented. Image (a) and corresponding profile (b) reproduced from [19].

edges. The observed self-ordering of SrO (and consequently T iO2) termination on SrT iO3(001)

surfaces implies chemical self-assembly and atomic diffusion. For this process to occur, a driving

force must exist promoting SrO enrichment at step edges. Bachelet and co-workers suggest that

the existing strain field at step-edges may play a role in the nucleation of the SrO termination in

the step-edges, similarly to the basis of previous results indicating preferential nucleation of SrO

nanocrystals on strained regions of STO surface [19, 258]. We devote the last part of this section

to discuss the surface diffusion process that causes the chemical termination nanopatterning with

trench and leaf shaped SrO location in the edge of the terraces, but we avoid any deep investigation

of the reasons and processes that cause the other observed surface morphologies.

However, the high-temperature annealing of the STO (001) crystals does not always give rise

to well self-ordered and nanopatterned surfaces. After studying the surface of several treated sub-

strates we found that for some of the crystals, and even for different locations of the same substrate,

very different surface topologies could be found. For instance, variety of terrace morphologies and

step edge patterns were measured, with the presence of different shape and depth vacancy islands,

different island geometries, cracks, etc. As an example of some of the different morphologies that

were observed, some topographic images of different crystal or/and locations are presented in figure

5.4.1 in the end of this chapter (Appendix 5.4). We notice that some aspects in the atomic diffu-

sion and self-assembly of those oxides surfaces under thermal treatments still remain unraveled and
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that they deserve further specific and directed studies. However, for the present work we focused

in the most reproduced nanopatterned surfaces obtained by the high-temperature annealing, with

well separated T iO2 and SrO locations, where the SrO locations present a trench or leaf shapes

at the edge of the terraces. Firstly because those are the most reproducible surface structures we

obtained by the high-temperature treatment, and second, because those nanostructured surfaces

offer an excellent template to investigate the functionalization of the STO(001) surface by SAMs.

Figure 5.2.3: Topographic (a) and lateral force forward (b) and backward (c) data simultaneously acquired
on STO(001) surface after (1h,1100◦C) air-annealing treatment. (a) Topographic image and corresponding
profile (d) . T iO2 and SrO termination friction difference determination by lateral force forward (b) and
backward (c) whole images histograms representation and corresponding peaks difference (e).

In figure 5.2.3 a nanostructured STO (001) surface of a different crystal after a (1h, 1100◦C)

thermal treatment is presented. In the topographic image of figure 5.2.3 (a), the lower height

location that appear as trenches along step-edges are clearly visible. The lateral force (Fl) forward

and backward images presented in figure 5.2.3 (b) and (c) evidence a clear friction contrast between

the flat terraces and trenches, confirming their different chemical nature. In previous reported

friction force microscopy (FFM) studies, the SrO termination was found to present a higher

frictional response with respect to T iO2 termination [19, 261, 262]. The higher frictional contrast

of the SrO termination is attributed to the higher water affinity of this termination [262, 263].
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Since the trenches present a higher frictional contrast, we assign the nature of the trenches regions

as SrO terminated. It has to be mentioned Koster and co-workers [264, 265] have done the contrary

assignation on the friction response of the two chemical terminations. In addition to be based in

the results of Fompeyrine et al. and Iwahori et al. works [261, 262], our assignation of the high

friction contrast to the SrO termination is supported by the combined SFM and XPS study of

Bachelet and co-workers on STO(001) substrates presenting different ratios of the two chemical

terminations[19, 266], and on the selective growth of SrRuO3 on top of the T iO2 surface which

acts as a chemical probing method [19, 266].

To quantify the difference between friction responses of the two chemical terminations, instead

of plotting the conventional friction loop of a certain line scan, we build a “statistical frictional loop”

with the values of the whole lateral force forward and backward images, what allows us to take into

account the friction differences over all the different T iO2 and SrO terminations of the imaged

area. In figure 5.2.3 (e) histograms of lateral force obtained out of the whole forward (light gray

background) and backward (dark gray background) images are plotted, where the corresponding

peaks referred to T iO2 and SrO terminations appear colored in red and green respectively. The

mean friction force is calculated by the half of the separation between forward and backward peaks

(F = |F f
l −F b

l |/2, see section 3.2.5.1). By this methodology the friction is quantified to be about

17% higher at the trenches (SrO termination) than at the terraces (T iO2 termination), that is

F (SrO)/F (T iO2) = 1.17 ± 0.06. This percentage reaches higher values under higher humidity

conditions, likely due to an enhanced water adsorption on the more hydrophilic SrO termination

[261, 262, 267, 268].

A thorough analysis of the topographic difference between the two chemical termination and

its correlation with the frictional response is done in figure 5.2.4. Instead of using conventional

friction loop profile analysis, mean friction image is calculated and presented in (b). For calculating

the friction image we use the procedure introduced in section 4.4.1, which consist in building the

friction map by calculating the mean lateral force of the trace-retrace images. In agreement with

the result presented in figure 5.2.3, the formation of nearly continuous trenches, along step-edges

is well visible in the topographic image 5.2.4 a, with smooth step-edges and flat terraces separated

by 1/2 u.c. deep low-lying regions. The topographic profile between trenches presented in figure

5.2.4 f (marked in black in (a)), nicely reproduce the u.c. step height of ∼ 3.9Å between two
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Figure 5.2.4: Topographic and friction map of SrT iO3(001) surface after (1100 ◦C, 2h) air-annealing
treatment. The corresponding profile (f) from the locations marked in the topographic image (a) shows
the corresponding unit cell ∼ 3.9Å height difference between same T iO2 termination consecutive terraces,
while 1/2 u.c. and 3/2 u.c. height between SrO and adjacent T iO2 terraces is clear in the profile presented in
(g). The sketch of the deduced surface nanostructure has been placed correspondingly above the topographic
profile (d,e). T iO2 and SrO termination friction difference is determine by the peaks shift in the histogram
representation (c) of the complete friction map (b). Figures (d) and (e) plotted using Vesta program [257].

adjacent T iO2 termination terraces and is directly correlated with the same frictional contrast

found for both terraces (profile location marked by dashed black line in friction image (b)). The

height difference between T iO2 and SrO terminations is clearly determined from the line profile

(g) that corresponds to the location marked in gray in (a). The SrO termination is 1/2 u.c. and

3/2 u.c. lower with respect to the two adjacent T iO2 termination terraces and the topographic

and frictional difference is established by comparison of the line profile location in (a) and (b)

(solid and dashed gray line respectively). For the friction difference determination, statistical

analysis of the complete friction image data is performed in the histogram plot of (c). The friction

contrast is directly determined from the relative displacement of the corresponding peaks, and a

12% higher frictional response is found for SrO termination with respect to T iO2 locations in this

case (F (SrO)/F (T iO2) = 1.12 ± 0.03), what is in agreement with the result obtained in figure

5.2.3 and in previously reported works [19].

In order to investigate the surface diffusion processes that cause chemical termination nanopat-
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terning, a low miss-cut substrate (terrace width around 800 nm) was annealed at ∼ 1100◦C for

30 min. Under these conditions, the chemical nanopatterning by surface diffusion is not com-

plete and simultaneous topographic and lateral force monitoring permit a “dynamic” view of its

formation process (figure 5.2.5).

Figure 5.2.5: Topographic and lateral force data for the incipient state of the bi-chemical termination
nanostructuring of a STO substrate thermally treated at ∼ 1100◦C for 30min (a,d). The number labeling
in (a) and (d) is used to describe the dynamics of the vacancy islands until formation of SrO-terminated
patches at the edges of steps separating T iO2 terraces (see text). Line profile panels taken in (a) cross
different surface features (terraces, steps and vacancy islands), number 7 in the red profile serve as reference
to locate one complete leaf shaped structure ∼ 0.2 nm deep circled in (a), which is hardly seen in the
topographic image due to a total vertical scale of 3nm. A topographic profile as indicated in (d) is shown in
black in (f) with the corresponding friction profile (in gray) calculated from the profiles in the lateral force
forward and backward images ((e) left and right, respectively).

Figure 5.2.5 (a) shows an incipient state of the self-assembly of the chemical terminations.

The expected stepped surface, i.e. flat T iO2 terraces separated by ∼ 0.4 nm high steps (one u.c.

in height) do present other remarkable surface features such as meandering step-edges and some

rounded holes in the flat terraces (figure 5.2.5 a and d). As-received STO substrates consist of

terraces differing by 1 u.c. in height with disordered steps and present coexistence of the two ter-

minations (SrO and T iO2), which differ by 0.5u.c (see figure 5.2.2). Therefore, the observed holes

might originate from coalescence of much smaller ones pre-existing in the as-received substrates

surface, which would not be visible because of the limited lateral resolution of SFM but inferred

from a substantial surface roughness on the terraces of untreated samples [19]. As can be seen

(figure 5.2.5), the holes have different diameters (from tens of nm to a few hundred nm), are located

in the terraces at diverse distances from the descending step edges but, remarkably, are all 1.5u.c.

(∼ 0.6nm) deep. Since SrO termination is a minority part of the (001) surface of untreated STO

crystals [260], these 1.5 u.c. deep holes should be vacancy islands with the appropriate depth to

exhibit a SrO termination. This idea is further supported by the friction force measurements (for-
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ward and backward presented in figure 5.2.4 e) which are in agreement with previous assignment

of the termination chemistry [19].

Holes of different sizes are the result of coalescence of smaller vacancy islands. Dynamics of

the vacancy islands diffusion can be better appreciated by comparing the size and position of the

holes. In figure 5.2.5 (a) and (d) some holes have been labeled (from 1 to 8) at progressively

shorter distances from the step edges. Thus, several stages of the vacancy islands diffusion to

these locations can be seen as frozen frames of a time resolved surface evolution. Once a specific

vacancy island is close enough to the step edge, the resulting neck is subsequently narrowed (3, 4)

until it is broken to minimize the island perimeter plus step border (5, 6). At this stage, the total

ledge relaxation gives rise to leaf-shaped structures (7,8). More clearly developed in figure 5.2.6

(a), these structures have a 0.5 u.c. and 1.5 u.c. depth with respect to the lower and upper terrace

levels. All line profiles in figure 5.2.5, are consistent with the dynamical picture outlined above in

which initially 1.5 u.c. deep holes formed at a given terrace, migrate to the descending step edges

and are at the origin of SrO terminated regions (0.5 u.c. in depth) confined between terraces.

Figure 5.2.6: Topographic and friction data of the nanostructured STO substrate, thermally treated at
∼ 1100◦C for 2h, presenting leaf-shaped 0.5 u.c.deep SrO regions. The 0.5 u.c. height difference between
T iO2 and SrO termination is determined in the histogram plot presented in (c) of the location marked in
(a). (d) shows the friction signal histogram plot of the whole image (b).

Resulting from this diffusion of holes which expose the SrO termination, one expects that if

the surface treatment is prolonged, these leaf structures will still evolve and eventually give rise

to the formation of SrO trenches, 0.5 u.c. deep with respect to the lower terrace level. In fact,

after longer annealing (∼ 2 h) at the same temperature (1100◦C), step edges smoothen and the

0.5 u.c. low-lying regions coalesce to form well-defined SrO-terminated regions running along the

lower step edges in between T iO2-terminated terraces (figure 5.2.6 a) [19]. Long-range elastic

interactions can play an important role in the stabilization of these low-lying SrO regions at step
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edges [269]. The SrO nature of the low-lying regions in figure 5.2.6 (a) is confirmed by the higher

friction contrast that they present (see figure 5.2.6 b). Besides, this low-lying SrO regions 0.5 u.c.

depth is confirmed in the height histogram plot of 5.2.6 (c) corresponding to the location marked

in (a), where the 0.5u.c. height is determined in direct comparison to the one u.c. height difference

found between adjacent T iO2 terraces. The SrO regions friction contrast is found to be a 13%

higher than that of the T iO2, in agreement with the presented previous results of figures 5.2.3 and

5.2.4.

The mechanism of vacancy islands coalescence detailed above and observed in real time for

metallic surfaces [270, 271], has also been proposed to describe the dynamics of similar circular

holes observed in low miss-cut STO substrates after chemical etching and annealing at 950◦C for

∼ 1 h aiming to get single T iO2 termination [265]. However, in that case, the observed holes were

only 1 u.c. deep as expected from the single terminated T iO2 surface used in those experiments,

i.e. the holes exhibited the same T iO2 termination as the surface terraces.

In the following sections we explore the deposition of organic molecules with carboxylic func-

tionalization onto this nanopatterned oxide surface, and investigate how the self assembling of this

organic molecule layer changes the mechanical and electrostatic properties of the oxide surfaces.

5.3 Selective adsorption of stearic acid into the nanopatterned

SrT iO3(001) surface

Stearic acid (n−C17H35COOH) (denoted by Ac, its structure is shown in figures 5.3.1) was chosen

because the carboxylate function can interact favorably with oxide surfaces [272, 273] as well as

the fact that the alkyl chain can lead to ordering of the hydrophobic section (the alkyl chain)

of the molecule through van der Waals interactions, a situation that arises in different types of

self-assembled monolayers [8]. Furthermore, the dimensions of the molecule (∼ 2.3 nm, calculated

by the ChemDraw [179]) make it easy to locate on the surface and to determine its orientation. In

addition, since this saturated fatty acid is commonly used as lubricant and is expected to present

a conveniently oriented molecular dipole of measurable magnitude [274] this molecule appears

suitable to explore changes on the STO surface properties under investigation here.

In order to deposit the stearic acid on a patterned STO surface as the ones shown in figure 5.2.4
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Figure 5.3.1: Chemical structure of the stearic acid molecule (n− C17H35COOH).

or 5.2.6, we first attempted incubation of the surface in a 2mM solution of the acid in absolute

ethanol. Even for long periods of immersion time (up to 25 h), removal of the sample and rinsing

with ethanol gave only signs of very little non-specific adsorption. In figure 5.3.2 (a) a cm-SFM

topography image of laterally nanopatterned STO surface after a 24 h immersion in 2mM stearic

acid solution is presented. Even if some adsorption of molecules is deduced from the increase of

the surface roughness and the apparent material drag by the scan of the tip, the corresponding

profile shown in figure 5.3.2 (b) reproduces the one u.c. height between T iO2 terraces and 1/2 u.c.

between T iO2 and SrO terminations. This observation indicates that the surface sites of the STO

as it is prepared and subsequently handled in air are not sufficiently active to form covalent links

with the acid over extended areas which enables the molecules to self-assembly.

Figure 5.3.2: cm-SFM mode topographic image of STO surfaces after its immersion in a 2mM solution of
Ac in ethanol. Although it presents a higher roughness, the line profile presented in (b) reproduces the u.c.

height difference between T iO2 terraces and 1/2u.c. and 3/2u.c. between T iO2 and SrO adjacent locations.

In an alternative approach, the ethanolic solution of the acid was cast from a pipette onto

the nanopatterned STO and the solvent was let to evaporate. The surface was then rinsed with

absolute ethanol and dried under a N2 stream. SFM images of STO surface prior and after the

drop cast deposition are presented in figure 5.3.3 (a) and (b) respectively. The topographic image
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of (b) shows that the acid specifically adsorbs onto the T iO2 termination, as is confirmed by

the corresponding line profiles of (c) and (d). In topographic line profile (c), corresponding to

the laterally nanopatterned virgin STO surface (figure 5.3.3 a), the 1/2 u.c. and 3/2 u.c. height

difference between the SrO depression trench and adjacent T iO2 terraces is visible. In contrast, in

the line profile (d) corresponding to the STO Ac drop casted surface, the one u.c. height difference

between adjacent T iO2 terraces is reproduced (right part of the profile) while a higher topography

difference is found between SrO termination trenches and adjacent terraces, what proves that the

Ac selectively absorbs on the T iO2 surface. Growth of the first monolayer seemed to inhibit the

growth of further organic layers on top and a nearly perfect SAM following the nanostructured

chemical pattern of the underlying substrate is formed (see figure 5.3.4 a). This situation will

be described in more detail later on. The casting procedure was tested at different deposition

conditions, including sample post-annealing, without noticeable changes.

Figure 5.3.3: cm-SFM topography images of STO surfaces prior (a) and after (b) the drop cast of stearic
acid in ethanol. The corresponding line profile presented in (c) shows the 0.5 u.c. and 1.5 u.c. topography
difference between adjacent SrO trenches and T iO2 terraces, while in the relief profile (d) corresponding
to the drop casted STO surface an extra height difference (denoted by hAc) is found between adjacent SrO
and T iO2 locations.

In very few cases, local excess of stearic acid was found to give rise to some SrO occupation or

even isolated multilayer islands formation ( 3D crystallites). In figure 5.3.4 (a and b) the partial

coverage of the SrO termination trenches by Ac is evident. Due to the different hydrophilicity

presented by the T iO2 and SrO surfaces [261, 262, 267, 268], different attempts were done in order
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to rule out any thin water film influence on the inhibition of the Ac chemisorption on the more

hydrophilic SrO termination. The experiments basically consist in annealing the STO sample

prior to the drop cast deposition temperatures between 100 and 200◦C in order to diminish the

inevitable absorbed water film on the STO surface when exposed to air, in particular on the SrO

terminations. In a first series of experiments, the STO crystals were annealed up to temperatures

in the range of ∼ 200 ◦C by placing the crystal on top of a hot plate stirrer for ∼ 30 minutes. The

crystal was allowed to cool down for a few minutes to room temperature before the drop cast of

Ac was performed. With the goal of decreasing the sample-air exposure time at room temperature

conditions, in a second kind of experiments, the drop cast of the Ac solution was deposited on top

of STO crystal just after taking it out from hot plate held at ∼ 100− 150 ◦C. Because the melting

point of the stearic acid is 69.6 ◦C [275], in this second attempt the molecules were supposed to

crystallize with the substrate cooling. However, no correlation between Ac drop cast deposition

conditions and Ac chemisorption on SrO surface was found and the selective absorption of Ac in

T iO2 surface was found in most of the experiments. In fact, previous results indicate that the

SrO termination is not only more hydrophilic than the T iO2 one, but that the hydroxylation of

its surface occurs at much lower water partial pressures than the T iO2 one [263] and even ambient

conditions. This hydroxylation could not be removed by such a low temperature annealing of

the samples, and thus the presence of the hydroxyl groups bonded to the Sr atoms could explain

the inhibition of the of the adsorption of the Ac molecules in the SrO surface. The selective

growth of the Ac molecules on the STO(001) surface could also arise from specific adsorbate-

surface interaction leading to a more favorable interaction with the T iO2 termination than the

other, where the carboxylic acid group forms hydrogen bonds with the T iO2 rather than to the

SrO areas.

In some cases, Ac multilayer island formation was observed. In figure 5.3.4 (c) a topography

image of an isolated multilayer island is shown. These crystallite-like structures, is quite homoge-

neous in height and reproduces the substrate step morphology as can be seen in the topographic

line profile in (f). The island presents a 5.3 ± 0.2 nm in height as can be derived from the line

profile (e) performed along a substrate terrace (image 5.3.4 d), and exhibits a two levels top with

extremely well defined inter-plane distance of ∼ 1.3±0.2nm. As in single crystal structure, the Ac

molecules are supposed to form head to head carboxylic tapes layers to build multilayers by van
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Figure 5.3.4: Topographic cm-SFM data for three different stearic acid coverages (a, b and c) obtained on
three different STO substrates. The line profile in (f) corresponding to the location marked in (c) shows
the STO step terraces reproduction by the absorbed multilayer of stearic acid. A magnified region showing
a multilayer of stearic acid (d) and a line profile (e) as indicated in (d). The total height (∼ 5.3 nm) is
a multiple of the difference between the two superior levels (1.3 nm), which coincides with the monolayer
thickness (see text). (a) scale 8 nm− 0 nm, (b) scale 5 nm− 0 nm from bright to dark.

der Waals interactions of the methyl end groups of the alkyl chains. Stearic acid single crystals

however, have been shown to present different polymorphisms. Sato et al. [276] showed that the

rapid crystallization when using polar solvents (as ethanol, as in our case) induces the Ac to crys-

tallize in a monoclinic like structure (C type form). Using X-ray diffractometry, they report an β

angle1 of ∼ 58◦, while Malta et al. [277] and Sato et al. [278] reported a value around β ≈ 52◦.

Stearic acid molecules (figure 5.3.1) are ∼ 2.3nm in length (calculated by the ChemDraw program

[179]) and the monoclinic C-form single crystals c lattice parameter corresponding to a bilayer of

Ac is of ∼ 5.09 nm [278]. The measured heights in the Ac multilayer islands are consistent with

layers of molecules standing up with a tilt angle of about ∼ 57 ± 2◦ with respect to the surface

normal, what is in agreement with the β angles reported for single crystals of Ac in the C−form.

If this is the case, the three dimensional islands would consist of 4 molecular layers grown on the

monolayer in direct contact with the T iO2 terminated terraces of the substrate, which could then

be considered as a wetting layer. We suggest that these 3D structures resulting from multilayer

formation are observed rarely because are easily removed by the sample rinsing with ethanol due to

the weak van der Waals interactions between methyl terminal group holding the island structure.

1β is the angle that c primitive vector forms with the ab plane in the monoclinic structure.
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On the contrary, the selectively grown single layer shown in figure 5.3.3 (b), 5.3.5 and 5.3.6 was

observed to form over the vast majority of the surface and was obtained repeatedly in different

samples, as described in the following paragraphs.

Figure 5.3.5: (a) 3D representation of cm-SFM topographic image of STO surface after the selective ab-
sorption of stearic acid in T iO2 surface. The corresponding line profile presented in (b) crosses consecutive
regions consisting in (Ac/T iO2) − (SrO) − (Ac/T iO2) − (Ac/T iO2) − (Ac/T iO2) − (SrO) − (Ac/T iO2)

surfaces, as is reproduced in the sketch presented in (c).

With a solution concentration of 2mM and drop casting at room temperature and subsequent

ethanol rinsing, rather homogeneous surfaces, in which a completely selective adsorption exists,

were always observed. This can be seen in the 3D representation of the topographic image presented

in figure 5.3.5 (a). The homogeneous coverage of T iO2 surface reproduces the step morphology of

the substrate with the low-lying depressions corresponding to bare SrO termination. In the line

profile depicted in (b), five Ac covered T iO2 surface steps and two bare SrO terminated region

are crossed as is schematically represented in (c). The presence of the Ac covered one u.c. height

steps offers an in situ reference that allows the measurement of the organic layer thickness of hac ∼
1.1–1.3 nm, which coincides with the inter-plane distance measured in the multilayered islands.

An statistical analysis of the organic layer thickness is presented in the histogram plot of figure

5.3.6 (b) that corresponds to the height values of the location marked in the topographic image of

figure 5.3.6 (a). The Ac monolayer thickness is determined by direct measurement of the height

difference between two adjacent T iO2 terraces covered by Ac, resulting in a hac ≈ 1.2 ± 0.1 nm.

This observation supports molecular self-assembly with stearic acid molecules tilted about ∼ 57◦
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with respect to the surface normal. Such a large tilt angle has also been reported for similar alkane

chain-based molecules like alkanethiols in GaAs(100) [279] and Au(111) [280] and ascribed to

both optimization of the intermolecular van der Waals interaction between molecules (chain-chain

distance ∼ 0.45 nm) [40, 281] and commensuration with the underlying substrate.

Figure 5.3.6: (a) Topographic image of stearic acid deposited onto nanostructured STO substrate, (b) his-
togram representation of the topographic signal data of the location marked in (a). (c) magnified topographic
image, (d) 2D-FFT (fast Fourier transform) of the image in (c).

Carboxylate function molecules (R−COO−) adsorption on T iO2 surfaces has been extensively

studied [273]. Carboxylic acid is known to adsorb dissociatively into T iO2 and can present three

different binding geometries to the T i atoms [272, 273]. In the monodentate binding, one of the

oxygens of the carboxyl group is bond to a T i; in a dentate chelating binding, the two oxygens of the

carboxyl are bonded to the same T i atom and in a bidentate bridged bonding, each oxygen atom is

bonded to a different T i atom. Due to the large T i−T i distances (∼ 3.9Å) in the STO(001) surface

compared to the oxigen distances (∼ 2.2Å in carboxylic acid, data from ChemDraw program

[179]), in the present case a monodentate or bidentate chelating bonding would be favored, that

is a Ac molecule per each T i atom. Noting however, that STO is a cubic perovskite with a lattice

parameter of 0.3905nm, matching between the molecular arrangement of tilted molecules and the

T iO2 squared surface, is not evident. The T iO2 squared area (∼ 16Å2) is too small to hold an Ac

molecule bonded to each T i atom in close packed SAM structure. Such a close packed structure of

the Ac would not be favored due to strong repulsive interactions between alkyl chains, essentially
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because the T i − T i distance is smaller than the close packed chain-chain distance (∼ 4.5Å)

on SAMs. In fact, the closest packed structures in the case of octadecanethiol on Au(111) is a
√
3 × √

3R30◦ with an area per molecule of ∼ 22Å2. Supported by the fact that both the first

Ac absorbed layer and inter-plane distance in the multilayer island coincides, most probably the

molecular assembly is dominated in this case by the cohesion energy between molecules rather

than the geometric constrains imposed by the surface. Effort was done trying to resolve the

Ac supramolecular arrangement by molecular periodicity lateral force measurements (see section

3.2.5.1), without success. However, detailed inspection of the cm-SFM topographic image in 5.3.6

(c) reveals that the assembled molecules appear packed in small 2D clusters quite uniform in size

(∼ 25 nm in diameter), which cover the T iO2 terraces forming a nearly closed-packed layer (see

the corresponding fast Fourier transform data in figure 5.3.6 d). The formation of the SAM by

those small clusters of molecular domains could be originated by the forced fast assembly of the

molecules on the employed drop cast deposition method, and could also explain the impossibility

of resolving the molecular arrangement by lateral force molecular stick-slip measurements.

5.3.1 Influence of stearic acid into the mechanical properties of the T iO2 sur-

face

In order to know the change in the surface frictional response induced by the organic layer, simul-

taneously to topographic imaging the lateral force (forward and backward, F i
l , i = f, b) images

were also acquired in cm-SFM. In order to perform a reliable comparison, FFM measurements

between Ac termination and SrO surface where always performed under low-humidity conditions

(RH ≤ 5%) in order to keep the very same conditions as the ones used for the FFM measurements

performed between T iO2 and SrO terminations. The difference in frictional response between

SrO and T iO2 terminated regions previous to the organic layer deposition was found to be about

∼ 10− 15% (as has been presented in section 5.2), in accordance to the reported value of 15% for

low humidity [19].

In figure 5.3.7 the simultaneous topographic (a) and lateral force forward (b) and backward

(c) images of a nanostructured STO with Ac absorbed in the T iO2 surface as that of the figure

5.3.3 (a) and 5.3.6 (a) are presented. The lateral force images reveal a clear frictional contrast

between the uncovered SrO regions and the surrounding stearic covered T iO2 terraces. From

136



5.3. Selective adsorption of stearic acid into the nanopatterned SrT iO3(001) surface

Figure 5.3.7: Topographic and frictional data simultaneously acquired for Ac deposited onto a nanostruc-
tured STO substrate as that of figure 5.3.3 (a) and 5.3.6 (a). cm-SFM topographic (a), lateral force forward
(b), lateral force backward (c) and friction (d) (calculated as 1

2 [F
f
l − F b

l ]) images. Topographic profile and
the corresponding friction (e) calculated from the lateral forward and backward profiles in (f). The darker
regions in the friction image correspond to the lower-friction stearic acid covered T iO2 regions. The fric-
tion difference between Ac−SrO termination is calculated from the histogram representation of the friction
signal data of the location marked in (d).

the half of the forward and backward lateral force images subtraction, the mean friction image is

built and presented in (d). The lower frictional response of stearic acid surface compared to SrO

surface is clear. Two different ways of calculating the friction are shown in the bottom panel of the

figure 5.3.7. By the F f
l and F b

l line profiles presented in (f), the friction profile is calculated (e,

right axis) and correlated with the corresponding profile of the simultaneous topographic image (e,

left axis). Nearly same absolute lateral force contrast is found between F f
l and F b

l images, so any

friction anisotropy or asymmetry effect that could arise from different azimuthal molecular domain

orientation is discarded or at least are below our detection threshold. Additionally to the friction

profile plot, an histogram representation of the friction corresponding to the location marked in

(d) is presented in figure 5.3.7 (g). The frictional contrast is directly determined from the shift of

the corresponding peaks. From statistical analysis of histogram representation of several location

as the one addressed, the friction is quantified to be ∼ 60% lower in the stearic acid with respect

to the SrO termination (F (SrO)/F (Ac) = 2.5± 0.3), i.e. the resistance to relative motion of the

initial T iO2 has been reduced about 50% after the organic coating (F (T iO2)/F (Ac) = 2.2± 0.3).

We remark that this percentage could be even larger because of the highly hydrophobic character

of the CH3 terminated organic layer as compared to the hydrophilic character of the SrO regions.
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5.3.2 Influence of stearic acid into the electrostatic properties of the T iO2

surface

In addition to the evident improvement of the tribological properties, we will demonstrate in the

following that the organic layer constitutes a convenient method to change the so called local work

function (φ) of the T iO2 surface in the STO. We will show that the local surface potential of the

T iO2 terraces is reduced upon adsorption of the stearic acid. In order to quantify this effect, we

conducted Kelvin probe force microscopy (KPFM) (introduced in section 3.2.5.3) measurements

on two types of surfaces in which SrO termination regions coexist either with bare or stearic acid

covered T iO2 terraces. Pt-Cr coated Si tips mounted on cantilevers with nominal k ≈ 3 N/m,

resonance frequency around 75 kHz were employed for these measurements. The choice of can-

tilevers with appropriate stiffness allows us to pass from cm-SFM to dm-SFM measurements, under

controlled experimental conditions without changing surface location, and verify surface contact

potential characteristics of the very same surface region when desired and thus unambiguously

correlate topography, chemical termination and electrostatic information. Frequency modulation

KPFM (FM-KPFM, see section 3.2.5.3) was used for obtaining the presented results with typically

an ac bias of (500mV, 7 kHz) applied to the tip, while STO crystal was electrically connected to

a grounded metallic holder either by a mechanical clamp or silver paint. No significant variations

where detected by using these two types of electrical contacts.

The choice of the set point for dm-SFM measurements performed with conductive tips was the

most critical parameter in these KPFM measurements, because of enhanced instabilities found with

respect to non conductive tips measurement conditions. Much shorter dynamic attractive regime

range was typically found and changes to unstable conditions (with no controllable attractive-

repulsive regime variations) were very sensitive to small set point variations [64, 79] (a more

detailed explanation of this regimes in presented in section 3.2.4.2). This variation in the tip-

sample interaction regime were probably caused by the enhancement of electrostatic interaction

when biased conductive probes are employed. The procedure for the stable set point determination

was the following. We approach the surface in dm-SFM mode with the ac bias on and the PLL

feedback off, we start decreasing the amplitude set point by small steps until small phase shift is

detected. At this point the PLL is turned on and we start scanning the surface and adjusting the

feedback parameters with very small variation in the set point until a stable topography signal is
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obtained. At this moment the KPFM feedback was turned on. Amplitude and phase shift versus

distance curves were usually acquired to establish the amplitude set point ranges where attractive-

repulsive regimes coexist. Typically free oscillation amplitudes between 10 and 40 nm and small

amplitude reduction (∼ 10%) set point were employed for obtaining the results presented in this

section.

Figure 5.3.8 shows a complete data series of cm-SFM and dm-SFM measurement on top and

bottom panels respectively. Topography, friction and contact potential difference (CPD) data were

obtained at the same STO substrate and the lateral force and excitation frequency signals provide

reference for correlating each chemical termination with its CPD.

Figure 5.3.8: cm-SFM and dm-SFM data of nanopatterned STO (001) surface are presented in top and
bottom panels respectively (not exact same surface location). cm-SFM topography (a) and simultaneous
lateral force forward (b) and backward (c) measurements allow the identification of the T iO2and SrO

termination locations of the nanostructured SrT iO3 substrate. dm-SFM topography (d), excitation frequency
(e) and CPD (f) maps are presented in bottom line images. CPD map (f) color scale ranges 250mV from
bright to dark.

Although no so well resolved as with uncoated silicon tips, the low-lying SrO regions are

differentiated in both cm-SFM (figure 5.3.8 a) and dm-SFM (d) topographic images. The measured

friction contrast in the lateral force forward (b) and backward (c) signals confirm again the SrO

nature of the 1/2 u.c. depressions. By changing from contact to dynamic mode CPD maps were

acquired. The two chemical termination regions are well distinguished in the dm-SFM figure

5.2.3 (d) and phase shift (e) images. In the corresponding CPD map presented in figure 5.3.8

(f) a clear contrast between the two chemical terminations is detected, with the SrO locations

presenting higher CPD with respect to T iO2. A closer inspection of the two chemical terminations

is performed in figure series 5.3.9, with dynamic and contact data in top and bottom panels,

respectively. Lateral force (forward and backward in (d) and (e) respectively) allows us again
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to unambiguously identify each chemical termination and correlate its topography and CPD. In

figure 5.3.9 (c) the direct correlation between topography and CPD signals is established by the

corresponding topographic (in black) and CPD line profile (in red) performed in the location

marked in (a) and (b). The KPFM results were cross-checked by direct measurement of the

electrostatic force, Fn(Vtip, z), with 3D mode experiments (see section 3.2.5.4) performed on top

of each chemical termination (marked in (a) and (b)). From horizontal profiles (constant z profile)

performed on Fn image, the characteristic of the quadratic dependence of the electrostatic force,

i.e. Fn vs Vtip parabolic curve centered on CPD is obtained. The difference in CPD (ΔCPD)

between two locations is directly determine from the relative shift of the parabola maximum

obtained at each location (figure 5.3.9 f). As a result of KPFM and 3D mode measurements,

a ΔCPDSTO ≈ 45 ± 10 mV is measured thus implying CPDSrO > CPDT iO2 . The error was

estimated as the convolution of the noise level that the instruments has and the statistical deviation

of measuring KPFM and 3D modes on different locations and different samples up to total of 20

series.

Figure 5.3.9: dm-SFM topography (a), CPD (b) and contact mode lateral force forward (d) and lateral
force backward (e) images of the very same location of nanostructured SrT iO3 substrate. A line profile and
the corresponding CPD signal are depicted in (c). Electrostatic force parabolas (f) obtained with the 3D
approach on specific point locations (cross-marked points in the figure). Images size is of 1μm × 1μm.

As introduced in section 3.2.5.3, during the last years the KPFM technique has been applied

for the determination of CPD in variety of systems, such as metals, insulating thin films, molecules,

etc...[282]. The meaning of the measured CPD quantity by KPFM is well established for the con-

tact of two metal, where it is commonly associated to the local work function variation. However,
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for insulating samples as STO, no energetic alignment between tip and sample Fermi levels can

be assumed, and thus the physical meaning of the magnitude measured by KPFM is in principle

unknown. Even so, classical vibrating capacitor Kelvin method [283, 284] as well as KPFM mea-

surements have been extensively applied in insulator samples [285–289]. The commonly accepted

simple interpretation of the CPD measurements in insulators samples is that the CPD between

tip and sample metallic holder is actually measured. Both, the classical vibrating capacitor method

and KPFM are based in compensating electrostatic forces present between two metallic electrodes

(two plates or the probe and sample), and for two electrically connected metallic materials sepa-

rated by vacuum the potential drop generated by this electric field is actually the CPD. But when

instead of vacuum there is a certain material in between the two electrodes, the physical properties

of this material, as the permittivity, the presence of permanent dipoles or trapping charges etc...

will induce a local variation of the electric field, i.e. the surface electric potential, and thus the

measured CPD will be affected by them. In fact, this is one of the main applications of KPFM,

the study of the local variation of surface potential due adsorbed species or surface modifications.

This was the case in chapter 4, where the presence of small molecules induce a change on the local

work function of the gold surface. In the present case, the presence of a 0.5mm thick insulating

STO crystal will of course change the CPD measured between tip and holder, but because we are

always measuring the relative ΔCPD between different locations, the measured ΔCPDT iO2−SrO

will be only consequence of the presence of the two chemical terminations, and/or for the different

species they have adsorbed on top ( water, contamination or stearic acid layer). In this case,

the difference in dielectric material thickness, consequence of the surface step morphology, can be

considered negligible compared to the total crystal thickness.

T iO2 and SrO are non-polar surfaces and the observation of a certain ΔCPD between each

termination could be originated from the combined effect of distinct chemical termination and

unavoidable electronic reconstructions induced by surface relaxation and rumpling, or by the dif-

ferent adsorbed species on surface. Due to the breaking of symmetry and to rumpling, surface

dipoles are formed at SrO and T iO2 terminations [290, 291], the resulting relaxed-surfaces having

a different surface energy. We are also implicitly assuming pure T iO2 and SrO terminated regions;

however, a non fully complete separation of the chemical terminations after thermal treatments

might remain. If a minor coexistence persists, the ΔCPD measured on each terrace would be an
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effective average further lowering ΔCPD. In fact, recent measurements performed in our group2

in similar nanopatterned STO substrates by non contact SFM (NC-SFM) under ultra-high vacuum

conditions, evidence the presence of Sr adatoms and small SrO islands on the T iO2 terminated

surface with similar structural features as the ones reported by Kubo et al. [292]. In addition,

CPD contrast can also be affected by favored adsorption of a thin water film [293, 294] in the

more hydrophilic SrO surface or by the presence of hydroxyl groups on the SrO termination [263].

Although measurements were done at low humidity conditions (RH < 5%), the potential contri-

bution to the ΔCPD of a thin water layer cannot be discarded, likely due to an enhanced water

adsorption on the more hydrophilic SrO termination [261, 262, 267, 268].

On the other hand, we note that the measured CPD is surely an underestimation. The different

chemical terminated regions are about 50− 100 nm wide, of the range of the tip size and close to

our KPFM lateral resolution limit. In consequence a reduced ΔCPD would result from averaging.

Moreover, neighboring regions of different chemical composition lie at different surface planes

and are separated by step edges that would contribute with their own dipole to decrease the

measured ΔCPD. Moreover, because of the finite size of the nanostructures, the surface potential

difference decays rapidly perpendicularly to the surface plane [295]. Being difficult to definitely

settle an ultimate interpretation of KPFM data in this insulating surfaces, our discussion relies on

a comparative analysis of T iO2 − SrO and AcTiO2 − SrO. Taking advantage of selectivity, i.e.

the SrO location keep bare when Ac is adsorbed on the T iO2 surface, we focus on the impact of

the Ac adsorption on the electrostatic properties of the T iO2 surface. As mentioned previously,

although measurements were done at RH < 5%, the potential contribution of a thin water layer

cannot be discarded and its contribution to the CPD can vary from one sample to another. In

order to take this factor into account, the surface potential of the bare STO substrate was always

determined prior to and after stearic acid casting. As the stearic acid selectively adsorbs on the

T iO2 terminated regions, we can estimate the change in contact potential of these regions referred

to that of non-covered SrO terminated patches, i.e., using ΔCPDSTO as a reference, regardless

of the actual absolute value of CPDSrO.

Topographic dm-SFM and simultaneous KPFM maps for a stearic acid covered STO sub-

strate are presented in figure 5.3.10 (a) and (b), respectively. The topographic relief and its

2Measurements performed by Sonia Matencio.
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Figure 5.3.10: Topographic (a) and CPD map (b) acquired by KPFM for stearic acid deposited onto a
nanostructured STO substrate as that of figure 5.2.6. A line profile and the corresponding CPD signal are
depicted in (c). Normal force versus applied tip voltage (d) measured on the two locations marked in the
images (gray and black are used to indicate SrO and stearic acid regions, respectively). The lateral size of
the images is 1.5μm× 1.5μm.

corresponding surface potential profiles are also shown (figure 5.3.10 c). From the latter, where

CPDAcT iO2 is the surface potential on the stearic acid terminated T iO2 terraces, we estimate a

ΔCPDAcT iO2−SrO = CPDAcT iO2−CPDSrO = 70±25mV . As the intrinsic accuracy of our set-up

for these measurements is about 10 mV, the large error of the present measurement may be due to

the fact that the lateral size of the SrO patches is similar to the lateral resolution of the KPFM

measurements and an average between CPDSrO and CPDAcT iO2 , resulting from convolution be-

tween terminations, would give an underestimation of ΔCPDAcT iO2−SrO. In order to overcome

these problems, we estimated the CPD by the shift of the electrostatic parabolas (figure 5.3.10 d)

obtained with the 3D approach measured on specific point locations (e.g. the marked with crosses in

the figure). It is rewarding to notice that the obtained value of ΔCPDAcT iO2−T iO2 = 110±15mV

compares fairly well to CPD of ∼ 160 − 180 mV measured for stearic acid on NiO after heat-

ing and ether extraction [274] using a modified ionization method [296]. It is known [222] that

the absolute value of the change in surface potential is dependent on the molecular packing (

as was proven in chapter 4 section 4.4.3), parameter not easy to determine in the present case,
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and coverage [212, 213] of the organic film. In the frame of the present work, it is not the ex-

act specific absolute value of ΔCPDAcT iO2−SrO which is relevant for our purposes, but the fact

that for the bare substrate we found CPDSrO > CPDT iO2 , whereas after stearic acid adsorption

CPDSrO < CPDAcT iO2 . Independently of the exact value, the change allows us to clearly con-

clude that the specific stearic acid adsorption increases locally the contact surface potential of the

T iO2 surface. In terms of work function (∼ 4.1eV for Nb-doped (0.05 wt%) STO substrates) [297],

the change in the local work function measured for stearic acid adsorption on T iO2 is of about

2.7%. The combined ability to induce tribological changes with small variations in electrostatic

properties is already appealing from a technological point of view, and in addition, the possibility

of inducing controlled subtle variations in the local work function is also an important. However,

here we notice that due to the synthetic capabilities of organic chemistry a more considerable work

function changes can be achieved by choosing molecules with larger dipolar moments or even with

an increase of the molecular coverage and packing [298].

5.4 Summary

Throughout this chapter we have characterized and investigated the use of nanopatternded SrT iO3

(001) surfaces, which presents the coexistence of well differentiated T iO2 and SrO chemical ter-

mination regions, as template for the adsorption of organic molecules. We have shown that a

carboxylic acid function simple organic molecule can selectively form monolayers on the T iO2 ox-

ide termination. Thanks to selective adsorption of the organic molecules into the T iO2 surface,

and hence to the presence of the in situ reference that the bare SrO region offers, the investigation

of the impact of the organic layer adsorption into the T iO2 surface properties have been possible

by scanning force microscopy techniques.

We have shown that selective adsorption can be used to create and modulate at the nanoscale

both friction and work function of nanostructured surfaces with potential applications in several

technologically and scientifically relevant emerging areas. The frictional response of the T iO2 sur-

face is lowered by a 50% with the organic layer adsorption, confirming that organic self-assembled

monolayers (SAMs) are good candidates for their use as boundary lubricants for improving the

tribological properties of the T iO2 surface. Furthermore, we have proven that the use of SAMs
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to tune the local work function can be extended from metallic to insulating surfaces. By the ad-

sorption of the stearic acid molecules, the T iO2(001) STO surface work function have lowered by

around a 2.7%. However, a more considerable reduction (or increase) of the local work function

would be possible varying the coverage [212, 213], the packing or/and the chemistry of adsorbed

organic molecular layer [201, 210].

Bearing in mind that a simple casting approach has been used here, it seems likely that denser

SAM and uniform packing will be achievable. We strongly believe that this technique and deriva-

tives of it can be extended to other functional molecules, and furthermore that the spaces which

are not adhered to can be used for the controlled growth of third molecular, metallic, or oxide

species, a situation that would make STO a very interesting substrate for a sequential bottom-up

route to patterned nanostructures.

In addition, we have added some insight about the the surface diffusion process that causes the

chemical termination patterning of the SrT iO3(001) surface under high-annealing temperature

(1100 − 1200◦C). We conclude that the formation of the low lying SrO chemical termination is

consequence of the SrO region diffusion and coalescence in the T iO2 step edges.
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Appendix: Examples of some of the different SrT iO3(001) morpholo-

gies obtained after the high-temperature annealing in air

Figure 5.4.1: SFM topographic images of some examples of the variety of morphologies obtained for
different STO substrates under high temperature air-annealing treatment.
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Chapter 6

Tip induced of organic thin films
modification

6.1 Motivation

Soft materials comprised of low molecular weight organic molecules are attracting increasing in-

terest because their importance in the development of a number of emerging areas in nanoscience

and technology, including molecular electronics, nanosystems for energy conversion, and devices in

the widest sense. Although nanodevices are still in an early stage of development, future research

on the field will have to face the requirement of devices integration and miniaturization as already

occurred in silicon based technology.

In this chapter we present two different tip-induced effects we found while studying organic

thin film materials which can be use to manipulate matter. We start addressing the mechanical

induced growth of pentacene molecular layers in section 6.2. The observed phenomena could be

used as a SFM nanolithography approach for the nanostructuration at future organic nanodevices.

And in section 6.3 we provide a way for peeling a layered organic molecular material when a

voltage is applied between the conducting system and the conducting probe of the SFM. The

presented results indicate the importance of electric fields on the stability and performance of

conducting organic systems at the nanoscale and provide a way to control matter manipulation

and/or structuration.
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6.2 Mechanical modification of organic thin films

6.2.1 Introduction

Among the variety of application of scanning probe microscopy (SPM), the scanning probe lithog-

raphy (SPL) techniques constitute a powerful approach for structuring surfaces at the nanometer

scale [23, 299–301]. SPL technique possess the versatility to locally modify a wide range of differ-

ent materials such as metals, organic molecules, polymers and biological molecules. Moreover, the

capability of SPM to characterize the surface morphologies of materials make them even a more

powerful tool in nanotechnology, since they in-situ combine their capability of fabrication and char-

acterization. Many SPL techniques have been developed in the last decades including force assisted

indentation, nanomanipulation [302], dip-pen nanolithography (DPN) [303], scratching [304–306],

nanografting [307], pressure induced restructuring [280, 308] or bias assisted electrostatic [309],

local oxidation [310] or local resistive state [121, 311] among others.

In this section we present a different type of SPM manipulation in which we mechanically induce

the growth of a 3D organic semiconducting film starting from a submonolayer film. The material in

which we have performed our studies is the pentacene (C22H14) molecule deposited on SiO2/Si.

Pentacene is a polycyclic aromatic hydrocarbon consisting of five linearly-fused benzene rings

(see figure 6.2.1), and probably is the most studied organic semiconducting molecule. Pentacene

shows a preferential p-type behavior and relatively high field effect mobility. The capability of

inducing and modifying the growth of molecular layers by SFM nanolithography could help on the

nanostructuration of future organic nanodevices.

Figure 6.2.1: Molecular structure of the pentacene molecule.

6.2.2 Sample preparation and experimental procedure

The samples employed for the studies presented in this section consist of pentacene submono-

layer islands grown on top of Si substrates covered by native SiO2. The deposition of pentacene
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molecules was performed in UHV by the organic molecular beam deposition technique (OMBD)

(described in section 3.4.4), typically at pressures in range of 10−7 − 10−8 mbar. The organic

pentacene molecules were purified twice by gradient sublimation before use. The submonolayer

material deposition was optimized by calibrating amount of material and rate growth on previous

depositions performed on the same type of substrates. Silicon substrates were previously cleaned

by successive sonication in acetone and ethanol (each ∼ 5 minutes), transferred to the UHV cham-

ber and annealed at a temperature of ∼ 300◦C) (1h). All the results presented in this section

correspond to a sample consisting of 0.8 monolayer (ML) of pentacene on SiO2/Si grown at a

substrate temperature of around ∼ 25◦C and a growth rate of ∼ 1/5 ML per minute.

All the scanning force microscopy (SFM) measurements presented in this section were per-

formed in contact mode (cm-SFM), at room temperature and for relative humidity (RH) ranges:

ambient conditions (typically RH ∼ 60 − 80%) and low RH (under N2 environment RH < 5%).

Tips mounted in low nominal force constant (k ≈ 0.5 N/m) V-shaped cantilevers were employed

to perform contact mode SFM (cm-SFM) measurements.

6.2.3 Pentacene thin films on SiO2 : first evidence of tip induced 3D growth

Pentacene thin film structure on silicon oxide surface has been already studied by several authors

[150, 312–314]. Fritz and co-workers [313] determined by grazing-angle incidence X-ray diffraction

(GIXD) that the pentacene monolayer (ML) on SiO2 forms a highly crystalline structure which

differs from the bulk. The unit cell of the first pentacene layer on SiO2 is formed by a near-

rectangular in-plane with two molecules per unit cell (a = 5.916Å, b = 7.588Å,γ = 89.95◦) with

the molecules adopting a near-vertical orientation and arranged in a herringbone packing.

Figure 6.2.2 presents the cm-SFM topography and corresponding friction signal of pentacene

islands on SiO2. When measuring organic thin films by cm-SFM, to avoid any film compression

or damage it is important to keep the measurement conditions in the attractive range and as

close as possible to the pull-off force. To check the tip-sample conditions, the adhesion force is

systematically determined from force versus distance curves (see sections 3.2.3.1 and 3.2.4.1). The

pentacene layer covers a ∼ 75% of the SiO2 surface and from the topography image (figure 6.2.2

a) two different heights can be appreciated corresponding to the pentacene monolayer and bilayer

(the different locations have been labeled in the image). The measured island height is of ∼ 1.7nm
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and ∼ 3.3nm for the monolayer and bilayer respectively. In next section 6.2.4 we discuss in further

detail the thickness of the pentacene molecular layers measured in our samples, but we avoid any

deep investigation of the structure and surface morphologies of the layers.

Figure 6.2.2: cm-SFM topographic image (a) and the corresponding friction map (b) of pentacene mono
and bilayer on SiO2/Si. The friction difference between SiO2, mono and bilayer of pentacene is determined
by the peaks shift in the histogram representation (c) of the location marked in (b).

The pentacene layers are also distinguished from the substrate by a darker contrast in the

friction signal (b), due to the lower frictional force sensed by the tip on them as compared to the

bare SiO2. The friction image presented in figure 6.2.2 (b), built by calculating the mean lateral

force of the trace-retrace images (procedure introduced in section 4.4.1), evidence a clear friction

contrast not only between the bare SiO2 surface and pentacene layers, but also between mono and

bilayer locations of the organic layers. Interestingly, while the same friction value is observed for

the pentacene monolayer regions, two different values are measured for the second layer (labeled

as 2 and 2′ in figure 6.2.2 b). As in the case presented in section 4.4.2, this observation can only be

attributed to friction anisotropy (AN) [186, 191], i.e., a different resistance to sliding for different

azimuthal orientations of the pentacene domains and the fast scanning direction of the SFM tip.

In figure 6.2.2 (c) the determination of the friction force differences at zero load is statistically

performed by histogram plots of the friction signal (F ) of the location marked in (b). From the

relative differences of the corresponding Gaussian peaks we found a ratio of F 1/FSiO2 ≈ 0.7 ± 0.2

between the bare silicon oxide surface and the monolayer. The one labeled 2 has lower friction

than the first monolayer by a factor of F 2/F 1 ≈ 0.6 ± 0.3 whereas for the other one labeled 2′ is

F 2′/F 1 ≈ 0.4 ± 0.3 times lower. With respect to the detection of AN between different molecular

domains, it was not our aim to make a deep investigation of the structure of the pentacene layer,
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however we notice that in the present acquisition friction anisotropy is only sufficiently large for

the second pentacene layer. Even though the monolayers also consists of domains of molecular

domains with different crystallographic orientation grains[315], any difference seems to be below

detection threshold in this image. The pentacene molecules on the monolayer present are near-

vertical while the ones forming the second layer are a bit tilted, as will be prove in next section

6.2.4, in consequence a less pronounced influence of the relative orientation of the domains with

respect to the tip scan direction is expected in the friction signal of the monolayer.

Figure 6.2.3: First evidence of pentacene multilayer growth. cm-SFM topography images of the same
surface location acquired with a time difference of ∼ 15min. FZ curves corresponding to the measurement
conditions of (a) and (b) are represented in (c) by dashed and solid lines respectively. The green dashed
line in (c) represents the set point for both measurements.

As commented above, commonly, during a cm-SFM measurement the tip sample conditions are

periodically checked by mean of a FZ curve experiment in order to prevent any measurement condi-

tion variation. The inevitable drift on the tip-sample positioning or/and cantilever-laser alignment

usually results in small variations on the position of the laser reflection on the photodiode. This

is visualized as a change on the offset of the force versus distance curve and results in a variation

of the tip-sample conditions. During a particular experiment performed on pentacene thin film

on silicon oxide the sample scanning was left without attention for around 15 minutes and the

growth of some pentacene material on a certain location was detected. Figure 6.2.3 shows in (a)

the mentioned location where bare silicon oxide and pentacene monolayer and bilayer locations

are present. In figure (b) the very same location with two small pentacene islands grown on top
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of the bilayer are detected. The islands locations have been pointed by blue arrows in both (a)

and (b) images. In figure 6.2.3 (c) we present the FZ curves that correspond to the measurement

conditions of each image ( a and b, in dashed and solid lines respectively). The comparison of the

FZ curves shows a small offset variation of around 0.4 nN which, taking into account the fixed

set point (in Volts, marked by green dashed line in c) results in a variation of the measurement

conditions from attractive to repulsive regime.

This first evidence of material growth motivated us to further investigate the mechanism of

organic material modification induced by the SFM tip and about the possibility manipulating in

a controlled manner the material structure in desired locations. The next section 6.2.4 is devoted

to present the different strategies and experiments carried out, focusing our attention in the ones

which were successful.

6.2.4 Tip induced layer by layer multilayer growth

In order to investigate the mechanism of the observed pentacene island growth (figure 6.2.3)

different test experiments were performed. The first experiment we carried out was to intentionally

change the measurement conditions from the attractive to the repulsive regime as in the case of the

experiment described in the previous section ( figure 6.2.3). We focused on the center location of

figure 6.2.2 (a) and deliberately increase the applied normal force (Fn) into the repulsive regime for

a certain number of scanned lines in the top and bottom lines of the scanned area. The horizontal

lines profiles of the center of the image (marked by dashed lines in figure 6.2.4 (1)) were always

scanned in attractive regime conditions to avoid any film compression or damage. During this

experiments we tested loading forces ranging from zero to a few nN in order to test the influence

of the normal force on the material modification. The complete experiment consisted of 13 frames

and total duration of about 10 minutes (complete movie available in the Supporting Information,

movie 7-2-a). Figure 6.2.4 presents some selected frames of this experiment, where the number

depicted in each image corresponds to the frame number of the complete movie. The scanned area

was of 1 × 1 μm2 (with a 256 × 256 pixel grid) and the scanning speeds were of∼ 17 μm/s and

∼ 25 nm/s for the fast and slow scan directions respectively.

The process of pentacene multilayer growth starts at the line profiles where the Fn is increased

up to repulsive regime set points. Notice how in the bottom lines of frame (3) a rapid increase of the
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Figure 6.2.4: Selected sequences of the topography movie (7-2-a) of the pentacene growth experiment. The
number depicted in each image corresponds to the number of frame of the complete movie (12 frames in
total).(total z scale of 9 nm)

molecular layers is detected. The growth of second and third layer islands is evident in the bottom-

right and bottom center of the image (marked by green and cyan arrows respectively) and even the

growth of a second, third and fourth layer island is found in the bottom-left location. From this

result seems that the pentacene molecules are dragged by the tip in its motion from some locations

to others. Interestingly, the multilayer growth is not limited to those scanning lines where Fn was

increased, but also to the central part of the image where the scanning conditions have been always

kept in the attractive regime. The presence of a small third layer island is already detected in frame

(3), and in (5) and (12) the appearance and growth of those island is much more evident. This

finding suggests that the pentacene molecules are not only dragged short distances by the tip, but

that are transported by it through longer distances than a few μm. In addition, the enlargement

of the island from frame to frame suggests that the pentacene molecules tend to nucleate and self-

assembly in location aggregating to already formed islands. We also notice how the growth of new

pentacene layers is only found to occur on top of already pre-existing pentacene layers and there is

no evidence of new pentacene monolayer formation on top of the bare SiO2 neither at the borders

of the pre-existing initial layers. This finding suggests that the growth induced by the tip follows

an island-mode or Volmer-Weber growth mode, i.e., that the lateral and interlayer pentacene-

pentacene interactions forming the multilayers are more important than the pentacene-pentacene

and pentacene-substrate in the monolayer. This hypothesis could be supported by the fact that

the pentacene molecules adopt a standing up nearly vertical configuration in the monolayer, while

they adopt a more tilted configuration closer to the thick film crystalline structure in the second

and subsequent layers. The different molecular layers thickness is analyzed in detail below.
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Figure 6.2.5: Schematic illustration of the proposed mechanism for material drag (a) and deposition (b).
The green arrow in (b) represents the self-assembling process of the pentacene molecules ones are deposited.

Regarding to the mechanism by which the pentacene molecules are transferred from one location

to the other, we propose a water meniscus mediated dip-pen mechanism [303]. Figure 6.2.5 presents

an schematic representation of the mechanism proposed. When the sample is scanned in repulsive

regime condition, the pentacene molecules are dragged and collected in the water meniscus formed

in the tip-sample contact (situation a in figure 6.2.5). In attractive condition (situation b), thanks

to capillary forces the tip holds in contact with the sample and the accumulated molecules are

transferred to the surface where they self-assemble.

Even if there is an on going debate on the detailed mechanism for ink transport and diffusion,

the deposition of the ink depends on different factors such as the properties of the tip (size,

wettability etc) and substrate, tip–substrate spacing, time and the temperature [300]. We tested

to vary the water meniscus size by changing the relative humidity from low humidity to ambient

conditions (typically RH ∼ 60 − 80%), but no evidence of increase of the amount of transferred

material was detected. We also tested to deliver pentacene molecules in a non continuous manner,

that is, by inking the tip on a pentacene island, driving the tip out of contact, changing the

location, driving the tip again to contact and trying to deposit the molecules in this new area.

However, none of the tested experiments were successful.

With the experience gained after performing those multiple tests, we designed a more systematic

experiment in order to study the transfer of molecules from one location to another without

damaging the pre-existing molecular layers. The experimental procedure is presented in figure

6.2.6. We first choose an area of the as prepared sample, containing bare silicon as well as pentacene

regions of one and double layer thickness, figure 6.2.6 (a). We define two parts on this area: i) The

bottom part (delimited by the gray dashed line) that will be referred as the loading region, from
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which we will collect pentacene molecules (ink) with the tip by scanning in the repulsive regime,

and ii) the upper part of the area (from the gray line to the top image) that will be always scanned

in the attractive regime to transfer the molecules back to the surface while avoiding damage of the

initial molecular layer. We will refer to this later as the delivering region.

During a complete experiment, the load is alternatively changed from ∼ 1nN (in the repulsive

regime) to a given small and negative load value (∼ −0.4nN), e.g. dashed line in the corresponding

FZ curve of 6.2.6 (c), depending on whether the loading or the delivering region is scanned,

respectively.

Figure 6.2.6: The experimental procedure sketch of the experiment presented in figure 6.2.7 is shown. (a)
cm-SFM topographic image of the chosen location with red and green vertical arrows in (b) pointing the
slow scan direction loading (in red) and no-loading regimes. The loading and no-loading Fn conditions are
marked in red and green with reference to the force versus distance curve presented in (c).

An example of such experiment is presented in figure 6.2.7, where only the delivered region of

selected frames out of 108 obtained during about 2 hours are shown. The scanned area was of

1.3× 1.3 μm2(with a 512× 512 pixel grid) and the scanning speeds of∼ 37 μm/s and ∼ 27 nm/s

for the fast and slow scan directions respectively. The complete experiment is available in the

Supporting Information in movie format 1.

1Movie 7-2-b corresponds to the topographic signal of the complete experiment area including the loading and
no-loading regions, whereas Movies 7-2-c and 7-2-d correspond to the topographic signal of the delivering region.
The z scale color code of Movie 7-2-d can be found in description 6.3.5.
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Figure 6.2.7: Selected sequences of the topography movie (7-2-b) of the pentacene growth experiment de-
scribed in 6.2.6. The number depicted in each image corresponds to the number of frame of the complete
movie (108 frames in total). (a) histogram representation of the topographic signal data of 107 frame with
the color code of all the images as back ground (total z scale of 10 nm).
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Figure 6.2.7 present some selected topographic pictures illustrating the process of the pentacene

multilayer growth in the delivering region. The image number depicted corresponds to the number

of frame of the complete movie. The initial surface, consisting of bare SiO2, monolayer and

bilayer regions is seen in frame (1). The first stage of the formation of a third layer is revealed

by the detection of small islands in (3), in addition to the appearence of a second layer level at

some places. In the subsequent frames (11, 23, 40, 44) this third layer islands enlarge while no other

island formation is detected. Only a small island in a fourth layer is detected in (40) but disappears

in next frame. New small island regions of second layer and third layers are detected in (44). The

growth of a fourth layer starts at (56) and the continuous growing can be followed in the subsequent

frames. As was the case in the experiment of figure 6.2.4, we can conclude that the formation of

a third layer is favored in comparison to a mono or bilayers islands nucleation. From frame (86)

on the control of the applied Fn over all the scanned area was lost. Though Fn was mainly kept

in the attractive regime it can not be discarded that some of the scans were done under repulsive

regime conditions. Interestingly, from this frame on the growth of bilayer islands is found (marked

by arrows in 86). An in addition, the fourth layer islands growth seems to increase faster and even

a fifth layer is formed from frame (95) on. We think that the reason for this faster growth, and

even the growth of a second layer, stem from the fact that larger number of molecules are collected

by the tip under this conditions. Under this Fn not completely controlled scan conditions the tip

does not only collect molecules from the loading region, but also molecules from the borders of

the pre-existing initial layers in the delivering region. Notice how the pre-existing initial layers get

narrowed in (107) in comparison to (84).

A thorough analysis of the topographic difference between the different pentacene layers is

done in figure 6.2.8. The height difference between the silicon oxide and first, second and third

pentacene layers is appreciated in the line profile presented in 6.2.8 (c) of the location marked in

(a), and is determined by different topographic height histograms (corresponding to the complete

image a). An example of the topography difference between third, fourth and fifth pentacene layers

can be determined is presented from the histogram plot (figure 6.2.8 e) that corresponds to the

area marked by a dashed square in (d). The histogram plot of the complete image (d) is presented

in (f) where the six peaks corresponding to the silicon substrate and five different pentacene layers

are distinguishable. By the detailed inspection of the height difference over several locations, first
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Figure 6.2.8: (a) and (d) Topographic images corresponding to the 44th and 107th frames of the experiment
presented in figure 6.2.7. (b) presents the histogram representation of the topographic signal of the complete
image (a). The corresponding line profile presented in (c) shows the topography difference between adjacent
pentacene layers. (f) and (e) show the histogram representations of the topographic signal data of the
location of the complete image (d) and the location marked in (d) respectively.

pentacene layer is found to have a thickness of d1 ≈ 1.7 ± 0.3 nm, the second has a thickness of

d2 ≈ 1.6± 0.3 nm thickness, and the third, fourth and fifth present di ≈ 1.5± 0.3 nm (i = 3, 4, 5).

The estimation of the error in the thickness of the layers is done by adding in quadrature the

roughness of each region.

Pentacene thin film structure on silicon oxide surface has been already studied by several

authors [150, 312–314]. The pentacene thin film on SiO2 grow in a so-called thin film structure

layered structure with a layer spacing of around 1.55nm [150] Fritz and co-workers [313] determined

by grazing-angle incidence X-ray diffraction (GIXD) that the pentacene monolayer (ML) on SiO2

forms a highly crystalline structure which differs from the bulk, and they measured by SFM

a thickness of d1 ≈ 1.60 ± 0.06 nm for the pentacene monolayer (ML). Ruiz and co-workers

studied the structure of the molecular layers from submonolayer to multilayers [314] by GIXD and

obtained a molecular layer thickness of di ≈ 1.543 nm on multilayers. Our results slightly differ

for thicknesses of the first and second layers. From our results (d1 > d2 > di for i = 3 − 5)

we that the pentacene molecules adopt a near-vertical orientation for the monolayer, they start

to tilt a bit in the second layer and they adopt a “thick film” tilt configuration from the third

layer on. This finding supports the hypothesis we pointed above regarding to favored nucleation of
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pentacene molecules in locations where they adopt a more tilted configuration closer to the thick

film structure. That is, the grow of third, fourth, etc layers would be favored in the contrast to

the second and first layers. This is exactly the case in the experiments presented above.

6.2.5 Summary

We have shown that the layer by layer growth of pentacene molecules can be induced by the SFM

tip. This process allows the preparation of layers of homogeneous and well ordered molecular

layers and could be used as a top-down strategy for the nanostructuration of organic molecular

nanodevices. In addition, we would like to note that this procedure has been also extended to other

organic semiconducting molecules as diindenoperylene (DIP ), N,N’-dioctyl- 3,4,9,10- perylene

tetracarboxylicdiimide (PTCDI − C8) deposited also onto SiO2/Si, supporting the feasibility of

the wide applicability of the method.

6.3 Electropeeling of organic conducting material

6.3.1 Introduction

The interaction of organic materials with electrodes and their behavior under electric fields is a

topic of vital significance, and one about very little is known in the nanoscale range. In this section,

we provide evidence for the peeling of organic molecular material when a voltage is applied between

the conducting system and the conducting probe of a scanning force microscope (SFM). The rate of

removal of the material from the surface of the bulk conducting supramolecular material depends

on the potential applied, but can clearly initiated at very low voltages as little as 200 mV for

this particular material. The results indicate the importance of electric fields on the stability and

performance of conducting organic systems at the nanoscale.

Very little is known about the effects of electric fields on organic conductors at the nanoscale, yet

they are central to device performance because if any significant morphological or structural change

comes about on applying potential a consequent modification of electrical transport properties

will result [12, 316, 317]. It is known that essentially insulating self-assembled monolayers suffer

electrical breakdown at potentials between 1.5 and 3.2 V, depending on the metal surface and type

of molecule [318]. Also, multiwalled carbon nanotubes have been shown to be sequentially stripped
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of their concentric layers at potentials above 1.5 V in air (because of oxidation of the carbon

material [319]) as well as in vacuum (because of thermolysis caused by the electrical current [320]).

In conducting organic materials, there is precedent of the lithography of conducting polymers,

using scanning force microscopy (SFM)-assisted electrostatic lithography whereby the electric field

makes a (thermally induced) softened material flow [309, 321], as well as by local electrochemistry

on a polymer [322, 323]. In all these cases, which involve different mechanisms of change in

the various materials, relatively high potentials are implied. In contrast, we will show that very

modest positive potentials are capable of peeling the surface of a nanostructured conducting organic

material because of the electric field present between the material and a conducting SFM tip.

The material in which we have performed our studies is based on the 2-(thioacetooctadecylamide)-

3-methylthio-6,7-ethyldithiotetrathiafulvalene π-electron rich molecule 1 (figure 6.3.1), containing

an amide group to enable self-assembly through hydrogen bonds as well as a long alkyl chain which

provides solubility and possibility of van der Waals interactions between the molecules themselves

as well as with solvent. The molecule 1 was synthesized during the thesis work of Dr. Josep

Puigmartí, from the group of Prof. D. Amabilino (from the ICMAB, who helped us to prepare

the thin films).

Figure 6.3.1: The chemical structure of TTF derivative 1 . This compound forms organogels in solvents
such as hexane. The organization of the molecules in these gels is in a head-to-head arrangement with
hydrogen bonds between the amide groups and π-stacking in between the TTF units, as shown in (right).
Between these stacks, TTF derivatives can also enter into side-on sulphur-sulphur contacts.The diameter
of the fibers is estimated from the individual molecular dimensions.

The molecule forms a gel when warmed up in hexane followed by cooling of the resulting

solution. Organogels are a very good route for the preparation of conducting nanoscopic fibers

[324–326], because the fibers are formed spontaneously in a material which can be applied to a

surface. The use of derivatives of the π-electron donor tetrathiafulvalene (TTF) in these systems
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has been shown to provide bulk semi-conductors [327], and in the case of 1 even nanofibers with

apparently metallic conductivity [328]. The gels of this material are hypothesized to contain

head-to-head TTF tapes which then interact in a side-on way (figure 6.3.1), as seen in physisorbed

multilayers of the same molecule on graphite [329]. It is important to note that the long alkyl chains

in 1 provide an insulating layer in between fibers oriented in the perpendicular side-on direction

with respect to the interaction in figure 6.3.1 (b). While thin films of organic complexes of this

type of donor have been used for data writing using a scanning tunneling microscope with voltage

pulses of 4 V [330, 331], we have found that much lower potentials can have dramatic effects on

conducting films of the TTF-derived material. The weak non-covalent interaction between layers

leads to a removal of layers of material under application of an electric field.

6.3.2 Sample preparation

The xerogel material which is the subject of this study is quite rough if the gel formed by 1 is

deposited as such on any surface and is then allowed to dry. This material is relatively difficult

to image using SFM because of its irregular nature. Therefore, we sought a protocol which would

produce thinner, flatter and more homogeneous samples. After this sample preparation, the surface

morphology that resulted was a rather smooth thin film.

A drop of a solution of 1 in hexane (1 mg per ml) above the gel forming temperature was

deposited onto freshly cleaved highly oriented pyrolytic graphite (HOPG) and was allowed to cool

in air while the hexane evaporated, leaving a smooth thin film of 1 on the surface. The sample

was then doped by exposing to iodine vapors for 2 minutes to generate the conducting material.

To convert this doped material from the initially formed α phase into the more stable β phase,

the sample was warmed at 80 ◦C for 30 minutes [328].

Earlier studies have shown the semiconductor-like behavior of this resulting β phase and that

thermal treatment decreases sample macroscopic resistance in an order of magnitude (at room

temperature since around 105 Ω to 104 Ω, figure 6.3.2 a) what provides conductivity around 3 −
5 × 10−3Ω−1cm−1 for ambient conditions. Moreover, the importance of the thermal treatment

applied straight afterwardsof doping has been found relevant for this resistance decreasing. The

doping time and iodine quantity in the initial α phase do not affect to the β phase conversion

once thermal treatment is applied. Besides, some CSFM experiments have exhibited local metallic

161



6. Tip induced of organic thin films modification

Figure 6.3.2: Resistance-Temperature dependence of 1 xerogel doped with iodine. (a) four-probe dc re-
sistance macroscopic measurement for a 2 minutes doped xerogel. (b) Local metallic behavior CSFM in
measurements for a 10 minutes doped xerogel. (Graphics from Josep Puigmartí i Luis Thesis [332]).

character, with resistances in the range of 10−100MΩ once the thermal treatment is done (figure

6.3.2 b). Those previous CSFM results [328] are in agreement with the conductive measurements

we carried out.

6.3.3 Experimental procedure

The CSFM measurements were performed under low humidity conditions (RH < 5%, obtained

in a N2 atmosphere) using a commercial silicon Cr/Pt coated probes (Budgetsensors [36]) with

cantilevers of nominal force constant of k 
 3N/m. To check tip–sample conditions, the adhesion

force was systematically determined from force versus distance curves prior to and after each

conductivity experiment. The same tip was used in all the CSFM experiments presented.

In order to minimize tip-sample contact and preserve the tip conductive coating, the first tip to

sample approximation and choice of surface location was made in the dynamic mode (dm-SFM).

Only once after, the conducting tip was placed in direct contact with the sample, under controlled

load, i.e. by using a normal force feedback and the current was measured between tip and sample.

The sample was always grounded and the voltage was applied to the tip. Although HOPG was

used as a substrate, the direct electric contact to ground is established through a silver epoxy drop

at the film border.

The conducting response of the sample surface was obtained by following different strategies:
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6.3. Electropeeling of organic conducting material

i) Simultaneously acquiring topographic images z(x,y) and current maps I(x,y) over a given

region at different voltages, what allows performing current versus voltage “movies” avoiding me-

chanical invasion (no film indentation) by using the contact operation mode at the lowest possible

applied load needed, which is previously determined from force spectroscopy curves by method

(iii).

ii) Simultaneously acquiring topographic images z(x,y) and current maps I(x,y) over a given

region at constant time intervals, for a fixed voltage. This method serves to test the non invasive

character of the tip scanning as well as determine the threshold voltage for the peeling process.

iii) Using the so called 3D modes, which are an alternative way of acquiring data (see section

3.2.5.4), in the fi(V,z) approach in order to quantify and separate the force and voltage induced

effects (as film deformation or indentation) in the fibers films during the tip indentation.

6.3.4 Results and discussion

The topographic SFM images of the doped xerogel (figure 6.3.3) show that not only is the film quite

homogeneous in thickness, but the fibers have a “muscular-like” appearance in contrast to the much

more random morphology generated by applying a piece of the cold gel onto the substrate [328].

Thus, the present processing procedure produces areas of material in which relatively straight

bundles of supramolecular fibers extend over several tens of microns in length.

Figure 6.3.3: Topographic SFM images taken at different magnifications showing the bundles of fibers
formed in the xerogel thin film. Topography merge derivate image (right). The surface roughness measured
as the root mean square is of about 15nm. Total z-scale: (a) 0-900nm; (b) 0-300nm; (c) 0-100nm.

The fiber-like film homogeneously covers the graphite surface reproducing the substrate steps

and has a low surface roughness in terms of root mean square (rms ≈ 15nm) over areas as large

163



6. Tip induced of organic thin films modification

as several hundreds of square micrometers. The measured fiber width is of about 8-9 nm, in

agreement with the expected molecular organization (see figure 6.3.1). Because of the bundle

appearance the individual fibers cannot be seen complete, but each fiber is, at least, several

tens of micrometers long. Moreover, longitudinal interconnection between fibers is evident, as

confirmed by the conducting experiments. The correlation between the topographic details and

the simultaneously acquired current maps is perfectly established in the images shown in figure

6.3.4, where the error signal (ES) and the current sensing force microscopy (CSFM) images are

shown for a negative tip voltages (Vtip= -1V) at which no film damage was observed. The

electropeeling process has also been observed at negative tip voltages. However, the threshold or

breakdown onset value appears to be lower for positive than for negative tip voltages. This is an

additional support to rule out the sweeping effect of the SFM tip. The ES signal values supplied by

the SFM feedback when imaging at constant applied load mimic the topographic derivative, thus

providing an excellent way to correlate the electric field effect with changes observed in the surface

relief. The experiments indicate that the measured electrical current flows between the tip-fiber

point contact and the grounded Ag contact (at the film border), all along the fibers, i.e., mainly

parallel and not perpendicularly to the organic film surface. To give evidence of that hypothesis,

a couple of current paths have been marked by arrows in the figure. In fact, even if the bundles

cross each other, current is measured along the complete length of each fiber, meaning the current

flows mainly along its axis rather than between fibers.

Figure 6.3.4: Simultaneous error signal (ES, left) and current sensing force microscopy image (C-SFM,
right) taken at a tip voltage of Vtip = −1V . The colour code scale corresponds only to the CSFM image
and gives the measured intensity. The arrows indicate two of the current paths (dark lines) showing that
the current flows along the fibers axis..
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6.3. Electropeeling of organic conducting material

Figure 6.3.5 shows an example of the morphological disruption during the electropeeling process

for positive tip voltages. The process starts at the very end of the fibers, which are peeled out

along their axis as shown in some of them by the arrows in the figure. As will be put forward,

this is not a mechanically-induced [333] but a voltage-induced disruption. Because electropeeling

starts mostly at the fiber extremes and point defects, in order to facilitate the observation, some

fibers at the topmost surface of the film were intentionally cut by performing a series of load

induced indentations by means of the 3D modes strategy. After this treatment, the applied load

was decreased to a value below the indentation onset (close to the pull off force) and simultaneous

topographic, error signal and current movies were obtained by computer-aided monitoring of the

same area at constant voltage intervals.

Figure 6.3.5: SFM topographic images (750 nm x 920 nm) of the xerogel surface film obtained at different
tip voltages (Vtip = 0, 2, 3 and 4V ). The arrows show that the electropeeling process starts at the very end
of the fibers, which are longitudinally peeled out.

To make clearer the correspondence between morphological changes and local electric field

effects, the merged ES and CSFM images are presented in figure 6.3.6 (left column) besides their

corresponding topographic images (right column). Each couple of images in the figure corresponds

to selected sequences of the respective movie. The top left frame taken at 0V, which only contains

the ES data (I= 0) and its corresponding topographic image, where some of the intentional marks

are indicated, serve as the time reference (t= 0).

In this particular case, the complete topographic and current movies (available in the Support-

ing Information Movies 7-3-a and 7-3-b, respectively) consisted of 20 frames and a total duration

of about 2 hours obtained at constant voltage intervals, from frame to frame, of ΔVtip = 200mV ,

ranging from 0 to 4 V. Some selected pictures illustrate the process. Labels at the left top of the

images indicate the corresponding tip voltage (figure 6.3.6). The top and bottom left images are
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6. Tip induced of organic thin films modification

Figure 6.3.6: Selected sequences of the current map (merged ES and CSFM) movie and the corresponding
topographic sequences of the doped film of 1 . The tip voltage range is 0 to 4 V from top to bottom.
Intentional indentations (circled) enhance the process.

the initial and final states, respectively. The voltage is increased as going from top to bottom. At

0.2 V some current intensity was already detected at the defects borders, and as will be described

below this can be considered, in this case, the onset of electropeeling at positive voltages. Voltage

excursions beyond 0.6 V resulted in clearly observable morphological changes. The images taken

at 1.4 V serve to see that the electropeeling process starts at specific locations (defects and fibers

open extremes) where the maximum current is detected. At intermediate voltages (2 V), straight

bright lines appear along the fibers, indicating the current flux path. As the bias is progressively

increased, the current lines become shorter and shorter until they eventually disappear. Com-

parison of the current image with the corresponding topographic one reveals that we are dealing

with a phenomenon involving longitudinal fiber disruption accompanying the rapid passage of an
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Figure 6.3.7: Topographic SFM images showing the damage produced on the doped xerogel surface during
the electropeeling process. Images taken at Vtip = 0, 1.4 and 4V. The damage is clearer around some
indentation marks intentionally made on the surface. The magnifications (insets) illustrate the one fiber
layer peeling.

electric front. Interestingly, as will be demonstrated below, the fibers are removed in a layer by

layer fashion following what results in a surface peeling.

Evidence for the layer by layer peeling is summarized in figure 6.3.7 and figure 6.3.8. The

three large area images in figure 6.3.7 correspond to the topographic relief at three moments of

the movie. The film disruption is obvious; a relatively homogeneous initial fiber-like film starts

peeling out around pre-existing defects. The fibers are eliminated leading to a surface which

appears dramatically different to the original one. However, though the morphological aspect has

completely changed, the true surface roughness in terms of rms has not changed significantly, and

remains at approximately 10 nm over more than ten square micrometers. Careful inspection of

magnified regions (insets) reveals that the reason for this observation is that fibers deeper in the

film are not removed till the ones on top are completely removed. The extremely flat region in the

last situation (right) permits measurement of the thickness of the removed layer, which turns out

to be ∼ 8 nm, in excellent agreement with the expected lateral dimensions of one fiber. Figure

6.3.8 further illustrates this effect. Images at the top-left (figure 6.3.8 a and b) show how the

opening of a hole (one layer deep) uncovers the underlying film. In Figure 6.3.8 (e) comparison

between the line profiles taken along the same locations of the corresponding topographic images

in (c) and (d) reinforces the one-layer-deep peeling of the fiber-like film (the peeling of the one

fiber layer from c to d is well observed in Movie 7-3-c, available in the Supporting Information).

A further convincing test is presented in figure 6.3.8 (f). In this topographic image up to three

layers are exposed because peeling out of the second layer of the xerogel film already started at
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the voltage employed (4V). A line profile (figure 6.3.8 g) from the deepest layer and crossing all

three levels to the topmost one, demonstrates the layer by layer removal mechanism.

Figure 6.3.8: Topographic cm-SFM images of three regions (a-b, c-d and f) of the doped gel film surface.
After peeling the outermost fibers of (c), the second layer is exposed in (d). Line profiles (e) between two
situations, before (black) and after (red) electropeeling reveal that, in this location, only one fiber deep layer
has been removed. Topographic image (f) shows how the second layer of the xerogel film is peeled when tip
voltage is increased (Vtip = 4V ). As a consequence, three layers are exposed. The line profile (g) (with
height origin at the deeper layer) serves to demonstrate the layer by layer mechanism of the electropeeleing.

Conversely, when the voltage is kept to low values, peeling of the film only occurs after rela-

tively long periods of time. This is illustrated in figure 6.3.9, which by means of selected sequences

shows the film surface while continuously scanning at a constant and very low positive tip volt-

age (≈ 200mV ). Electropeeling is also observed but much longer times are needed (the complete

simultaneously acquired topographic and current movies are available in the Supporting Informa-

tion, Movies 7-3-d and 7-3-e, respectively). In this case the movies consisted of 103 frames and

the time elapsed from the first (top left) to the last (bottom left) situations was as long as 11h.

These two frames are considered as corresponding to the initial and final states, respectively. As

seen in the figure, at this low bias, our sensitivity was not enough to detect intensity along the

fibers, where the tip is in contact with the alkyl chains of 1, located at the fibers shell. However,
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6.3. Electropeeling of organic conducting material

though lower than 0.5 nA, current was measured at the end of the fibers, the only locations where

the tip directly contacts the π-stacking in between the TTF units, reachable at the open side of

the conducting core of the fibers. As time passes while imaging at the same tip voltage, the fibers

retract from their end and along their axis, which remains being the conducting path (between

tip and ground), without the need of higher voltages. Because 200 mV was the lowest voltage at

which electropeeling was observed, it is considered as the threshold voltage for the process. It is

important to note that images at Vtip = 0 taken under the load employed during this movie, were

obtained without apparent damage, within the same time scale, on defect free areas of the same

sample. This demonstrates the non invasive effect of the scanning tip in all experiments presented

here and strengthens the reported peeling as material removal in a voltage induced controlled

fashion.

Figure 6.3.9: Current maps (merged ES and C-SFM) at different time intervals extracted from larger
frames of a real time movie taken at a constant (Vtip = 200V ). The lateral size of each image is 415nm ×
320 nm. Time evolution is indicated by the solid arrows. The time interval between frames is of about 80
min, with a total duration of the movie of about 11h.

It is known that the conduction pathways in organic material depend on the internal molecular

structure of the individual entities (building blocks) forming the organic conductor as well as

the way they are packed, in the case presented here into fibers. The fact that electric intensity

is observed only on the remaining part of the fibers during the peeling process (Figure 6.3.6),

indicates that the current flows predominantly along the fiber axis (parallel to the surface) and

not so much between piled up fibers (perpendicular to the surface, although this process must occur

to some degree in order for the material to be a bulk conductor). This hypothesis is consistent
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with a conduction pathway through the π-orbitals overlapping between adjacent TTF molecules

forming the fiber (see figure 6.3.1), similar to the situation in the crystalline state in this kind of

molecule in a mixed valence stack [334]. The overall conduction pathway along and between fibers

is not evident but, as commented above, clearly implies interconnection along the fibers rather

than parallel inter-fiber connection. Adjacent (parallel) fibers are in contact through the non-

conducting alkyl chain shell surrounding the TTF conducting core of the fibers and consequently,

transversal inter-fiber conduction is disfavored. This hypothesis is also supported by the fact that

higher voltages are needed to induce current through freshly peeled and defect free fibers, which

are left exposed to the clean N2 atmosphere (2% RH) after removal of the topmost layer. In figure

6.3.10 the CSFM controlled electropeeling reported here is schematically explained.

Figure 6.3.10: Schematic illustration of the proposed mechanism for material removal. The electrical
contact between tip and molecular film is established via a silver epoxy drop at the film border (gray mark)..

From correlation between the applied voltage and the detected current in the carried experi-

ments, we can conclude that the conducting resistance along the TTF stacks is in the 10−100MΩ

range, what is in excellent agreement with the previous studies mentioned in section 6.3.2. To

overcome the hurdle of electrical breakdown for their integration in devices, it is important to

investigate the maximum power held by the organic component. As expected, this power depends

on the local structure of the conducting film surface and, in particular, on the number and type of

defects present over the region under analysis. Though this variance makes it impossible to obtain

a precise evaluation, the power held for a fiber before breakdown is found to be in the range of a

few hundreds of nW for our experimental conditions.

Regarding the mechanism by which the layers are removed, we should remark that any sweeping

effect of the tip can be ruled out as the source of removal of material because care was taken to
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6.3. Electropeeling of organic conducting material

always keep the load at the pull of value, well below the onset of non-mechanical deformation.

Moreover, the current flows along the fibers, following the direction of their disruption, whatever

their orientation over the surface is, while no correlation with the scanning direction exists. We

also discard resistive heating as possible mechanism describing our observations. If this were to

be the case, the fibers would break randomly in the middle of the fiber because of differences in

temperature. Temperature gradients are expected to arise along the fibers because of, for instance,

the different heat dissipation between locations where the fibers appear somehow separated (lower

dissipation) and other locations where evident fiber pile up (massive regions) or bundling exists.

It is the intensity of the electric field (higher at the fiber borders) which induces an increase of

the current (the fibers appear brighter) typical of the onset of a breakdown phenomena as that

observed here. Taking into account that a thin contamination layer covers the tip and/or sample

surfaces transferred to the controlled humidity box through air, the electric field at the fiber

extreme is estimated to be of about 2 × 108 V/m during the breakdown onset. We note that,

as commented, higher fields are needed to provoke peeling of fibers only exposed to the electric

field under controlled environment (N2 flux, RH < 5%). This reminds us of the influence of the

atmosphere in other nanometric systems electrical breakdown [335].

6.3.5 Summary

To conclude, we have shown that the preparation method used to obtain thin films with fiber

morphology from organogels can be greatly improved by depositing from the solution state. This

process allows the preparation of layers of homogeneous thickness opening the way to well defined

fibers.

A layer by layer peeling phenomenon has been uncovered by using a conducting scanning

probe microscope tip. The removal of molecular material starts at voltage excursions beyond

some hundreds of mV and results in an increase in current and irreversible morphological changes

(mechanical disruption) without applying any mechanical compression. The process starts at the

fibers ends or close to the bundles borders. It never starts in the middle of the fiber. Once the

process begins (breakdown), it triggers the peeling of the fiber similarly to a staircase burning

reaction.

The reported observations, are described in terms of a mechanism based in a “peeling the
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fibers out” by the effect of the applied electric field (electropeeling), which is found to remove the

molecules, pulling them out from the fibers extremes, and sequentially destroying the conducting

wires. The presented results are relevant to understand the limits of energy transport through

organic fibers, which is of enormous importance in molecular components for electronic circuits

and organic based sensors.
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This concluding chapter summarizes the results of the present thesis. The thesis was dedicated

to the study of the morphological, mechanical, electrostatic and conductive properties of different

self-assembled and nanostructured systems, including organic thin films and inorganic surfaces. We

accessed such properties by mean of scanning probe microscopy, both scanning force microscopy

and scanning tunneling microscopy techniques under controlled ambient conditions. We mainly

focused on the use of SFM in contact, dynamic, friction force microscopy (FFM), conductive

scanning force microscopy (CSFM) and Kelvin probe force microscopy (KPFM) operating modes

for such a purpose. Tough the suitability of the scanning force microscopy to address studies at

the nanometre scale has been demonstrated since its invention in the 80th, this work constitutes

one more example of the versatility offered by this technique to investigate different aspects of

material surfaces.

Below follow the main results obtained from our studies.

We have investigated the influence of the supramolecular order of a self-assembled monolayer

(SAM) into the Au(111) surface properties. For that purpose, we have characterized the ω −
(4′ − methylbiphenyl − 4 − yl)butane − 1 − thiol (BP4) SAM consisting of two polymorphic

phases coexisting on Au(111) surface. Thanks to the coexistence of the two polymorphic phases

in surface, the investigation of the impact of the supramolecular order of the SAM into the surface

properties have been possible by SPM techniques with in situ references. We have shown how the

supramolecular order of the SAM is a decisive factor influencing such nanoscale properties. We

have gained knowledge on the morphological and structural differences of the phases as well as

in the details of the solitons structures present in the α polymorphic phase. By mean of friction

force microscopy (FFM) we found that the friction response varies for the two polymorphic phases.

In addition, we show how molecular domains with different orientation can be distinguished by
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mean of friction anisotropy and asymmetry effects. Therefore making use of high sensitivity lateral

force imaging we are able to reveal structural details of BP4 SAMs well beyond the topographical

information provided by STM. We also reveal tribological differences over the α-phase solitons

structures.

Furthermore, we have proven that the supramolecular order in influences the electrostatic

properties of Au(111) surface, i.e., in the work function shift induced on the Au(111) surface. We

found that the supramolecular order change modifies the work function shift of the gold in nearly a

14% from α to the β-phase. In addition, we study the relative contribution of the molecular density,

molecular dipole and permittivity factors between polymorphic phases into the work function shift

induced by the SAM in Au(111). For the present case we found that the difference on molecular

density and effective permittivity ratios contribute nearly the same but in an opposite sign to

the work function shift induced by each molecular phase, whereas the difference on molecular tilt

angle and in consequence of the normal component of the dipolar moment contributes around

30% less than the two others. We have also derived the difference on the dielectric constant and

polarizability of the molecules in each polymorphic phase and found that the polarizability of

the molecule in each supramolecular phase plays an important role in the variation of the local

dielectric constant of the layer.

We also characterized the conductive response of each polymorphic phase by mean of conduct-

ing SFM (CSFM). A clear difference between the conductive response of the molecular phases is

found and is mainly attributed to the difference in thickness between molecular layers. In addi-

tion, based on electron current measurements, the combined use of STM and CSFM allows us

interpreting the differences in apparent height as measured by one or the other technique in non-

homogeneous organic layers and thus, decoupling the electronic and topographic contribution in

the STM signal.

We have characterized and investigated the use of nanopatternded SrT iO3 (001) oxide sur-

faces, which presents the coexistence of well differentiated T iO2 and SrO chemical termination

regions, as template for the adsorption of organic molecules. We have shown that a carboxylic

acid function organic molecules can selectively form monolayers on the T iO2 oxide termination

and have investigated the impact of the organic layer adsorption into the T iO2 surface properties.

The frictional response of the T iO2 surface is lowered by a 50% with the organic layer adsorption,
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confirming that organic self-assembled monolayers (SAMs) are good candidates for their use as

boundary lubricants for improving the tribological properties of the T iO2 surface. Furthermore,

we have proven that the use of SAMs to tune the local work function can be extended from

metallic to insulating surfaces. By the adsorption of the stearic acid molecules, the T iO2(001)

STO surface work function have lowered by around a 2.7%. In consequence, we have shown that

selective adsorption can be used to create and modulate at the nanoscale both friction and work

function of nanostructured oxide surfaces with potential applications in several technologically and

scientifically relevant emerging areas.

In addition, we have added some insight about the surface diffusion process that causes the

chemical termination patterning of the SrT iO3(001) surface under high-annealing temperature

(1100 − 1200◦C). We conclude that the formation of the low lying SrO chemical termination is

consequence of the SrO region diffusion and coalescence in the T iO2 step edges.

We have presented two different tip-induced effects we found while studying organic thin film

materials which can be use to manipulate matter:

i) We have shown that the layer by layer growth of pentacene molecules can be induced by

the SFM tip. The pentacene molecules are dragged and collected in the water meniscus formed

in the tip-sample contact when the sample is scanned in repulsive regime, and the accumulated

molecules are transferred to the surface where they self-assemble when attractive measurement

conditions are employed. This process allows the preparation of layers of homogeneous and well

ordered molecular layers and could be used as a top-down strategy for the nanostructuration of

organic molecular nanodevices.

ii) A layer by layer electropeeling phenomenon has been also uncovered on a tetrathiafulvalene

(TTF) derivative organogel forming fiber like structure by using a conducting scanning probe

microscope tip. The removal of TTF derivative molecular material starts at voltage excursions

beyond some hundreds of mV without applying any mechanical compression. The process starts

at the fibers ends or close to the bundles borders. It never starts in the middle of the fiber. Once

the process begins (breakdown), it triggers the peeling of the fiber similarly to a staircase burning

reaction. The presented results are relevant to understand the limits of energy transport through

organic fibers, which is of enormous importance in molecular components for electronic circuits

and organic based sensors.
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Symbols and Abbreviations

2D Two-dimensional

3D Three-dimensional

�CP Microcontact printing

Ac Stearic acid

AF Adhesion force

AM-KPFM Amplitud modulation kelvin probe microscopy

AM-SFM Amplitud modulation scanning force microscopy

AN Friction anisotropy

AS Friction asymmetry

BP4 w-(4’-methylbiphenyl-4-yl)butane-1-thiol

cc-STM Constant current scanning tunneling microscopy

cm-SFM Contact mode scanning force microscopy

CPD Contact potential difference

CSFM Conductive scanning force microscopy

CSIC Spanish National Research Council

DFT Density functional theory

dm-SFM Dynamic mode scanning force microscopy

DMT Derjaguin, Muller and Toporov model

EFM Electrostatic force microscopy

ES Error signal

FFM Friction force microscopy

Fl Lateral Force

FM-KPFM Frequency modulation kelvin probe microscopy

FM-SFM Frequency modulation scanning force microscopy
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List of Symbols and Abbreviations

Fn Normal force

FWHM Full width at half maximum

GIXD Grazing-angle incidence X-ray difraction

HOMO Highest occupied molecular orbital

HOPG Highly oriented pyrolytic graphite

ICMAB Institut of Material Science of Barcelona

IRRAS Infrared reflection absorption spectroscopy

ITO Indium tin oxide

JKR Johnson, Kendall and Roberts model

KPFM Kelvin probe force microscopy

LB Langmuir-Blodgett

LUMO Lowest unoccupied molecular orbital

MEM Microelectromechanical system

ML Monolayer

NEM Nanoelectromechanical system

NEXAFS Near-edge X-ray absorption fine structure spectroscopy

OLED Organic light emitting diode

OMBD Organic molecular beam deposition

PDMS Polymethylsiloxane

PLL Phase locked loop

RH Relative humidity

rms Root mean square

SAM Self-assembled monolayer

SEM Scanning electron microscopy

SFM Scanning force microscopy

SI International system of units

Sp Surface potential

SPL Scanning probe lithography

SPM Scanning probe microscopy

STM Scanning tunneling microscopy
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STO Strontium titanate, SrT iO3

TTF Tetrathiafulvalene

u.c. Unit cell

UHV Ultra-high vacuum

XPS X-ray photoelectron spectroscopy
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Supplementary information

List of movies

The following movies are attached to the thesis manuscript in pdf format in the provided CD.

Chapter 4

• Movies 4-4-4-a. Topography-Forward. 2 μm × 2 μm. Consist of 33 frames. Total time
∼ 3h 25min. ΔVtip = 10mV from frame to frame, ranging from 0 to 330mV . Reproduction
speed 5 frames/s.

• Movies 4-4-4-b. Topography-Backward. 2 μm × 2 μm. Consist of 33 frames. Total time
∼ 3h 25min. ΔVtip = 10mV from frame to frame, ranging from 0 to 330mV . Reproduction
speed 5 frames/s.

• Movies 4-4-4-c. Lateral force-Forward. 2 μm × 2 μm. Consist of 33 frames. Total time
∼ 3h 25min. ΔVtip = 10mV from frame to frame, ranging from 0 to 330mV . Reproduction
speed 5 frames/s.

• Movies 4-4-4-d. Lateral force-Backward. 2 μm × 2 μm. Consist of 33 frames. Total time
∼ 3h 25min. ΔVtip = 10mV from frame to frame, ranging from 0 to 330mV . Reproduction
speed 5 frames/s.

• Movies 4-4-4-e. Current-Forward. 2μm×2μm. Consist of 33 frames. Total time ∼ 3h 25min.
ΔVtip = 10 mV from frame to frame, ranging from 0 to 330 mV . Reproduction speed
5 frames/s.

• Movies 4-4-4-f. Current-Backward. 2 μm × 2 μm. Consist of 33 frames. Total time ∼
3 h 25min. ΔVtip = 10mV from frame to frame, ranging from 0 to 330mV . Reproduction
speed 5 frames/s.

Chapter 6

• Movies 7-2-a. Topography. 1 μm × 1 μm. Consist of 12 frames. Total time ∼ 10 min.
Reproduction speed 4 frames/s.
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• Movies 7-2-b. Topography. 1.3 μm × 1.3 μm. Consist of 108 frames. Total time ∼ 2h.
Reproduction speed 4 frames/s.

• Movies 7-2-c. Topography. 1.3 μm × 0.89 μm. Consist of 108 frames. Total time ∼ 2h.
Reproduction speed 4 frames/s.

• Movies 7-2-d. Topography. 1.3 μm × 0.89 μm. Consist of 108 frames. Total time ∼ 2h.
Reproduction speed 4 frames/s.

Image (b) shows the last frame of Movie 7-2-d. The histogram plot of the topography signal of (b) is
presented in (c). The color code of the topography signal of the movie (a) is chosen in function of this
histogram plot (c).

• Movies 7-3-a. Topography. 3 μm × 1.9 μm. Consist of 21 frames. Total time ∼ 2h. ΔVtip =

200mV from frame to frame, ranging from 0 to 4 V . Reproduction speed 5 frames/s.

• Movies 7-3-b. Current. 3 μm × 1.9 μm. Consist of 21 frames. Total time ∼ 2h. ΔVtip =

200mV from frame to frame, ranging from 0 to 4 V . Reproduction speed 5 frames/s.

• Movies 7-3-c. Topography. 674 nm × 516 nm. Consist of 12 frames. ΔVtip = 200mV from
frame to frame, ranging from 0 to 2.2 V . Reproduction speed 4 frames/s.

• Movies 7-3-d. Topography. 415 nm × 320 nm. Consist of 103 frames. Total time ∼ 11h.
Constant Vtip = 200 V . Reproduction speed 10 frames/s.

• Movies 7-3-e. Current. 415 nm × 320 nm. Consist of 103 frames. Total time ∼ 11h.
Constant Vtip = 200 V . Reproduction speed 10 frames/s.
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