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Chapter 1

Introduction

With the recent advent of various waves of technological advances, the amount
of biological data being generated has exploded. As a consequence of this data
deluge, new challenges have emerged in the field of biological data management.
In order to maximize the knowledge extracted from the huge amount of biologi-
cal data produced it is of great importance for the research community that data
dissemination, integration and visualisation challenges are tackled. Opening and
sharing our data and working collaboratively will benefit the scientific commu-
nity as a whole and to move towards that end, new developments, tools and tech-
niques are needed.

1.1 Background

Technological advances and the data deluge

Recent technological advances have had a great impact on the amount of biolog-
ical data generated. During the first years of the last decade, due to the gen-
eralization of high throughput microarray technologies -mainly gene expression
microarrays but also lots of related technologies such as aCGH, ChIP-on-chip,
methylation arrays-, a first data revolution happened. All of a sudden, it was
possible for many labs to generate amounts of data never seen before on biology.
While with older technologies it was possible to experimentally determine expres-
sion values for up to a few hundreds of genes and the process was time consuming
and involved many manual operations, a single microarray chip would produce
expression data for tens of thousands of genes in an almost fully automated pro-
cess. It was possible, for the first time, to study the complete transcription profile
of a cell or to get a broad view of the methylation status of the genome. In order to
achieve such higher data throughputs, though, trade-offs had to be made on data
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quality and reliability, since arrays had higher noise levels and lower accuracy
than low throughput techniques such as real-time PCR. Fortunately, statisticians
and bioinformaticians developed a number of new normalization and analysis
techniques to deal with such a noisy data. Many new and highly relevant results
were produced using array-based technologies and most of them are still being
used today for a number of experiments with great success.

Over the end of the last decade, however, while microarray use spread over
the research world and was made available to most of the research groups, a sec-
ond wave of even higher throughput technologies emerged. Bead arrays, where
probes were not spotted to specific places but fixed to micrometer sized silica bead
and randomly distributed over the array surface1, delivered a higher throughput
than traditional microarrays, but the real breakthrough came from what’s known
as Next Generation Sequencing (NGS) or massively parallel sequencing, a set of
technologies giving the researchers the possibility to sequence huge amounts of
DNA at a very low price per base.

Next Generation Sequencing is profoundly reshaping the landscape of avail-
able experiments, being now feasible to perform experiments at a scale and level
of detail that would have been unfeasible just a few years ago. While the first hu-
man genome to be produced required a big international consortium, involved
many different laboratories working at full capacity for several years and had
a total cost of about $3 billions2, with the machines found today in many ge-
nomic facilities it is possible to re-sequence a whole human genome for a few
thousand dollars. The affordability of these systems has favored projects such as
The 1000 Genomes Project3-an international collaboration to produce an exten-
sive public catalog of human genetic variation-, and The Cancer Genome Atlas4

(http://cancergenome.nih.gov/) -a collaborative project to study genetic varia-
tions and genomic alterations related to cancer-.

A new system presented on January 2012 by Life Technologies, the Ion Proton,
will be, according to the Life Technologies, the company developing it, the first
system to achieve the milestone of the $1000 genome. Being able to sequence a
whole human genome in a few hours for as little as $1000 will open a new range
of applications and will increase even more the pace of genomic data generation.

Newer technologies being developed and based on completely different sequenc-
ing procedures, such as Nanopore and other single molecule sequencing approaches,
could be available in a few years which would mean a third large jump in the pace
at which biological data is generated and heavily contribute to the worsening of
the current data deluge.

Data repositories

In order to ensure long term storage for all the data generated with high through-
put technologies and to make it available to the research community, public repos-
itories were created. Two of the most widely used public repositories are Gene Ex-
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pression Omnibus5 from the NCBI and Array Express6 developed at the EBI. In
part thanks to the requirement of having deposited the raw data into one of those
repositories in order to publish in many high profile journals, data from hun-
dreds of thousands of experiments is freely available to anyone wanting to work
with it. The availability of such amount of data has spurred the development of
new analysis methods for high throughput data and made possible a number of
meta-analysis.

Cooperation is key

Nowadays, many small research groups capable of producing important and in-
teresting datasets lack the capabilities to analyze them fully. The release of those
datasets, instead of keeping them closed on the laboratory to be used never again,
can greatly increase their scientific value, since specilized analysis groups can ap-
ply deeper analysis techniques to extract further information from them, produc-
ing new results. In addition, as demonstrated by many meta-analysis performed
using publicly available datasets, thanks to the availability of large amounts of
public data it is possible to extract new information from its integrated analy-
sis. Development of new algorithms, specially those with their roots on artifi-
ciall intelligence, greatly benefit from the availability of a big corpus of annotated
datasets for training and testing purposes, giving new and better algorithms to
biomedical sciences in return. None of these would be feasible without large
amounts of biological data made freely and publicly available by a number of
researchers around the world.

Publishing raw or minimally processed data along with the necessary metadata
is necessary to ensure that complete reanalysis are possible. It also encourages
correctness and reproducibility checks on that data by other researchers around
the world, which is fundamental to assure the validity of published results. These
checks and reanalysis would not be possible if no raw data was made available,
since decisions taken very early in the data analysis process such as normaliza-
tion may have a huge impact on the final results. Thus, releasing raw datasets for
whole experiments and not only the final selected results have a beneficial im-
pact on the whole research process. In addition, data can be much more valuable
when taken into consideration along with other data of diverse origin, either of
the same type or complementary data. Therefore, it is very important to be able
to consistently integrate all this data.

Metadata and Data Integration

Integrated analysis of different data types is key to understand complex systems
such as biological entities. Often, these different data types come from different
sources and are produced by different means at different geographical locations.
For example, one could match the position of genes in the genome as determined
by Ensembl programmatically and cross this data with the position of SNPs de-
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termined by the aggregation of thousands of submissions to dbSNP at the NCBI
and then use a web-service to check in a motif database whether a subset of the
genes with SNPs at the promoter region have any specific motif and then study
the correlation of these motifs with expression data from a GEO dataset. In do-
ing all this multistep analysis you are taking advantage of the availability of all
different kinds of public data but at the same time you are doing some impor-
tant assumptions. For example, the reference genome assembly used to compute
gene positions by Ensembl must be exactly the same than the one used by dbSNP
and also the same used in the motif database. In addition, the cellular types and
conditions used for the experiment from which the expression data was obtained
should be relevant and adequate to test your biological hypothesis.

A key aspect to take into account when releasing data is metadata. Metadata
should contain all information needed to fully understand the released data. Once
data is fully understood it will be possible to decide whether it is suitable for
its intended use and if any changes or adaptations are needed before using it
along data from other sources. Thorough and accurate metadata is key to ensure
that data is used correctly. In the process describe above, for example, describing
genome over which the genes have been computed as Homo sapiens is clearly not
enough and the exact genomic assembly should be stated, since there are some
very notable differences between genomic alignments and even a minor feature
misplacement of a few nucleotides might have a big impact in the final results.

Visualisation and Knowledge Discovery

A process at which humans excel is at detecting patterns. Pattern recognition is
one of the great abilities of our brains and suitable representations of data may
make these patterns apparent and help us identify them7,8. For example, if in-
stead of a long list of aligned short reads or a even a list of regions with high
read concentration as a result from a ChIP-seq experiment the analysis software
creates a drawing depicting the actual peak shapes and positions in a region of
the genome, it will be much easier to identify, for example, odd-shaped peaks
-pointing us to bad quality data or to specially interesting regions- or patterns
in their relative positions with other genomic features such as genes or promoter
regions. Good representations of data greatly improves our capacity to better un-
derstand it and so, to generate hypothesis about it that can be later tested by other
means.

In order to help improving data understanding and intuition, though, it is im-
portant that the representation used to depict the data is suitable for the type of
data being represented and specially for the knowledge that has to be extracted
from it. It is important that the right patterns are emphasized while other dis-
tracting aspects are hidden and that the right level of complexity is achieved. An
oversimplified representation of data will likely hide important features, how-
ever, an overly complex representation won’t hide most of the distracting features
and effectively rendering some of the patterns undetectable.
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In addition to the right complexity level, data representation has to be tailored
to the kind of information we want to extract from it. In the ChIP-seq example,
the data crunching and the graphical representation of it should be completely
different if we are studying the spatial relation between peaks and other genomic
features than if we are interested in biases produces by the sequencing technology
used.

One of the most broadly used visualisation paradigms for genomic data are
genomic browsers. A genomic browser (such as Ensembl9, the UCSC Genome
Browser10, or GBrowse11) is capable of displaying different sets of features po-
sitioned on relative to a sequence along to the sequence itself. It is possible to
explore the sequence and the features by moving around and zooming in and out
in order to see exactly the desired region. The interactivity of this process and so
the ease given to the user to perform such an exploratory process varies from a
browser to the other, but is quite limited in most of those based in web technolo-
gies.

DAS: The Distributed Annotation System

The Distributed Annotation System (DAS) is a protocol designed to publish and
integrate annotations on biological entities, mostly sequences, in a distributed
fashion. DAS is structured as a client-server system where the end user uses a
client to retrieve data from one or more servers and merge, process and visualise
it. DAS development was started in 2001 by WormBase12 as a way to distribute
and share its genomic annotations among its users and was soon adopted by the
Ensembl project13 and other databases. Currently a central registry, the DAS
Registry14, has more than 1600 data sources registered and these sources have
been created by more than 50 institutions. Data available through DAS includes
most of the data available at Ensembl and UCSC databases as well as hundreds of
sources created by other independent groups.

The idea behind DAS is that many different laboratories and groups might have
relevant but partial knowledge regarding a biological entity, such as a genomic
sequence. To combine, visualise and explore all this data jointly, it should not be
necessary to merge it all in a central database but it should be possible to merge
it on-the-fly by the software being used by the end user. This approach has some
interesting advantages such as being highly dynamical with respect to the set of
data sources being used -i.e. the end user could be able to select any compati-
ble source, including those created by himself, to be added to the view instead
of having to ask to the hypothetical central database to add that data and make
it available. With data being under control of those producing it, new releases,
updates and corrections can happen more often, without being tied to the com-
mon release schedule of a central database. Such freedom, though, comes at a
price, and some problems are attached to the distributed approach: the end user
software is, at the end, the one deciding what data sources make sense to use to-
gether, which is the best way to represent the retrieved data and how should that
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Figure 1.1 A schematic view of DAS. Different DAS servers offer a number of DAS
sources (DAS source A, B and C) with different types of information anno-
tating the same biological entity. A DAS client is able to access these data
sources, retrieve data from them and create an integrated representation.

data exactly be merged. Different technological solutions have been adopted in
DAS to overcome these problems, as will be briefly seen in this section.

A cartoon explaining the approach taken by DAS is shown in figure 1.1. For ex-
ample, a research group, Group A, might have gene position information derived
from various sources, another group, Group B, might have results from a ChIP-seq
analysis of a transcription factor and finally a third group, Group C might have
data related to the somatic mutations found in a type of cancer. If these three
groups are publishing their data using DAS it is possible to integrate their data
into one single integrated representation that could be more useful than any of
the three sources of data by themselves. Additionally, the end user could set-up a
fourth data source, User Defined, with gene expression data, and seamlessly inte-
grate it with the data coming from the third party sources.

To ensure that it is possible to seamlessly integrate data from a number of differ-
ent sources, at least three things are needed: a standard data protocol, a standard
data format and a standard data semantics.

DAS is a client-server protocol, with data sources being the servers and the
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end-user software integrating the data being the client. It has been built in top
of HTTP and takes advantage of HTTP headers -including custom headers- and
HTTP status codes to manage the communication between clients and servers15,16.
The DAS protocol is a stateless protocol that can be seen as an example of a Rep-
resentational State Transfer (REST)17 architecture. No state is saved between two
consecutive requests to a server, all information resources available are uniquely
identified by a structured URI and the responses are XML documents. One of the
advantages of such a design is that DAS can work transparently with any network
element such as proxies, caches and firewalls.

A DAS server, is an instance of a software accepting DAS requests at a specific
URL. A single DAS server contains one or more DAS sources, which are the logical
entries serving highly related data. For example, a group could setup a server
for human data with three sources, one with information on genes, exons and
UTR’s, another one with data about SNPs and third with miRNA data. Servers and
sources accept a few different commands, some optional and some compulsory
for every server- instructing them to return different kinds of data and metadata -
sources will retrieve a list of the sources in the server, features will return the actual
annotations, etc.

To retrieve data from a server, a client issues a formatted URL request to the
server and it returns an XML document. The URL format is well defined and
contains different parts including the server URL, the source name, the command
and any parameters it needs. Figure 1.2 shows an example of a DAS request:
http://www.server.com/foo/ is the base URL of the DAS server, sourcename is
the name of the source in the server, the command is features and a single pa-
rameter, segment=1:1000,2000, determines exactly which features are requested
based on the specified region.

Figure 1.2 An example of a DAS request. This DAS request has its different parts
marked in different colors. This request to the source sourcename of the
server http://www.server.com/foo will retrieve all annotation -features-
overlapping the region starting at position 1000 to and ending at 2000 of the
biological sequence identified by seq1.

The response to a successful DAS request is an XML document based on the
formats defined by the DAS specification. There is a well defined XML format
for each valid command and all servers are required to build a response strictly
following these formats. The use of such standard formats ensures that all clients
will be able to understand the responses from any valid DAS server and so that
in order to include data from any additional server the only a priori information
needed about the server is its URL. Combining this capability with the existence of
a central DAS registry where clients can obtain a list of the available DAS servers
and sources gives DAS clients a great flexibility in including new data to analysis
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Figure 1.3 Example of a DAS response. The list of the miRNAs in the first 20Mb
of human chromosome 1 returned by the EBI’s DAS servers as rendered by a
web browser with XSLT support.

and visualisations.

One additional feature of DAS is that since requests are simple URLs and re-
sponses are plain text documents it is possible to query DAS servers from a broad
range of clients. If one would like to get a list of all the microRNAs in the first
20Mb of chromosome 1 in humans, firing a standard web browser and accessing
the URL

http://www.ebi.ac.uk/das-srv/genomicdas/das/hsaprimiRNA/features?segment=1:1,20000000

would return a simple XML document with the list of the three primary microR-
NAs encoded in that region: hsa-mir-200b, hsa-mir-200c and hsa-mir34a. Since the
XML document includes a link to an XSLT file, the browser is able to produce a
nice human readable representation of the information (Figure 1.3) but the docu-
ment returned is exactly what is depicted in Figure 1.4.

The REST style API allows easy and raw manual access to DAS servers using a
web browser -useful for beginners as well as for testing and debugging purposes-
or programmatically from any language with HTTP support or even from the
command line using wget and the like, a useful option to develop simple data
analysis scripts. All these methods, though, are lacking with respect to a full-
blown DAS client able to retrieve and combine data from many different sources.

The third aspect of the DAS system is semantics. In addition to the exact syntax
of the DAS XML documents, the DAS specification defines a minimal semantic
framework so it’s possible for clients to interpret them. The semantics defined by
the specification are minimal and flexible enough to accommodate for different
data types and categories, but without them it would be much more difficult to
integrate data from different DAS servers. It is defined, for example, that DAS
features are related to sequences, either to the whole sequence -e.g. annotating a
protein sequence with a pubmed link- or to specific regions of the sequence -e.g.
the pfam domains found in that same protein sequence-, that a feature defines at
most a single region of the sequence -it is not possible for a feature to have more
than one start and one end-, etc.

In order to be able to integrate data from various sources, it is very impor-
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<?xml version="1.0" standalone="yes"?>

<?xml-stylesheet type="text/xsl" href="features.xsl"?>

<!DOCTYPE DASGFF SYSTEM

"http://www.biodas.org/dtd/dasgff.dtd">

<DASGFF>

<GFF version="1.01" href="http://www.ebi.ac.uk:80/das-

srv/genomicdas/das/hsaprimiRNA/features">

<SEGMENT id="1" version="1.0" start="1" stop="20000000">

<FEATURE id="hsa-mir-34a" label="hsa-mir-34a">

<TYPE id="pri-miRNA">pri-miRNA</TYPE>

<START>9208427</START>

<END>9231836</END>

<METHOD id="miRBaseGenomics">miRBaseGenomics</METHOD>

<ORIENTATION>-</ORIENTATION>

<NOTE>transcript annotation</NOTE>

</FEATURE>

<FEATURE id="hsa-mir-200c˜141" label="hsa-mir-200c˜141">

<TYPE id="pri-miRNA">pri-miRNA</TYPE>

<START>6942650</START><END>6943861</END>

<METHOD id="miRBaseGenomics">miRBaseGenomics</METHOD>

<ORIENTATION>+</ORIENTATION>

<NOTE>transcript annotation</NOTE>

</FEATURE>

<FEATURE id="hsa-mir-200b˜200a˜429" label="hsa-mir-200b˜200a˜429">

<TYPE id="pri-miRNA">pri-miRNA</TYPE>

<START>1097258</START>

<END>1104722</END>

<METHOD id="miRBaseGenomics">miRBaseGenomics</METHOD>

<ORIENTATION>+</ORIENTATION>

<NOTE>transcript annotation</NOTE>

</FEATURE>

</SEGMENT>

</GFF>

</DASGFF>

Figure 1.4 Raw XML DAS response. The XML document returned by the EBI’s
DAS servers when asked about the miRNAs in the first 20Mb of human chro-
mosome 1.

tant to clearly define which are the sequences being annotated. In DAS this is
achieved via the definition of coordinates systems. A coordinate system is a set
of sequences related in some way. Sequence identifiers must be unique only in its
coordinates system. For example, for genomic annotations one assembly of the set
of chromosomes from a species is usually a coordinates system and for proteomic
annotations, the coordinates system is the pool of all known protein sequences.
In addition, a coordinates system establishes the sequence identifiers to be used,
the entry points. Hence, once a source is associated to a coordinates system it is
trivial to merge with data from other sources since they are all annotating exactly
the same sequences. For example, the sequence 1 -the chromosome 1- from the
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assembly GRCh37 of Homo sapiens is unique and stable, and can not be confused
with any other chromosomal sequence or P21359 in the coordinates system based
on UniProt18 uniquely identifies the human Neurofibromin aminoacid sequence.

Additional information on the DAS protocol, formats and semantics can be
found in chapter 3 and in the DAS specification16.

One of the mottos behind the design of DAS was “Dumb server, Smart Client“.
The idea behind it is that it should be really easy for anyone with an interesting
dataset to make it available via DAS and that as much as possible the complexities
of the system should be moved to the client. There are a number of DAS clients
available today, web based or stand-alone software and both general purpose and
specialized. For example, the Ensembl genome browser, used daily by thousands
of people, is a DAS client, which allows its users to add any data in a DAS server,
even their own, to be merged into the Ensembl visualisation. Another widely
used software, the Integrative Genomic Viewer (IGV)19, is also able to display
DAS tacks alongside local NGS data. In addition, since DAS client libraries are
available in different programming languages, it is feasible to create customized
client software answering specific needs a user or a group of users can have.

1.2 Motivation and Contributions

Distributing biological data in a way that makes it easy to use and integrate with
other data sources is not as easy as it would be desirable and scientists have to face
some challenges when doing it. Similarly, integration and visualisation of biolog-
ical data could be an easier process giving more interactive results to encourage
data exploration.

DAS can be a helpful tool to tackle some of these challenges and in this thesis
we have produced different software tools and prototypes aimed at that.

1.2.1 Dissemination

Motivation

If a research group wanted to publish a dataset they had produced so anyone
could access and use it, different options would be available for different kinds of
data. For some data types, big repositories have been created and do a great job on
storing and distributing them. GEO and Array Express, for example, are a great
way of distributing data generated with expression microarrays and some other
microarray based techniques. If the dataset is not of any of these few selected data
types, however, distributing it in a useful way may become a much harder job.

Many biological data can be interpreted as annotations positioned on sequences,
specially processed data and final results, but no easy and useful way of distribut-
ing such datasets is available. Making the text files available on FTP servers or
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provide them as supplementary material linked to a journal paper might not be
enough to make them useful, since metadata is not guaranteed, file formats and
semantics are not well established and no programmatic access is available, forc-
ing researchers to manually download and manipulate them to make them merge-
able with data from other sources.

The Distributed Annotation System may be a suitable solution for this, since
it is specifically designed to distribute this kind of data, using standardized for-
mats and semantics and ensuring sufficient metadata is provided so integration
of multi-source data is possible. The problem with this approach is that setting
up a DAS server imposes some requirements not met by many research groups.
In addition to the obvious requirement of a server facing the internet, setting up
a DAS server usually implies installing a database, a bit of data mashing to adapt
it to DAS and load the database and even a bit of programming, since the data
access layer connecting the DAS server to the database is usually left for the user
to implement. While these requirements could be easily met by computational bi-
ology labs and the like, for purely wet labs they may become problems impossible
to overcome and prevent them of using DAS to share their data.

There was a need for a system capable of creating and hosting DAS servers that
was simple enough to use so basic researchers could use it to share their data and
make it publicly available.

Contributions

With the aim of removing as many obstacles as possible in the process of setting
up a DAS server for researchers with interesting data in their hands, a new soft-
ware platform has been developed: easyDAS.

easyDAS20 is a hosted platform to automatically create DAS servers. Using a
simple web interface the user can upload a data file -either GFF or any tabular text
file-, annotate it and click a button and a new DAS server will be automatically
created and made available to use by any DAS client. The annotation process
includes all necessary information such as coordinate system selection and even
an ontology browser based on OLS21 to select a specific ontology term for every
feature type, as recommended by the DAS specification. Using easyDAS, a user
can create a new data source in a matter of minutes.

In addition, being a hosted solution, relieves the user from any responsibil-
ity regarding the maintenance of the server’s hardware and software, and can be
used to create data sources that won’t change or disappear over time. In that re-
gard, easyDAS could be a useful to distribute datasets linked to published papers,
which are supposed to be reachable for a fair amount of time.

Built around Proserver22, the perl DAS server, its back-end has been written
in perl and the front-end has been implemented as a javascript web application
using jQuery23 to overcome cross-browser compatibility issues. Figure 1.5 shows
an overview of the system architecture.
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Figure 1.5 An overview of the easyDAS architecture. The data provider in-
teracts with the web client to upload and annotate its data. The easyDAS

server parses the uploaded data, stores it in the database and creates a
new DAS server. Data consumers (including the original data provider) can
access that data using any DAS client.
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easyDAS was developed during a stay at the European Institute of Bioinformat-
ics in the Proteomic Services team under the supervision of Andrew Jenkinson
and Henning Hermjakob. An instance of easyDAS is running at the EBI and is
freely available at http://www.ebi.ac.uk/panda-srv/easydas/ for anyone to use.

All easyDAS code has been released under the GNU LGPL license24 and is avail-
able to download at http://code.google.com/p/easydas/. Being open source soft-
ware, users are free to use it, modify it and redistribute it.

In addition to using the EBI’s instance of easyDAS, it is possible to install cus-
tom instances of the software in other systems. An institution, for example, could
set-up their own instance of easyDAS as a service for their research community to
publish data using DAS -e.g. to share with collaborators, to view it in a genome
browser, to link from publications, etc...- with minimal hassle and training re-
quired.

1.2.2 Visualisation

Motivation

Genome browsers provide a unique platform to browse, retrieve and analyze ge-
nomic data in an efficient and convenient way25. A number of genomic browsers
exist, but three of them are by far the most widely used: Ensembl, UCSC, GBrowse
and NCBI’s MapViewer.

When this project was started, in 2007, all major genome browsers offered quite
an static experience. It was certainly possible to browse and explore data, but
is was done through a series of buttons moving the genome a certain amount
of bases to left or right or zooming in and out. It was not possible, though, to
use those gestures we have grown used to such as dragging the genome with the
mouse or using the mouse wheel to zoom in and out fluidly.

The main architecture of the web based genome browsers was the same. They
all had a relatively thin client-side part, mainly in charge of showing images and
managing the interactions with the user and big back-end servers taking care of
everything else, from accessing the data repositories to managing and integrating
the data to creating the image representing it. For every change in the display
parameters made by the user, a change in a zoom level of a displacement of the
selected window by a few bases, triggered a request to the server that had to re-
trieve any data needed and create a new image to be displayed by the client side.
This architecture has some advantages but imposes some restrictions to interac-
tivity, since most user actions would trigger a network request with the associated
response time.

An alternative approach where data rendering is performed in the client could
help reduce network waiting times and produce a smoother interaction with the
data representation, since once data had been transfered into the client, no more
network requests would be needed and it would be the client itself that would
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redraw the genomic representation. At the time this project started, the power of
the javascript engines in the web browsers and their graphical capabilities were
limited. However, the presentation of Google Maps26 the year before showing
that it was possible to create a direct manipulation interface and the availability
of the canvas element and it procedural drawing API, prompted us to investigate
the feasibility of creating a highly interactive genome browser on the web and to
investigate new interface paradigms for genome browsers.

Contributions

Our aim was to investigate the feasibility of a genome browser with a high degree
of interactivity which used the usual direct interaction conventions to manipulate
the genome representation as we do with a mapping application such as Google
Maps. To achieve that we decided to take advantage of the, new at the time,
HTML5 canvas element27 and its procedural drawing API. With it, it is possible
to create bitmaps in the browser itself. Opposed to SVG or VML drawing, once
the drawing is done, independently of the total number of features represented
-one or one million- the browser only needs to manage one object to deal with
the user moving the genome representation and so a very smooth experience can
be achieved. Somehow, the canvas approach can be seen as a hybrid between
the server created bitmaps and the SVG approach since everything is managed
in the client side but the user interface code is really just showing a number of
pre-drawn bitmaps.

So we created a new prototype genome browser called GenExp28,29, an inter-
active browser with canvas based client side data rendering. It offers fluid direct
interaction with the genome representation and it’s possible to use the mouse drag
it and use the mouse wheel to change the zoom level. GenExp offers also a num-
ber of quite unique features, such as its multi-window capabilities (Figure 1.6)
that allows a user to create an arbitrary number of independent or linked genome
windows in order to explore the same region of the genome with different param-
eters or a different region of a genome, even from a different species.

GenExp is also a DAS client and all data is retrieved from DAS sources. It allows
adding any data source available including all data in Ensembl, UCSC and even
the custom ones created with easyDAS or another DAS server. GenExp can be
found at http://gralggen.lsi.upc.edu/recerca/genexp/.

The system is structured in two parts: a small back-end server -needed to over-
come same origin policy (SOP) restrictions and providing some caching facilities-
and the client. The light server has been implemented in perl and the front-end,
with the data managing, drawing code and interface control, is entirely imple-
mented in javascript using Prototype30 as a base library and ExtJS31 as the GUI
and widgets library. All code has been released under the open source GPL li-
cense32 and is available at http://code.google.com/p/genexp/
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Figure 1.6 Screenshot of GenExp showing three different genome viewers.

The first viewer shows a region of the human chromosome 2, the second one
is a linked view centered at the same base but with a broader zoom level and
the third one shows also the chromosome 2 but from the mouse genome.

Additional Contributions to Visualisation

While DAS client libraries exist for perl -Bio::DAS::Lite33- and JAVA -JDAS34, Da-
sobert35- no DAS client library existed for javascript. Explicitly dealing with DAS
requests and responses -including any error condition-, parsing the XML results
and transforming them into javascript objects required a fair bit of code and was
needed for any web application that had to access a DAS source.

We developed a javascript DAS client library, jsDAS36. As the other software
pieces presented jsDAS is open source software -in this case licensed under the
LGPL- and is freely available at http://code.google.com/p/jsdas.

jsDAS is a complete DAS client library that will take care of everything DAS
related in a javascript application, from request URL creation to the parsing of
the responses and error condition notification. The library offers two API levels,
one similar to the one offered by other libraries with an object acting as the proxy
for a DAS source and another lower level one accepting DAS URLs, with both of
them returning a javascript object representing the data received from the DAS
source. In addition, since the library is highly modular, it is possible to use any
of the modules independently either to build or parse DAS URLs, to parse DAS
XML documents -e.g. if one wanted to access DAS XML documents in the local
filesystem-, etc. jsDAS is javascript library agnostic -i.e. do not depends on jQuery,
MooTools, Dojo...- and since it avoids namespace pollution -only a single jsDAS
object is created- it can be used along them without any interference.
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1.2.3 Integration

Altogether, the developed tools and technologies help in the whole process of
publishing, sharing and integrating biological data. It is possible, for example,
to use easyDAS to create a new DAS source with data from a given experiment,
maybe making the source private so it does not appear in the public sources list-
ings. Then, this source can be added to GenExp to study the characteristics of
the dataset and specially its relation with other genomic features -such as genes,
SNPs, fragile sites, other experiments...-. When a publication is derived from this
work, a new public DAS source with a refined version of the original dataset can
be created to make it available to anyone interested in it. Any researcher can then
use it to include the data into a genomic browser -GenExp, Ensembl or any other
accepting DAS- and use the data in their own research.

1.3 Structure of the thesis

The thesis is structured in two main parts: Dissemination and Visualisation. These
parts are preceded by this introduction and followed by two chapters with the
conclusions and a short follow up of the work presented here.

In the Introduction, the problems derived from the large amounts of data gen-
erated by biological laboratories and the challenges arising when trying to share
and use and visualise it effectively are stated. A small section describing the exact
challenges being addressed and the work done on each front follows, including a
short description of the Distributed Annotation System (DAS).

Next is the part dedicated to biological data dissemination. The difficulties of
efficiently disseminating biological data are explained, how making data publicly
available is highly beneficial to the scientific community but only a few systems
have been developed for a subset of selected data types. The Distributed Anno-
tation System is presented along with its contribution to the sequence annotation
data distribution. Since setting up the infrastructure to use DAS to distribute
our own data might be also challenging for a large part of its target audience,
easyDAS, a tool for the automatic creation of DAS servers we have developed is
described in depth.

The second part is devoted to some aspects of biological data visualisation. Af-
ter a short introduction of the broad field that data visualisation and specifically
biological data visualisation is, we focus on visualisation of sequence annota-
tions and genome browsers. After stating some of the user interaction limitations
present in genome browsers, we present GenExp, a web based genome browser
that uses client side data rendering techniques in order to offer a direct manipu-
lation interface to the users.

Finally, the Conclusions chapter closes this thesis.
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1.4 Open Source, Open Access and Open Data

I am a firm believer that collaboration is one of the the driving forces behind ad-
vances in science. Just as we are all expected to share our results via its publication
in scientific journals to let the whole scientific community know about them and
continue building upon them, I think that the more we share and disseminate our
data, results and developments, the better for science as a whole.

Therefore:

• Source Code: All code implemented in the course of this thesis has been
licensed under an open source license and is freely available via public code
repositories.

• Journal Papers: All papers supporting this thesis have been published in
open access journals or as open access papers in journals accepting both
open access and closed access papers. Thanks to that, all of them are avail-
able free of charge to every researcher without the need of any journal sub-
scription.

1.5 Supporting Publications

This thesis is supported by two main publications in scientific journals, a pub-
lication in the proceeding of a workshop and by a number of presentations in
different national and internationl conferences. In addition, there are two highly
related publications derived from the work developed in this thesis of which I am
also an author. All published papers supporting this thesis has been published in
open access journals.

1.5.1 Main Journal Papers

easyDAS

A paper published in BMC Bioinformatics in January 2011 presents easyDAS, a
web based tool for the automatic creation of DAS servers. The paper describes the
tool, its usage and has a brief description of the technical aspects involved in its
development. The paper received a Highly Accessed badge due to the high number
of views right after its publication.

Title: easyDAS: Automatic creation of DAS servers

Authors: Bernat Gel Moreno, Andrew M Jenkinson, Rafael C Jimenez, Xavier
Messeguer Peypoch, Henning Hermjakob

Journal: BMC Bioinformatics
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Publication Date: 18 January 2011

Notes: Highly Accessed paper

Full Citation: Gel Moreno B, Jenkinson AM, Jimenez RC, Messeguer Peypoch
X, Hermjakob H. easyDAS: Automatic creation of DAS servers. BMC Bioinformatics.
2011;12(1):23.

Contributions by the authors: The original idea is from AMJ, RCJ and HH. Un-
der the guidance from XM and with the helpful input from the two DAS experts
AMJ and RCJ, I developed the idea and designed the system. The implementa-
tion and testing was done by me. I wrote the bulk of the manuscript, which was
revised and approved by all the authors.

GenExp

The paper describing GenExp was published in July 2011 in PLOS One. The pa-
per describes GenExp, a web-based genome browser using DAS data and client
side rendering techniques. The text also includes a description of most of the
challenges faced when developing a fat-client web-based genome browser and ex-
plains what approaches were used to overcome them in GenExp development.

Title: GenExp: An Interactive Web-Based Genomic DAS Client with Client-
Side Data Rendering

Authors: Bernat Gel Moreno, Xavier Messeguer Peypoch

Journal: PLOS ONE

Publication Date: 5 July 2011

Full Citation: Gel Moreno B, Messeguer Peypoch X. GenExp: An Interactive
Web-Based Genomic DAS Client with Client-Side Data Rendering. PLoS ONE. 2011;
6(7):e21270.

Contributions by the authors: XM and me conceived the project. With help-
ful suggestions and guidance from XM, I designed the system, implemented and
tested it. The manuscript was written by me, and revised and approved by XM
prior to publication.

GenExp Implementation

A previous paper about the implementation of GenExp was presented in the 2nd
International Workshop on Practical Applications of Computational Biology and Bioin-
formatics (IWPACBB 2008) and the proceeding of the conference were published
by Springer in the series Advances in Soft Computing in 2009.

Title: Implementing an Interactive Web-Based DAS Client

Authors: Bernat Gel Moreno, Xavier Messeguer Peypoch
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Book Title: 2nd International Workshop on Practical Applications of Compu-
tational Biology and Bioinformatics (IWPACBB 2008)

Series: Advances in Soft Computing

Publisher: Springer

Publication Date: 2009

Full Citation: Gel B, Messeguer X. Implementing an Interactive Web-Based DAS
Client. In: Corchado J, De Paz J, Rocha M, Fernández Riverola F, eds. 2nd In-
ternational Workshop on Practical Applications of Computational Biology and
Bioinformatics (IWPACBB 2008).Vol 49. Springer Berlin / Heidelberg; 2009:83-
91.

Contributions by the authors: As a preliminary publication based on the same
project as GenExp, the contributions by the authors are the same. XM and me
conceived the project. I designed the system, implemented and tested it under the
supervision of XM and I wrote the manuscript, which was revised and approved
by XM prior to publication.

1.5.2 Additional Journal Papers

Dasty3

Dasty3 is a protein oriented DAS browser developed at the EBI and used both as a
standalone application and as part of other applications such as Uniprot. Dasty3
is the evolution of Dasty2 and as it, it is completely web based. The newest in-
carnation of Dasty abstracted the DAS communication layer out and used jsDAS,
our javascript DAS client library. I participated in the design phase of the project,
where the whole widget based architecture was defined, and wrote most of jsDAS.
Dasty3 was presented in an applications note published in Bioinformatics in July
2011. The full paper is available in the appendix .0.2.

Title: Dasty3, a WEB framework for DAS

Authors: Jose M. Villaveces, Rafael C. Jimenez, Leyla J. Garcia, Gustavo A.
Salazar, Bernat Gel, Nicola Mulder, Maria Martin, Alexander Garcia and Henning
Hermjakob

Journal: Bioinformatics

Publication Date: 28 July 2011

Full Citation: Villaveces JM, Jimenez RC, Garcia LJ, Salazar GA, Gel B, Mulder
N, Martin M, Garcia A, Hermjakob H. Dasty3, a WEB framework for DAS. Bioinfor-
matics (Oxford, England). 2011; 27(18):2616-7.

Contributions by the authors: This project was mainly lead by JMV, who im-
plemented and tested the system. Ths design of the system and the base infras-
tructure that later became BioJS was devised and designed by RCJ, LJG, GAS and
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me. In addition, I conceived, designed and implemented JsDAS, the javascript
DAS client library powering the data access layer of Dasty3. NM, MM, AG and
HH supervised the project.

MyKaryoview

MyKaryoView is an integrative browser specialized in data from direct-to-consumer
(DTC) genetic testing providers such as 23andMe. It is mainly aimed at what is
known as Do It Yourself bioinformatics where the people getting their genotype
data has the sufficient knowledge and expertise to want to analyze their genotype
data by themselves and integrate it with other data sources. MyKaryoView uses
easyDAS as the the way of creating DAS sources from the original data files pro-
vided by the DTC companies. MyKaryoView was presented in a paper published
in PLOS One in October 2011. The full paper is available in the appendix .0.2.

Title: myKaryoView: A Light-Weight Client for Visualization of Genomic Data

Authors: Rafael C. Jimenez, Gustavo A. Salazar, Bernat Gel, Joaquin Dopazo,
Nicola Mulder, Manuel Corpas

Journal: PLOS ONE

Publication Date: 26 October 2011

Full Citation: Jimenez RC, Salazar GA, Gel B, Dopazo J, Mulder N, Corpas
M. myKaryoView: a light-weight client for visualisation of genomic data. PLoS one.
2011;6(10):e26345.

Contributions by the authors: This project was lead by RCJ, who coceived,
designed and implemented the project together with MC. GAS offered techni-
cal help wih respect to the DAS writeback and I helped in the integration of the
system with a customized version of easyDAS. JD, NM and MM supervised the
project.

1.5.3 Research Interests

Bioinformatics is a research field at the interface between Biology and Computer
Science. While I come from the computational side and my PhD thesis has been
done at the Software department of the UPC, I’ve been drifting closer to the bio-
logical side for some years and so my research activities have changed quite a lot
(See the complete CV at Appendix .0.2).

Since even before the beginning of my PhD I was collaborating as a biostatisti-
cian with the Molecular Oncology group at the department of Human Anatomy
of the UB, led by Dr. Mariano Monzó. We started with simple statistical analysis
of clinical and molecular data to identify prognostic factors for different cancer
types as well as predictors for treatment response, but over the years the projects
evolved to include new technologies like microarrays and new discoveries such as
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microRNAs and so did the analysis, moving from classical biostatistics to bioin-
formatics data analysis. My final degree project was linked to my work there
and tried to study how the microRNAs encoded by some DNA viruses may act as
regulators of host gene expression, with emphasis in the Epstein-Barr virus. I’ve
been collaborating with Dr. Monzó’s group for more than 6 years and a number of
publications resulted from that work, including the first microRNA profiling of
classic Hodgkin’s Lymphoma37 and the identification of mir-34a as a prognostic
factor for Non-small-cell Lung Cancer (NSCLC)38.

In 2011, when most of the work for my PhD was done and I started writing
this thesis, I moved to the Genetic Variation and Cancer group, leaded by Dr.
Eduard Serra, at the Institute of Predictive and Personalised Medicine of Cancer
(IMPPC). For almost three years now I’ve been working in the study of hereditary
cancer and specially in malignant tumors affecting Neurofibromatosis Type-1 pa-
tients: Malignant Peripheral Nerve Sheath Tumors (MPNST). Applying the most
recent sequencing technologies and an integrative bioinformatic analysis we are
identifying genes driving the progression from benign neurofibromas to malig-
nant MPNSTs and trying to better understand their biology. In addition, we are
collaborating with Dr. Conxi Lázaro’s hereditary cancer group at ICO in establish-
ing and validating a mouse xenograft model to perform pharmacogenomic stud-
ies and with the Hereditary Cancer Genetic Diagnostics group with Dr. Elisabeth
Castellanos in designing and establishing new diagnostics procedures based in
high throughput sequencing. A couple of papers have been published from this
work39,40.

From my first formal education in computer science to my current research,
mainly cancer genomics, I learned a lot and my interests evolved and changed,
but it was certainly worth it.
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Part I

Dissemination





Chapter 2

Biological data dissemination
and integration

For many years the dissemination and integration of biological data has been
an open problem for bioinformatics. It was 1985, before the World Wide Web,
when in the National Academy of Sciences Report titled “Models for Biomedi-
cal Research: A New Perspective”41, the Committee on Models for Biomedical
Research stated that “new generalizations and higher order biological laws are being
approached but may be obscured by the simple mass of data” and proposed the cre-
ation of a “Matrix of Biological Knowledge”, an “encyclopedia of biological knowledge”
that is “extensively cross-referenced”. While today the idea of creating a single uni-
fied resource with all the biological data and knowledge ever produced would be
deemed unrealistic, in the last two decades significant efforts have been made to
create resources linking or integrating multiples sources of biological data and to
create comprehensive databases for narrow fields.

Today the challenges of distributing and integrating biological data and knowl-
edge have not yet been solved but important advances has been made and new
approaches and technologies are being developed. Generalized access to the in-
ternet has solved one of the major technical problems, the actual data distribu-
tion, but it is clear that the accessibility alone is not enough. Another technology,
the semantic web holds the promise of virtually creating that “Matrix of Biologi-
cal Knowledge” but it seems to be one these revolutions always “a couple of years
away”.
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2.1 Data dissemination

Data and results derived from experiments -either in silico or in vitro- should be
made available to the research community in a format that is useful and easy to
be used. This affects a number of aspects of the process: standard formats to
ensure interoperability, sufficient metadata about the experiment and samples,
easy access and possibility of sharing with peers. The idea is that data and results
flowing freely all through the research community will have benefits for those
producing data, those using it and the community as a whole.

For many years, scientific journal papers has been the main distribution chan-
nel of scientific results and raw data. For an experiment involving, for example,
five magnitudes mesured in five different conditions, a journal paper is a good
platform to present, explain and disseminate the results: it is possible to create a
few tables and graphs representing the generated data and any conclusion can be
explained thoroughly. However, if the experiment consists in measuring a mag-
nitude for tens of thousands of entities over a tens or hundreds of samples -as in
expression microarrays or in SNP arrays, for example- it is evident that a journal
paper is not the most efficient way to disseminate the data and results. While
a journal paper might be well suited to explain and discuss the conclusions and
their implications, raw data and even results from high throughput experiments
in this era of -omics and in-silico analyses make traditional ad hoc methods of
publishing and sharing data impractical42. Performing such an experiment and
reporting only the 10 most different entities between two conditions -e.g. most
differentially expressed genes, or differentially methylated CpG islands- instead
of releasing the whole dataset and the complete results list might be limiting.
Limiting the published results to a few top scoring entities leaves many poten-
tially interesting results hidden and without the actual raw data is not possible to
reanalyze the dataset using different approaches nor including them in any kind
of meta-analysis.

Regarding the storage and distribution of the biological data there are two main
approaches: centralized, with a few central services are used to concentrate all
data generated by anyone and take the responsibility of storing and distributing it,
or distributed, where these functions are performed by the researchers generating
the data. Each approach has it advantages and drawbacks and both are widely
used nowadays for different kinds of data.

2.1.1 Big Repositories

Big data repositories have been a very valuable tool for bioinformatics. Usually
provided by key institutions like NCBI or EBI-EMBL, they are free centralized
storage and distribution hubs and are usually available to any researcher to use.

In general, data repositories are designed to accept a single type of data or at
most a few tightly related ones -i.e. different types of microarray experiments:
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Figure 2.1 The centralized model. In the centralized model all data providers
contribute data to one single data repository using any of the available con-
tribution methods. The central repository stores and manages the data and
offers one or more data access interfaces, which are used by the final users.

gene expression, aCGH...- and are highly optimized to manage that type of data.
Many of them offer easy to use interfaces to upload and retrieve data and some
even perform a minimal and standard preliminary analysis of the uploaded datasets
(Figure 2.1).

The Gene Expression Omnibus (GEO)5,43 is an example of a highly success-
ful data repository. It started as a repository for high-throughput gene expres-
sion microarray data but has evolved to include any experiment based on mi-
croarrays -gene expression, methylation, aCGH, protein arrays, ChIP-on-chip-
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and even some based on next-generation sequencing44. Since its inception, GEO
-and the other main repository for microarray data, ArrayExpress45,6, have be-
come the main source of microarray data. Researchers uploading data into these
repositories are encouraged to provide enough metadata about their experiments
following the MIAME guidelines (Minimum Information About a Microarray Ex-
periment)46,47. This abundance of metadata, has been a very helpful to the many
statistical and computational groups developing new analysis strategies for mi-
croarray data as well as to the groups performing meta-analysis on that data.

If a centralized repository is available for a certain data type, it is a power-
ful and convenient way of distributing data. They are, in general, easy to use -
with many of them having helper applications and documentation guiding you
through the process of submitting data- and require a minimum of metadata
about the datasets being submitted. In many cases a big institution is backing
them, increasing the probability of the project having a long life and so data being
accessible in the foreseeable future. The repositories have usually well planned
backup policies and the users do not need to take any responsibility on data main-
tenance once it has been uploaded nor have to pay for any of the associated costs
such as storage and bandwidth.

However, centralized repositories have their own drawbacks. They are usually
highly specialized and mainly targeted at storing raw or lightly preprocessed data
and not final results -or at least not in a general level- and some have strict rules
on the metadata, ensuring a minimum of information about the datasets. The re-
searcher have a little or none control over how the data will be distributed and
the available interfaces to access to it. While central repositories might be quite
efficient in terms of cost per dataset they represent a financial effort for the insti-
tutions maintaining them mainly due to the huge and ever increasing volume of
data stored (Figure 2.2). Probably, then, a central repository is only a good ap-
proach for a certain data type when the amount of data is important and when it
will be backed by an institution with the sufficient economical strength.

2.1.2 Distributed model

An alternative to the big repositories for datasets or results not fitting in any of
them or for those who need extra control over how their data is represented, stored
or distributed, is the distributed model, with a number of small systems serving
the data. Basically every researcher, research group or institution sets up their
own data server and decides on what they make available to the world and the
data consumer will have to somehow find the resource, access to it and get the
data in a usable form. This approach makes publishing data of any kind viable
but presents problems with regard to discovery and integration (Figure 2.3).

Using a distributed model, data providers retain absolute control over what ex-
actly is shared -raw data, preprocessed data, results, everything-, with whom it
will be shared -fine grained user access control is possible- and how the data is
annotated, deciding on the amount of metadata available and its format. In addi-
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Figure 2.2 Sequence Read Archive data growth. The Sequence Read Archive
(SRA) at the European Nucleotide Archive (ENA)48 is an example of central
repository for sequencing data. This chart shows the growth rate of the
amount of data stored in the database in logarithmic scale.

tion, custom interfaces can be used to present the data in the most convenient or
meaningful way or standard formats can be used. Data can be changed, modified
and updated as needed. Furthermore, the total cost is effectively distributed and
the cost of setting up and maintaining a small server is low and could be afforded
by many.

On the other hand, all that publishing freedom comes at a cost. There is no
minimum of metadata guaranteed, no quality checks enforced and the data might
not be usable out-of-the-box and might be in non-standard formats. Although
mitigation by resource federation is possible, finding the right data sources might
be difficult and some of them might not be used simply because they are not
known. The cost of setting up, managing and maintaining a server is low but not
null and the aggregated cost of all the small data sources is probably higher than
that of a central repository and since usually these kind of services are usually
tied to a certain project or grant, there’s no guarantee that data will be available
once the project has finished. Finally, setting up and maintaining a server is not
trivial and many research groups lack the expertise to do so.
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Figure 2.3 The distributed model. In the distributed model each data provider
stores and manages its own data and offers one or more data access in-
terfaces. The end users directly connect to the data provider interfaces to
extract the data.
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2.2 Genomic and Protein Annotations

General biological data dissemination and specially integration is an open prob-
lem and has been an active research field for the last quarter of century. It is not
the aim of this thesis to solve the general problem but to focus on dissemination
and integration of genomic and protein annotations.

2.2.1 Annotations

In general, an annotation is a piece of data linked to something to provide addi-
tion information. From underlining and taking notes on a text book to identifying
people in a picture or adding a comment to a youtube video, many forms of an-
notations are used in our daily life.

In computation biology, annotations mainly refer to the placement of features
on biological sequences. The position of a gene and its exons in a chromosome,
the position of an alpha-helix in a protein, a microRNA target region in an mRNA
or even the GC content over a genome are annotations on biological sequences.
In addition to the “intrinsic” features of the biological sequences, experimental
results can also be seen as annotations -e.g. the position and shape of a ChIP-
seq peak, the number of reads per base derived from an RNA-seq experiment,
the mutations found when sequencing a gene- and might be treated in general as
such. In general, only parts of the sequences are covered by an annotation, but
it is perfectly possible to annotate the entity itself for example adding functional
annotations to a protein sequence, or bibliographic references where a given se-
quence was studied.

In any case, however, an annotation will always be tied to an entity being an-
notated and will not make any sense by itself. The position at which somebody’s
face is located in a picture does not make any sense without the picture itself, as
having the position of a domain in a protein does not make any sense without the
protein itself. The concept of the reference object, the entity being annotated is
fundamental and it is very important that annotations are linked to their refer-
ence object.

2.2.2 Reference sequences

In our case, the reference objects being annotated are sequences, either genomic
or protein. An important point to take into account is that for annotations to
make sense it is necessary to tie them to the correct reference object and so we
need to uniquely identify the reference sequences. For example, we cannot ref-
erence an annotation to a sequence identified as the human chromosome 17, since
different versions of the genome, different assemblies, have minor differences in
the genomic sequence and the chromosomes sequences change and the position
of the annotations should change accordingly.
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When creating unique sequence identifiers, different approaches have been taken
for different sequence types. In the case of genomic sequences, the establishment
of commonly accepted authorities and a release cycle based on named and stable
assemblies as opposed to an ever-evolving assembly was good enough for many
years. Recently, , an international consortium, the Genome Reference Consortium
(GRC)49, was established to be the only authority releasing reference assemblies
and the release cycle was changed to maintain the reference genome stable for
much longer -e.g. as of September 2012, the current assembly is GRCh37, released
in March 2009 and a new release, GRCh38, has been scheduled for summer 2013,
making it a 4 year cycle- adding minor releases, called patches -with all changes
introduced thoroughly annotated-, to keep the genome up to date without chang-
ing the main reference.



Chapter 3

The Distributed Annotation
System

The Distributed Annotation System (DAS) is a protocol designed to publish and
integrate annotations on biological entities, mostly sequences, in a distributed
fashion. DAS is structured as a client-server system where the end user uses a
client to retrieve data from one or more servers and merge, process and visualize
it. DAS development was started in 2001 by WormBase12 as a way to distribute
and share its genomic annotations among its users and was soon adopted by the
Ensembl project13 and other databases. Currently a central registry, the DAS Reg-
istry14, has more than 1600 data sources registered and these sources have been
created by more than 50 institutions.

The idea behind DAS is that many different laboratories and groups might have
relevant but partial knowledge regarding a biological entity, such as a genomic
sequence. To combine, visualize and explore all this data jointly, it should not be
necessary to merge it all in a central database but it should be possible to merge
it on-the-fly by the software being used by the end user. This approach has some
interesting advantages such as being highly dynamical with respect to the set of
data sources being used -i.e. the end user could be able to select any compati-
ble source, including those created by himself, to be added to the view instead of
having to ask to the hypothetical central database to add that data and make it
available. With data being under control of those producing it, new releases, up-
dates and corrections can happen more often, without being tied to the common
release schedule of a central database.
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3.1 A short history of DAS

The Distributed Annotation System was initially developed by WormBase12 as a
way to distribute and share its genomic annotations. It was rapidly adopted by the
Ensembl project13 who used it to distribute its own data setting up a DAS server
as well as a mean for users to include additional data into the Ensembl Genome
Browser which acts as a DAS client. It was in 2001 when the first DAS specific
paper, by Dowell et al. came out50, presenting the version 1.0 of the protocol. In
its initial version, the DAS system already had most of its keys features and char-
acteristics. There was the concept of servers and sources, the annotation sources
and reference servers, the features types and the concept of entry points to access
the sequences. Stylesheets were also described as well as the use of HTTP headers
to report the response status.

The first version of the protocol, however, was heavily influenced by the GFF
format and most of the fields describing a feature are exactly the fields of a GFF
file. That initial version, in addition, was specifically designed to annotate ge-
nomic sequences. As an example, the command to retrieve the underlying se-
quence being annotated was dna, ignoring the possibility of aminoacid protein
sequences. In contrast, the current command to retrieve a sequence is sequence,
taking a more generic approach. Some of that bias onto genomic features is still
present on the protocol, for example in the form of an optional feature attribute
phase, meaningless in most of the protein annotations.

Software tools implementing the standard both in Perl and Java were already
described in the initial paper. Two servers were presented: Dazzle, written in
Java, and another one to transform ACeDB databases51 into DAS servers, written
in Perl. Two clients were also presented, Geodesic, a Java standalone client and
DasView, a server side web client written in Perl.

The eFamily project52 had as its main aim to integrate the protein annotation
data (either structural or based on sequence analysis) and decided to create a net-
work of independent databases instead of a centralized repository and chose to
use DAS as their standard data interchange format. At the same time, the BioSapi-
ens Network of Excellence adopted DAS as the mechanism of sharing proteomics
data among member institutions53 54 55. The DAS protocol was extended to sup-
port protein annotation data while it maintained a broad backward compatibility.
Two new commands were added, alignment and structure, and a new rich stan-
dalone protein oriented, SPICE, was presented. In addition, a new service, the
DAS Registry56, a central listing for public DAS sources, was developed. These
extensions were published in two papers by Prlić et al. in 200557 and 200714.

While the extensions made to the DAS protocol until then were mostly back-
wards compatible, in 2007 a project that aimed to define a completely new stan-
dard for DAS was concluded. The new specification was named DAS2 and was
published on the DAS website (http://biodas.org/documents/das2/das2 protocol.
html). DAS2 was an ambitious project that added new interesting features and
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concepts to DAS such as an extensive use of ontologies to semantically annotate
every piece of data, or URIs to uniquely identify features. The writeback defined
how data could flow from the user to the servers and explored the concept of
distributed and collaborative annotation. While very well engineered and tech-
nically sound, the DAS2 specification was not backwards compatible and much
more complex than version 1.5. It actually redefined most of the existing com-
mands and concepts and rendered most of the previous infrastructure unusable.

For some time there was an big controversy within the DAS community about
whether the new version should be adopted or the existing services maintained.
While some sources decided to adopt the new version, most of them remained on
the older version. During the 2009 DAS Workshop held on the Genome Campus,
Hinxton, UK, it was generally agreed that the most useful additions from DAS2
would be gradually back-ported to DAS1 and that the work by the community
would be centered on the evolution of DAS1.

Finally, in 2008, Jenkinson et al. published a new paper42 presenting the speci-
fication 1.53 of the protocol and consolidating the specification. A lot of the addi-
tions presented there had been in use for some years, and some even were inspired
by the DAS2 project. While the aim of that paper was to publish an “official new
specification for DAS consolidating on the specification what was actually used
by the most important clients and servers, it also incorporated new ideas devel-
oped during the previous years. Five additional commands were added and an
ontology for protein features was presented. In addition, a new server-side data
preparation option (binning) was defined and additional options to stylesheets
were added.

On September 2010 the DAS 1.6 specification was presented on the projects
mailing list and website and is, since then, the current version of the DAS specifi-
cation. Following the idea of gradually improving the existing specification, some
commands have been deprecated and the XML formats have been slightly modi-
fied to better accommodate new data types. As for now, version 1.7 is in the works
and a public extension proposal program in place to get new ideas from the DAS
community. It is expected that version 1.7 will incorporate some of the ideas of
DAS2 back into DAS1, such as the writeback, and will be a new milestone on the
evolution of the DAS protocol.

3.2 Architecture overview

The Distributed Annotation System has a client-server architecture based on web
standards. The servers are the data providers, offering access to one or more data
types, and the clients, the software used by the end user, connecting to them
via standard HTTP requests. Servers have a variable number of REST endpoints
serving different types of data -sequences, features (sequence annotations)- and
metadata -data types available, description of the data source- and responses use
a custom and well defined document format based on XML (Figure 3.1).
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Figure 3.1 Overview of the DAS architecture. A number of DAS servers exist
and each of them implement a subset of the DAS commands (sequence, fea-
tures...). A client connects to different DAS servers to retrieve the desired
information using a combination of HTTP + XML. Data integration and repre-
sentation is performed locally by the client.
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DAS has a “dumb server, clever client” architecture, which holds a number of ad-
vantages. For example, the minimal resources and time required of data providers
to expose their data means more sources can be integrated and more readily42.
However, the “clever client” part of the architecture means that DAS clients need
to take care of data management and integration in addition to any processing,
visualization and user interaction needed.

3.2.1 Servers and Sources

The concept of Server and Source in DAS is quite specific and often problematic
for DAS novices. A server is a unique URL serving data on the DAS network. Al-
though in many cases it will be a set of instances running behind a load balancer,
it can be seen as an instance of a server software running on a specific physical
machine.

A server provides one or more sources, which are the logical endpoints where
DAS queries are sent. Each of this sources will provide a specific set of related
data -e.g. data from the same organism, of the same type, etc-.

For example an institution could have a central DAS server at http://institution.
org/das/ and have a separate source for each organism at

• http://institution.org/das/organism1

• http://institution.org/das/organism2

• . . .

• http://institution.org/das/organismN

or for data published on different papers at

• http://institution.org/das/paper1

• http://institution.org/das/paper2

• . . .

• http://institution.org/das/paperN

This two tier organization of data sources is usually used to introduce structure
and organization to DAS URL naming.



38 The Distributed Annotation System

Figure 3.2 DAS request example. An example of a DAS request with its differ-
ent parts marked in different colors. This request to the source source-

name of the server http://www.server.com/foo will retrieve all annotation
-features- overlapping the region from position 1000 to 2000 of the biologi-
cal sequence identified by seq1.

3.2.2 DAS requests

As in every REST service, DAS requests are standard HTTP URLs. They encode
the name of the server, the data source to be queried, the command and any
needed parameters.

Figure 3.2 shows an example of a prototypical DAS request. In this example the
DAS server is accessible at the URL http://www.server.com/foo and has at least
one source, the one we are querying, named sourcename. The command being
issued is features, that will retrieve a list of annotations and we are requesting
it to return all the features overlapping a definite region: from position 1000 to
2000 in the sequence identified named seq1.

A list of the available commands and its parameters is can be found in Section
3.3.6.

In addition to the parameters included in the URL, some additional options can
be specified as custom the HTTP headers. These custom options are identified
with the prefix X-DAS and include X-DAS-Version to specify the version of the
DAS protocol in use and X-DAS-Client to refer to the DAS client used. A complete
description of the available headers can be found at the DAS specification.

3.2.3 DAS Responses

The responses to DAS requests are XML documents in a DAS specific format. The
specifics of the XML format depend on the DAS command used but all of them are
similar and quite simple. Figure 3.3 shows an example of a DAS XML response.
The structure of the document is clear, simple and mostly human-readable. In
this case we can see that the sequence requested -positions 32890598 to 32890664
of sequence identified as 13- is atgcctattggatccaaagagaggccaacattttttgaaatttttaaga-
cacgctgcaacaaagcag.

As with DAS requests, HTTP headers are used to add additional information,
including X-DAS-Version, X-DAS-Status similar to the HTTP status or a more
complex X-DAS-Capabilities describing the parts of the protocol the server im-
plements.
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<?xml version="1.0" standalone="no"?>

<?xml-stylesheet type="text/xsl" href="/das/das.xsl"?>

<!DOCTYPE DASSEQUENCE SYS-

TEM "http://www.biodas.org/dtd/dassequence.dtd">

<DASSEQUENCE>

<SEQUENCE id="13" start="32890598" stop="32890664" version="1.0">

atgcctattggatccaaagagaggccaacattttttgaaatttttaagacacgctgcaac

aaagcag

</SEQUENCE>

</DASSEQUENCE>

Figure 3.3 Example of a DAS response. In this case is a response to a sequence

request

3.2.4 The DAS Registry

The DAS registry14 a web-site and a set of web-services that informs the clients
about the available sources. Any DAS source owner is free to register it at the
DAS registry and will be made available to the DAS clients. Clients can program-
matically retrieve a list of the available DAS sources meeting a set of conditions
-e.g. for a given organism, annotating a certain genome version, with a specific
data type...- and the registry will answer with all the information needed to send
requests to them. In addition, through its web site, it is possible for a user to
manually search and explore the list of available sources.

In addition, The DAS Registry periodically performs a validation of the DAS
sources to check it status and its conformance to the DAS specification. If any
non-conformance is found, it is reported to the owner and to the potential users
of the source.

Lately, a new option to automatically register new sources via the sources DAS
command has been implemented, opening the door to auto-registration of DAS
sources.

3.2.5 DAS is not SOAP

While DAS and SOAP share the same philosophy of distributed and loosely cou-
pled service and data providers and even share some of the underlying technolo-
gies: HTTP, XML, etc, DAS and SOAP are not the same and have some important
differences.

From a technical point of view, DAS is based on the REST architecture that uses
URLs to identify the documents and queries as opposed to the full fledged XML
document needed to perform a SOAP query. This decision has some important
implications, such as the ability to use the browser to interact with a DAS server.
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Figure 3.4 Web Services. Each Web Service defines its own interface. To access
data from different web services, a client needs to include specific adaptor
code to access the different web services.

The usual addition of XSLT transformation documents to the DAS responses fur-
ther encourages this direct interaction of the user with the DAS server making
DAS responses human readable. In addition, all DAS sources share exactly the
same interface (or at least a well defined subset of it) is a key features of DAS.
This standardization greatly facilitates client development by removing the need
of adaptors and specific end-points for every new webservice added, and actu-
ally, new data sources are usually added to the clients automatically without any
intervention by the user (see figures 3.4 and 3.5).

The most important differences, though, lie on the definition and organiza-
tion of the DAS services. A standardized semantic layer on top of the syntactic
standardization is another important feature of DAS. This ensures that clients al
servers are talking about the concepts when serving and requesting data. Prede-
fined semantics are very important for data integration and further facilitate the
automatic addition of new data sources into clients. Predefined semantics limit
the expressiveness of the data formats but the extended integration capabilities
have been worth it.

Another difference is that DAS data sources are limited to serving static data
and, in theory, can not run any calculations in order to return the responses to
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Figure 3.5 DAS. All DAS servers implement the same standardized interface. DAS
clients need a single adaptor (the DAS client library) to access all data in any
DAS server.

the queries. Response time is recommended to be less than 10 seconds although
many sources, specially those with dense data, may take way longer than that in
returning the response to a query requesting information about a long genomic
range.

3.3 Important concepts in DAS

There are a few concepts with a specific meaning when dealing with DAS that
need to be known in order to work with it. The most important are briefly ex-
plained below.
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3.3.1 Coordinate systems

The Distributed Annotation System is used to publish and retrieve annotations
of features on biological sequences and can describe the exact position of the
feature on the sequence and its nature. However, an important question arises:
which sequence exactly is being annotated? One could assume that simple an-
swers to this could be “The aminoacid sequence of the protein derived from the
gene BRCA1”, but which one of the twenty seven isoforms (according to Ensembl,
release 619) are we talking about? Which version of the sequence are referring
to? Has the sequence we are annotating received any post-transcriptional modifi-
cation? Genomic sequences present the same problems: although we usually talk
about THE human genome, multiple versions exist, since new versions appear as
the sequence is being refined. It is, thus, really important to be able to uniquely
identify the sequence being annotated.

DAS response to this problem are coordinate systems. A coordinate system
provides a mechanism to uniquely identify a set of sequences, so the conjunc-
tion of the coordinate system plus the sequence identifier is unique to a specific
sequence. For example, there are many sequences that share 1 as its identifier.
However, if we specify that it refers to a chromosome and that it’s a human se-
quence, the number is heavily reduced. It is only necessary to say that we are
referring to a sequence on the latest assembly of the human genome, GRCh37
(http://www.ncbi.nlm.nih.gov/projects/genome/assembly/grc/), to uniquely de-
fine a sequence. Coordinate systems are used to ensure that features being inte-
grated have been annotated on the same reference sequence. Although the DAS
specification does not force every data source to have a coordinate system stated,
it is fundamental to precisely assign one so the data on the source can be inte-
grated with that coming from other sources. A coordinate system, however, does
not have information about the identifiers of the sequences themselves. The main-
tenance of such list is the responsibility of the Reference Server.

A coordinate system is formally a set of properties:

Category The category the sequences on coordinate system belong to. Although
the category names are not part of a controlled vocabulary, the actual names
are usually part of a relatively reduced set: Chromosome, Contig, Gene ID,
Protein Sequence and a few more.

Authority The authority is the entity defining the coordinate system. Although
most of the coordinate systems are defined and backed by big institutions or
consortiums, like the Genome Reference Consortium or the NCBI, there are
no limitations on its value. For example, a group sequencing a new organism
may define a coordinate system for it and state themselves as the authority.

Species For those coordinate systems containing sequences from only one organ-
ism, the name of that organism should be stated. Thus, the coordinate sys-
tem for the human chromosomes will have Homo sapiens as species, while
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it will be empty on the coordinate system containing all the proteins on
UniProt.

Version While some of the underlying sequences are themselves versioned -e.g.
UniProt protein sequences-, for those that are not, it is possible to specify a
version. For example, the NCBI 36 human genome assembly (also known as
hg18) will have Authority NCBI and version 36.

The DAS registry contains a complete list of all the available coordinate sys-
tems and predefined coordinate systems are available for most of the sequenced
organisms.

3.3.2 Reference Servers

While the DAS network is based on the concept that all the servers are equal, some
of them play a special role: the Reference Servers. As seen above, Coordinate
systems are used to describe a set of sequences so they can be uniquely identified.
The identifiers of the sequences themselves, however, are not specified by the
coordinate system.

The Reference Server is the one in charge of providing the core information for
the sequences on a specific coordinate system: their identifier and their sequence.

The identifier is the name for the sequence that will be used to uniquely identify
a particular sequence in a coordinate system. It is defined by the reference server
and is shared by all the annotation servers providing data for that sequence. A
reference server must implement the entry points command that will return a
document with the sequence identifiers, the entry points to the annotations. For
example, the reference server for GRCh37 is http://www.ensembl.org/das/Homo\
sapiens.GRCh37.reference/ and it defines the identifier to the chromosome se-

quences as: 1, 2, 3, 4, . . . , 21, 22, X and Y. Thus, any annotation source providing
data for the chromosomes in the GCRh37 will use 1 to identify the first chromo-
some instead of chr1 or chromosome1 or any other identifier. In addition to those
identifiers, if we issue an entry points command to that server, we will get other
identifiers such as MT for mitochondrial DNA and HG183 PATCH for one of the
patches on the reference sequence.

In addition to entry points, a reference server has to implement the sequence
command. It is used to retrieve the actual sequence being annotated, usually
DNA or protein sequence. For example querying the same GRCh37 reference
server (http://www.ensembl.org/das/Homo sapiens.GRCh37.reference/) for the
sequence on chromosome 1 from base 1.000.000 to 1.000.020 will return the
nucleotides on that range on the reference sequence (tgggcacagcctcacccagga) but
querying the reference server for the UniProt protein sequence (http://www.ebi.
ac.uk/das-srv/uniprot/das/uniprot/sequence?segment=P38398:1,20) and asking
for the first 20 aminoacids of the BRCA1 protein (Uniprot identifier P38398) will
return MDLSALRVEEVQNVINAMQK.
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Although logically differentiated, Reference Servers do not need to be physi-
cally differentiated from standard Annotation Servers. Reference Servers are sim-
ply standard servers implementing the entry points and sequence commands
and with a special role on the DAS ecosystem, but nothing more than that. Usu-
ally, they also implement the features command and use it to state the relative
position between different types of entry points, giving the smaller ones as anno-
tations on the bigger ones. For example, a genomic Reference Server with chro-
mosome and contig as entry point types may offer the contigs as annotations on
chromosomes so their relative position can be obtained with a features request.

Reference Servers are already available for most of the coordinate systems and
won’t be usually necessary to set up one of them, however, if necessary because
we are working with a new coordinate system or a newly sequenced organism,
it can as simple as setting up a new source implementing the entry points and
sequence commands.

3.3.3 Features Types

Annotations returned by data sources can be classified according to its type. For
example, a source annotating gene transcripts might classify its annotations in ex-
ons, introns, utr5 and utr3. This information can be used to filter by type (i.e. Give
only the 3’UTR in the selected region) or to change its graphical representation.
It is also possible to define categories to group together related feature types. For
example, the transcript annotation source could have more than one exon type
(exon:constitutive and exon:alternative) but could group them together in the exon
category and use this information to define its rendering style.

DAS fully supports the definition of types to annotate the features in an an-
notation server and even has a command to retrieve the types information for
the features in a data source or in a region. Ontology terms are recommended
when defining a type and the specific cvId attribute should contain a valid on-
tology term. Using ontology terms as types identifier allows clients to implement
smarter filter capabilities. For example, a user could ask sources to retrieve fea-
tures annotating non-coding genes (type ncRNA gene, SO:0001263) and the client
would retrieve features annotated with any of its descendant types (miRNA gene,
piRNA gene, snoRNA gene...).

The XML document defining the types server by a DAS source looks like this:

<TYPE id="SO:0001084" cvId="SO:0001084" category="inferred from electronic annotation (ECO:00000067)">2</TYPE>

<TYPE id="BS:01034" cvId="BS:01034" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:00138" cvId="BS:00138" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:01040" cvId="BS:01040" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:01003" cvId="BS:01003" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>
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3.3.4 Stylesheets

One of the recurrent ideas behind the DAS protocol is that data providers are the
ones that know the most about their particular data. This is the reason why they
are in charge of keeping data up to date and relevant, and why they define all
the metadata defining it. In addition to defining the exact biological sequences
they are referring to (via the assignation of a coordinate system), data providers
can also define how they think the data should be represented, how should it look
like when rendered on a client.

Stylesheets are special XML documents used to describe how each feature type
on a source should be formatted by the client. Stylesheets can be requested by the
clients with a special command, stylesheet. Its use is not enforced on any of the
involved parts: data servers are not forced to provide a stylesheet for every source
and clients are not required to honor it. The client can always override, partially
or completely, the stylesheet specifications and represent the data as deemed nec-
essary. It is important to always consider stylesheet documents as recommenda-
tions, since different clients have different attitude towards them and the actual
client implementation may even not be able to strictly follow it.

Formats are defined in a per type basis with an additional one, default, used
for those features with no type specified or whose type is not associated to any
format.

Format definitions are based on a set of predefined glyphs. For each type, a
glyph is selected and its parameters defined. Glyph parameters define its visual
visual properties, such as color and size, and other specific properties such as
orientation, presence of a label or whether they bump or not. Here, bumping
refers to whether features may overlap or stack when more than one occupies the
same position in the sequence.

The DAS specification does not precisely define each glyph but a general idea of
what it should look like and its final exact shape is left to the implementator. Since
glyphs mainly define quite standard concepts and shapes no thorough definition
is needed. For example, the ARROW glyph can have multiple shapes, with different
heads, line widths... but still be easily identifiable as an arrow.

The glyph name list include standard shapes such as as ARROW, BOX, CROSS, TEXT,
TRIANGLE... but also includes some more specific like GRADIENT and LINEPLOT.
Both GRADIENT and LINEPLOT are used to represent a series of numerical values
-e.g GC content, expression levels...-. GRADIENT represents each value as a vertical
line of a solid colour and packs all lines together, much like a heatmap would do.
LINEPLOT represents the same data as a a line passing through the data values.

One of the limitations found on the current stylesheet specification is that it
is not possible to specify different representation of the same data at different
zoom levels. For example, when viewing the results from a massively parallel
sequencing experiment, one could want to display the complete reads when close
to base level to make visible any discrepancy or mutation present, while on wider
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<?xml version="1.0" standalone="no"?>

<?xml-stylesheet type="text/xsl" href="/das/das.xsl"?>

<!DOCTYPE DASSTYLE SYSTEM "http://www.biodas.org/dtd/dasstyle.dtd">

<DASSTYLE>

<STYLESHEET version="1.0">

<CATEGORY id="component">

<TYPE id="chromosome">

<GLYPH>

<HIDDEN>

</HIDDEN>

</GLYPH>

</TYPE>

<TYPE id="contig">

<GLYPH>

<BOX>

<BGCOLOR>contigblue1</BGCOLOR>

<FGCOLOR>contigblue1</FGCOLOR>

</BOX>

</GLYPH>

</TYPE>

<TYPE id="default">

<GLYPH>

<BOX>

<BGCOLOR>black</BGCOLOR>

<FGCOLOR>black</FGCOLOR>

</BOX>

</GLYPH>

</TYPE>

</CATEGORY>

</STYLESHEET>

</DASSTYLE>

Figure 3.6 Example of stylesheet XML document This XML has been extracted
from the one served for the Ensembl reference server for the human GRCH37
assembly. Three different formats are defined for two specific types (chro-
mosome and contig) and a special default one to be applied to those fea-
tures without a specified type or to those whose type has no specific format.

zoom levels it could be preferable to represent them as a histogram, reducing the
noise and making the overall shape more prominent.

A complete list of the available glyphs and their parameters is available on the
DAS 1.6 specification.

3.3.5 Capabilities

Although the original idea of DAS was to have a number of very similar servers to
be queried by the clients, who should not need to make any distinction between
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servers, not all servers are exactly the same. As DAS evolved and new commands
and capabilities were added to the protocol, it was seen that not all servers needed
to implement everything.

It is clear, for example, that while a server providing information about pro-
teins may greatly benefit from implementing a command to retrieve structural
information, that kind of information might not make sense for a genome data
source or even for a protein annotation source with no information about struc-
tures.

As a consequence, the DAS specification defines a number of commands and
specific characteristics for servers. Some of those are mandatory and others are
optional. Each source must implement the mandatory part of the standard but
is completely free to implement any subset of the optional part. To instruct the
clients about what can they ask to the source and how, the server have to list
exactly what part of the standard has been implemented and what is offering: its
capabilities.

It is important to note that capabilities are used to give information not only
about the commands implemented by the source or server but also about other
characteristics: what error conditions will it report or whether it will accept re-
quests from an internet browser using Cross-Origin Resource Sharing (CORS) or
will require the use of a server proxy.

There are various ways of publishing a list of the available capabilities and
usually all of them have to be available. Clients can get that information either
from the HTTP special headers or the sources document or even from the DAS
registry.

3.3.6 DAS commands

To retrieve different kinds of information from a DAS server different commands
have to be issued. The specification of the version 1.6 of the DAS protocol defines
7 different commands. Of those, 6 are to be issued at the source level, it is, to the
specific data source to be queried, while there is one special command, sources,
that has to be issued at the server level and is used to retrieve a special document
describing the sources available on that server.

A more detailed description of the commands available in the DAS specification
version 1.6 can be found at the appendixIII and the complete definition in the DAS
specification16.

3.4 Ontologies

Ontologies provide semantic annotation to DAS features and are mainly used on
the definition of types. While initial versions of the protocol used a set of identi-
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fiers contained on a semi-controlled vocabulary, the latest versions strongly rec-
ommend the addition of ontological terms to the definition of feature types. On-
tology meta-annotation facilitates data integration between different sources and
can be used to provide smart and useful filtering. In DAS, ontologies are cur-
rently used on the id and cvId attributes of a type definition (where usually the
Sequence Ontology58 and the Protein Feature Ontology59 are used) as well as in
the method attribute of a feature, where the ECO60 is used to annotate how the
feature was derived.

As an example of the use of ontologies, this is the response to the types com-
mand by UniProt when restricted to the protein BRCA2:

<?xml version="1.0" standalone="no"?>

<!DOCTYPE DASTYPES SYSTEM "http://www.biodas.org/dtd/dastypes.dtd">

<DASTYPES>

<GFF version="1.0" href="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/types?segment=Q9H265">

<SEGMENT id="Q9H265" start="1" stop="58" version="e5f7f140a72d3f555c833992c63e910c">

<TYPE id="SO:0001084" cvId="SO:0001084" category="inferred from electronic annotation (ECO:00000067)">2</TYPE>

<TYPE id="BS:01034" cvId="BS:01034" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:00138" cvId="BS:00138" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:01040" cvId="BS:01040" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:01003" cvId="BS:01003" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

</SEGMENT>

</GFF>

</DASTYPES>



Chapter 4

easyDAS: Automatic creation
of DAS servers

As outlined on the previous chapter, one of the lacking parts of the DAS ecosys-
tem is easy server creation. Creating DAS servers is not as easy as initially in-
tended and this might be discouraging groups who could be publishing and shar-
ing their data are not doing it. Developing a system allowing these groups to
publish their data without effort can potentially increase the amount of biological
data publicly available to the scientific community.

We decided to take on this challenge and design and develop a software system
to help scientists setting up new DAS sources with their data.

4.1 Automatic creation of DAS servers

easyDAS is a web application for the automatic creation of DAS servers. The aim
was to build an easy-to-use hassle-free application allowing users with limited
knowledge about DAS and network computing to set up a DAS server. Assuming
the user has a data file in any of the valid formats (GFF, CSV, etc), he can up-
load it to the tool, define what the data represents and a new DAS source will be
automatically created.

The developed system is an open source web application. An instance of it is
running on the EBI systems and is completely free to use.
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4.1.1 DAS server creation

Setting up a DAS server is not as easy and painless as it could be. While some
DAS server implementations exist22,61, setting up a DAS server involves quite a
bit of work and requires specific know-how and facilities not available for every
research group.

To set up a public DAS server, a computer visible from the network (Internet
if the server is to be publicly available or simply used from a web based client
such as Ensembl) is needed. Many wet-lab groups does not have those machines
available since they rely on shared centrally administered systems to publish their
web sites and other relevant information. Those centrally administered systems
are usually closed and do not allow installation of external server programs.

For those with an available machine, installing a DAS server might require a
fair amount of work. The server software needs to be installed (which usually
means installing additional software packages) and configured.

All the current DAS servers are capable of connecting to multiple data back-
ends, but this flexibility requires additional work from the user, since most of the
time (specially for non-trivial implementations) the data access layer need to be
implemented from scratch or at least on of the few examples need to be adapted
to that particular setting. The implementation of the data access layer have to
be done in the language used by the server, usually Java or Perl, and many data
generating research groups does not have anyone with sufficient programming
skills.

An additional database data loading step is required whenever the data is not
file-based, and since file-based back-ends tend to be slow even for medium sized
datasets, it is almost always the the case. If the database scheme used is not stan-
dard or does not provide specific data loading scripts, a method to load the data
into the database will have to be implemented in some way.

Once everything is on place, it will have to be managed and maintained in good
shape, protected from intruders, with the software up to date and other general
system management work. This represents a long term commitment to the main-
tenance of the DAS source, specially if it is referred somewhere and so is needed
to be kept alive.

This facilities, skills and resources are available for big groups and institutions,
but small and medium groups or wet-lab groups, specially those without the sup-
port from a bioinformatician usually lack them. This means that nowadays many
groups who could potentially publish valuable data are not doing it, at least in
part because of these requirements.

One option (that is being worked on) is creating software bundles containing
the DAS server, the database software and additional helper programs to load
data into the database. These solutions, however, does not alleviate the need of a
machine accessible from the Internet nor reliefs of its managing.
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4.1.2 A hosted solution for DAS servers

easyDAS approximation to this problem is to build an externally hosted solution
where groups producing biological data can create DAS sources without hitting
any of the difficulties outlined above.

A hosted solution such as easyDAS frees the publisher from the need of a ma-
chine since all software will be running on the remote site. In addition, no man-
agement or maintenance work is needed from the user (apart from that directly
related to data updates) as the machine itself and the instance of easyDAS will be
managed by those offering the easyDAS service.

The user will not need to take care of implementing a data access layer for the
DAS server, since easyDAS includes the database schema, the DAS server and the
adaptor so the two of them can communicate.

easyDAS also has a web-based interface to manage the process of loading data
into the database from a plain-text file. Creating that data file and defining it and
its data using the web interface is the only thing required from the user.

A hosted solution, such as easyDAS, usually impose additional limitations to
the user. The commands available for each data source are fixed and limited, the
underlying system is fixed and cannot be changed (for example to optimize for a
certain kind of data to be more efficiently served) and data loading processes are
fixed to those offered by the system. However, that lack of choices means that the
user will not need to take any of theses decisions and will not need any knowledge
of the tools the system is based on. This effectively means than much more data
providers will be proficient enough to create their own DAS servers.

4.2 easyDAS overview

easyDAS is an open-source software package developed to provide a hosted so-
lution for the automatic creation of DAS servers. The package is freely available
and can be installed by any institution, but the first fully operative instance is
running at the European Bioinformatics Institute (EBI), where it can take ad-
vantage of the important computing resources available. The instance is com-
pletely open and can be used by anyone with biological data to share and pub-
lish. EBI’s easyDAS can be accessed at http://www.ebi.ac.uk/panda-srv/easydas/
(temporarily unavailable). Another instance of easyDAS is available at the IMPPC
at http://gattaca.imppc.org/groups/eslab/easyDAS/.

easyDAS consist of three parts: a web-based client, a server to manage the in-
teraction with the client and user’s files and a DAS server to offer a valid DAS
endpoint. In addition, a database accessible by the server and the DAS server is
used to store the actual data as well as the easyDAS specific data, such as user
management data.

An overview of the easyDAS architecture can be seen on figure 4.1.
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Figure 4.1 Overview of the easyDAS architecture. The basic architecture of
easyDAS. The data provider interacts with the web interface to upload the
data. Data is stored in the easyDAS database and automatically made avail-
able to data consumers via the easyDAS DAS server.
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easyDAS has support for user registration. Although a non-registered user can
create new data sources, only registered users can modify and delete them, since
reliably establishing authorship is not possible. Additionally, anonymous users
sources are not guaranteed to be alive for more than two weeks. Users are encour-
aged to register into the system to gain full access to it.

In order to created a new DAS source, the user needs a valid data file. Currently,
easyDAS supports two different data files: GFF and tabulated text files (such as
CSV, TSV...). The system is able to automatically identify the file type and, when
dealing with a tabular file, detect the separator character used and other variants
(quoted strings, etc). Those file types are easy to obtain: GFF is a format natively
supported by many bioinformatics applications and creating a CSV file using any
spreadsheet software such as Microsoft Excel or OpenOffice Calc is very straight-
forward.

Once the user has a valid data file, creating a new DAS source is usually a matter
of a few clicks. easyDAS has a wizard interface to guide the user through that
process step by step: data file uploading, file type validation, source description,
linking to ontology terms...

A crucial step is the exact description of the data file structure and its linking
to DAS data structures (i.e. which column represents the feature start and stop,
which one should be used as a label...). GFF files have a fixed field structure
(except for the comments column) and so this mapping is predefined (although
it might be changed by the user). Tabular files, however, do not have any kind of
predefined structure and the mapping has to be user-defined. A set of heuristics
are in place to prepopulate the mapping with sensible values according to the
data, but it’s the user who has to check and accept it.

easyDAS is free open source software under the GNU Lesser General Public
License (LGPL) and the project is hosted on Google Code at http://code.google.
com/p/easydas. The first instance is available at the EBI at http://www.ebi.ac.uk/
panda-srv/easydas.

4.3 Features and characteristics

easyDAS was designed to be easy to use. The main part of the interface is a simple
list of the available sources annotated with their metadata -description, coordi-
nate system, maintainer email- along with a link to the DAS source itself and,
for sources annotating the most commonly used organisms, a direct link to the
ensembl genome browser with the DAS source already attached to facilitate the
exploitation of the data. In addition to the main sources table only three buttons
are available: Login, Help and Create a new source.

The main use case is triggered by the Create a new source button. It is struc-
tured as a standard wizard interface guiding the user though a series of simple
steps: upload a data file, tweak and validate the parsing mode, defining the source
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Figure 4.2 easyDAS source creation wizard. To create a new source, a wizard-
like interface is available.

and selecting a coordinates system, defining the mapping between the data in the
file and feature attributes used in DAS and optionally assigning default values for
any unspecified value and selecting the ontology terms associated to attributes ac-
cepting an ontology term -i.e. feature types and methods-. The interaction is done
via a series of forms in floating dialogs (Figure 4.2 with inline filling instructions
and help popups and a classical “Next” and “Previous” course of action.

In addition to the standard wizard guided path, two additional dialogs have
been created, one to select the coordinates system that includes a list of all avail-
able DAS coordinates systems and means to filter them by organism, authority
and source. The second additional dialog is a custom made ontology browser
based on the Ontology Lookup Service (OLS)21 (Figure 4.3). The ontology browser
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Figure 4.3 Browse Ontology Dialog. To encourage the annotation of data with
ontology terms, easyDAS offers an ontology borwser dialog based on the
Ontology Lookup Service (OLS).

allows one to select any of the ontologies available in the OLS and has both a tree
browser to interactively navigate the ontology terms and a search option to re-
trieve all terms matching the specified criteria.

At this time, easyDAS has support for two different file formats: the General
Feature Format (GFF) and tabular formatted plain text files including CSV and
tab delimited formats. Adding support for new formats i pretty easy and only
requires extending some of the back-end modules to instruct them on how to
parse the new file format and creating one HTML form to populate the format
specific wizard step. For the GFF format, both GFF version 2 and GFF version 3
files are supported and automatically detected and the attributes field is automat-
ically detected and expanded into multiple fields even for most non standard but
widely used syntaxes. In addition, a set of custom header comments are available.
Custom header comments are read in and interpreted by easyDAS and used to
prepopulate some of the data fields needed when creating a new source. It is pos-
sible, for example, to include a ##source-name line to specify the source name, a
##source-title to prepopulate the title of the source or a ##source-maintainer
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##gff-version 2

##source-name mmu_mirna

##source-title Mmu microRNAs

##source-mantainer bernatgel@gmail.com

#

# Chromosomal coordinates of Mus musculus microRNAs

# miRNA data: miRBase Sequence (version 16)

# Genome assembly: NCBIM37

#

1 . miRNA 20669091 20669163 . + . ACC="MI0000249"; ID="mmu-mir-206";

1 . miRNA 20672850 20672968 . + . ACC="MI0000821"; ID="mmu-mir-133b";

1 . miRNA 23279108 23279178 . + . ACC="MI0000144"; ID="mmu-mir-30a";

Figure 4.4 GFF file example. An example of a valid GFF file that would be au-
tomatically recognized and configured by easyDAS. In addition to the stan-
dard header, this GFF includes easyDAS specific header comments used to
prepopulate the source creation wizard.

with the maintainer email. This is a useful feature when data files are the result
of an automated pipeline and human intervention when creating sources should
be minimized. Figure 4.4 shows an example of the header and the first few lines
of a GFF data file with easyDAS custom headers. The second supported format
are tabular files. easyDAS tests and automatically detects a set of standard field
delimiters -tabs, spaces, commas, semicolons...- but it is possible to specify any
character as the delimiter in the file format parameters dialog. Quotation marks
and column headers are also detected automatically and set in the file format pa-
rameters dialog.

A key step in the source creation wizard is that of mapping. DAS has specific
set of attributes per feature -id, method, type, start and end, score- and some of
them, such as note, might have multiple values per feature. In order to give more
flexibility to the user when creating the data files an interface to specify the map-
ping between the fields in the data file and the DAS feature attributes is available.
Whenever it is possible, a mapping is suggested so the user only needs to check
the validity of the mapping and click “Next”. These suggestions depend partially
on the file format -e.g. GFF fields have a natural mapping into DAS attributes- and
on a set of heuristics computed over the field headers that, although quite simple,
give in general quite good mapping suggestions. The available interface allows the
modification of the mappings, assigning more than one field to the multiple value
accepting DAS attributes and leaving DAS attributes blank. A screenshot of the
mapping step can be seen on figure 4.5. An additional feature of easyDAS giving
more flexibility to users when creating data files is the defaults system. With it,
is it possible to specify default values for any DAS attribute and specify whether
the default should be applied to all features in the file or only to those with no
value. Thanks to the defaults system it is possible to create simpler and smaller
data files with only the relevant information. For example, if we had a set of sin-
gle nucleotide variations of the same type and found using the same methods, we
could create a data file with only two columns, chromosome and position, assign
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Figure 4.5 The mapping window. This part of the DAS source creation wizard of
easyDAS consists of a dialog asking the user to map the uploaded data fields
onto DAS concepts. A set of heuristics is in place to automaically propose
possible mappings to the user.

the position to start and end in the mapping dialog and define default values for
method, type, etc.

With easyDAS it is possible to create two different types of sources: public and
private. Public sources are open, available to anyone and listed in the easyDAS
main page. Private sources are exactly like the public ones -open and available-
but are not listed in the main page, so one needs to know the source url to gain
access to it. It is important to emphasize that there is no source security im-
plemented and both private and public sources are freely available to anyone,
the only difference between them being the listing in the main page source list.
Only registered users can create private sources and all sources created by non-
registered users are assigned to anonymous. Source deletion is also restricted to
registered users. Users can register either using a traditional user name and pass-
word pair -that will be securely stored in the easyDAS database- or register and
log-in using an OpenID provider and in such case, easyDAS will never get access
to your password and it will not be stored in the system.

In easyDAS, each registered user has it’s own DAS server. When a user registers,
a new DAS server is created and all new sources created by the user are located
under that server. This has some interesting advantages, such as having all sources
created by a user logically tied together and accessible by a standard sources

command and avoiding source name clashes between sources from different users,
since the uniqueness of the source name is only required inside a server.

Help and documentation is available both as separate documents and inline.
The Help button links to the external documentation that includes a quick start
guide and a tutorial. Inline documentation is available in the source creation
wizard, with a general explanation of each step and a small popup description for
every form field.
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4.4 Implementation

easyDAS is a client-server application with two different entry points: a web-
based interface to upload data and create and manage sources and a DAS server
accepting DAS requests (Figure 4.1). All source code is under the LGPL open
source license and can be found at http://code.google.com/p/easydas.

The most complex part of the system is the server. It has been implemented
with perl as a modular system, with a central controller, easyDAS.pl, managing
the interaction with the web interface and coordinating the rest of the modules.
The key process performed by easyDAS is the creation of a new DAS server and
this is made in a coordinated manner by the client and the server. This process
includes the heuristic determination of the file format and its parameters, the
available fields for each element, a tentative mapping to DAS elements derived
from the column headers and the mapping to ontology terms. After all metadata
about the new data source have been compiled, a new source is created in the
database and all data is moved into the database.

The database used is a MySQL -although all communication with it is done via
the DBI module, so any other supported database could be used-. The number
of features per source is expected to range from a handful to potentially millions
and different sources are completely independent. In addition, it is expected that
requests for data from a specific data source will come in bursts, with long pe-
riods of no activity and short periods with lots of requests corresponding to a
browsing session by a data consumer. Thus, to prevent big sources from affecting
small ones and to improve cacheability, a set of tables is created for every source
-features, types, segments, etc...-. With this structure, data from each source is
stored independently and data requests hit only the source specific tables.

The web client has been implemented as a single page application using jQuery23

as a base library. It is modular and event-based, with a controller class manag-
ing the coordination between different modules and the communication with the
easyDAS server. The interface elements and widgets are custom-made and not
based on any library. A custom ontology browser based on the OLS21 web-services
interface has been written. easyDAS offers two different methods for user authen-
tication: classic user and password and OpenID. With OpenID it is possible to
sign in to easyDAS using any openID identity provider, so it is possible to register
using, for example, a Google Account. OpenID support has been implemented
using the Net::OpenID package.

The last part, the DAS server, is a customized version of ProServer. ProServer
is a DAS server written in perl and is the server behind the Ensembl DAS sources.
The normal way in ProServer of defining DAS sources is via modifications of a
configuration file, which requires a server restart for them to take effect. How-
ever, it also has a useful functionality, called hydra, that allows it to serve multiple
sources based on a single entry in the configuration file and retrieving the specific
source information by other means, for example, from a database. From a DAS
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point of view, in easyDAS each user has his/her own complete and independent
DAS server, preventing any source name clash and grouping all sources from a
user in a single sources response without interference from other users data. To
achieve this the hydra infrastructure of ProServer was modified to simulate inde-
pendent servers instead of sources.

4.5 Expected usage

The envisioned usage of easyDAS encompasses three different users groups.

The first and foremost user type easyDAS should cater are those researchers
producing valuable data but unable to share it via DAS due to the problems de-
rived of setting up a DAS server. The main goal when designing easyDAS has been
making the system usable by this type of not necessarily computer savvy users in
order to convert them from data producers into data sharers.

Another expected usage of easyDAS would be to create a DAS server as a com-
panion to a publication. For example, a classical microarray experiment usually
produces a list of differentially expressed genes or an aCGH would produce a list
of regions with an altered copy number. Creating a DAS server with that data
and referencing it on the publication would make those datasets easily available
to anyone and free the research team of any long term data maintenance. Sharing
research results on a computer friendly way could increase its visibility and real
value, helping other groups on working upon them.

Finally, creating a DAS source can be an easy way of sharing annotations with
other team members and integrating them into third party resources. For exam-
ple, once a DAS source has been created, integrating it into Ensembl browser is
as easy as clicking on the Ensembl logo on the sources list. Sharing such a source
might be a practical way for bioinformatics units to return experiment results to
their users, in addition to the classical data files.

In addition, it is possible for a user to set up his own easyDAS instance. easy-
DAS is open source and freely available at http://code.google.com/p/easydas. So
far, there are no installation instructions and setting everything up correctly can
require a bit of work. We expect to create an initial installation guide in the short
future. easyDAS can be a good addition to the services offered by many research
centers to their researchers as a way to use and visualise their data in external
tools such as web browsers or other analysis services accepting DAS data as out-
put. The creation of a DAS source by an institution and filling it with interesting
data generated by their researchers might also increase its visibility and help in
the dissemination of the work performed there.
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4.6 Example Usage

To illustrate the usage of easyDAS we will present an example. In it, we will see
the creation of two DAS sources from two data files. These sources will be later
used to show a usage example with GenExp, and to describe a possible path to
discovery.

4.6.1 Data Files

One data file representing data generated by a researcher is used in this example.

ChIP.Peaks.txt This file contains a set of regions representing the peaks called by
a peak calling algorithm applied to the data generated by a ChIP-seq exper-
iment. The contents of this file have been generated and do not correspond
to a read experiment. The file is a tab separated file with four columns
(chromosome, start, end and name) and contains 478 records. This is an
example of the first few lines of the file.

chr start end name

1 11162714 11162862 region1

4 5023723 5023961 region2

X 153445367 153445655 region3

1 243267625 243267760 region4

1 566119 566266 region5

17 4903537 4903752 region6

4.6.2 Background

This example represents the workflow of scientist who performed a ChIP-seq ex-
periment to study the distribution of his favorite DNA-binding protein on the
genome of a certain cell line. After the primary bioinformatics analysis -quality
controls, read preprocessing, mapping and finally peak calling- he has a BED file
with the positions of the peaks in the genome. His aim is to be able to visualise
the positions of these regions along the genome and to study them and their re-
lation with other genomic features. To do that, he will use different programs
and among them, genome browsers to visualise his regions. Since many genome
browsers accept DAS sources as a way to add custom data, he will start creating a
new DAS source with easyDAS.
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Figure 4.6 Screenshots of the different dialogs used in the source creation pro-
cess. A: The source metadata dialog. B: Coordinate system selector. C:
Mapping window.

4.6.3 Example

To create a DAS source with easyDAS connect to an easyDAS instance, for example
the one at http://gattaca.imppc.org/groups/eslab/easyDAS/, and login or regis-
ter so your sources are not anonymous. Once done, click the “Create a new source”
button, and the Create Source dialog will appear. Select your data file, in our case,
ChIP.Peaks.txt and click on upload. The file format will be detected automat-
ically. Click on next and change the format options if needed. In the next step,
you will need to add the source metadata (Figure 4.6 A) such as name, descrip-
tion maintainer and select a coordinate system (Figure 4.6 B), in this case GRCh37
since it’s human data. After that, he will have to map the columns of his data file
into the different DAS concepts (Figure 4.6 C). The next windows will help assign-
ing any default value not present in the original data file and using an ontology
browser, assigning an ontology term to the different feature types present in the
data file. After clicking on “Finish”, a new DAS source will be created and the data
will be ready to be explored. The exploration process will be presented in chapter
6.

4.7 Key Contributions of easyDAS

This is a summary of the key contributions of easyDAS:

Automatic DAS server creation: easyDAS is the first and only tool for the auto-
matic creation of DAS sources. From a simple and standard data file and
following a simple wizard interface a user can create a new DAS sources
with just a few mouse clicks.

Almost no DAS knowledge required: It is possible to use easyDAS to create DAS
sources without any knowledge of the technical side of DAS. Knowing the
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different attributes available and a few key concepts such as coordinates
systems and the like would be helpful but not required.

Centralized computing: Takes advantage of centralized computing facilities to
free data providers from the burden of maintaining a DAS server.

Web based: easyDAS is web based and the user does not need to install any addi-
tional software in order to use it. It also means it is OS agnostic and can be
used from any operating system

Simple input formats: The input files needed are in standard and simple formats
-GFF and tabular files- that can be produced by many bioinformatics soft-
ware systems or even by a spreadsheet program such as Microsoft Excel or
LibreOffice Calc.

4.8 easyDAS publication

The paper presenting easyDAS was published on BMC Bioinformatics on January
2011. It received the Highly Accessed mark to reflect its high number of accessions
right after publication.

This work has also been presented in various congresses and workshops either
as a talk (12th Annual Bioinformatics Open Source Conference (BOSC 2011) - 19th
Annual International Conference on Intelligent Systems for Molecular Biology (ISMB
2011) (Vienna, Austria, 2011), DAS Workshop 2011 (Hinxton, United Kingdom,
2011) and DAS Workshop 2010 (Hinxton, United Kingdom, 2010)), a demonstra-
tion (International Symposium on Integrative Bioinformatics (Cambridge, United
Kingdom, 2010)) or as a poster (19th Annual International Conference on Intelli-
gent Systems for Molecular Biology (ISMB 2011) (Vienna, Austria, 2011)).

Author contributions: The original idea is from AMJ, RCJ and HH. Under the
guidance from XM and with the helpful input from the two DAS experts AMJ
and RCJ, I developed the idea and designed the system. The implementation and
testing was done by me. I wrote the bulk of the manuscript, which was revised
and approved by all the authors.

The actual paper follows.
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Abstract

Background: The Distributed Annotation System (DAS) has proven to be a successful way to publish and share
biological data. Although there are more than 750 active registered servers from around 50 organizations, setting
up a DAS server comprises a fair amount of work, making it difficult for many research groups to share their
biological annotations. Given the clear advantage that the generalized sharing of relevant biological data is for the
research community it would be desirable to facilitate the sharing process.

Results: Here we present easyDAS, a web-based system enabling anyone to publish biological annotations with
just some clicks. The system, available at http://www.ebi.ac.uk/panda-srv/easydas is capable of reading different
standard data file formats, process the data and create a new publicly available DAS source in a completely
automated way. The created sources are hosted on the EBI systems and can take advantage of its high storage
capacity and network connection, freeing the data provider from any network management work. easyDAS is an
open source project under the GNU LGPL license.

Conclusions: easyDAS is an automated DAS source creation system which can help many researchers in sharing
their biological data, potentially increasing the amount of relevant biological data available to the scientific
community.

Background
In recent years the amount of biological data generated
have been increasing greatly, and with the advent of
new technologies like next generation sequencing this
trend is likely to increase. Additionally, new analysis and
re-analysis techniques help to produce better and more
accurate derived results every day. Making all this data
and results publicly available can be of great benefit for
the scientific community as a whole, since valid biologi-
cal data can be used both by field researchers and by
those developing new methodologies and algorithms.
Sharing raw research data allows others to conduct re-
analysis and meta-analysis, usually reinforcing the pre-
vious results or even producing novel ones. ArrayEx-
press [1] and GEO [2] have had a very positive effect on
microarray research development and have been heavily
used in the development of both new data analysis tech-
niques and biological knowledge. Sharing research
results eases rapid spreading of new findings and its

incorporation in ongoing research increasing its overall
usefulness.
The effects of this sharing can be greatly increased if

data and results are made publicly available using some
kind of machine readable standard format allowing
them to be seamlessly used by other researchers.
While making the raw data available as supplementary

material attached to the publication of a paper can be
useful and other researchers can certainly use it, its inte-
gration with data from other sources will still be difficult
and will not help fully automatic approaches such as
workflows. However, if this same data is made available
in a standard machine readable format it can be easily
integrated with data coming from other standard
sources and automatically displayed and analyzed.
The Distributed Annotation System (DAS) is a com-

plete system for sharing annotations on biological
sequences. It comprises a standard XML based file for-
mat, an accurate definition of the semantics of the data
-based on the use of ontologies of biological terms-, and
an HTTP based REST style protocol for sharing those
annotations [3-5]. Figure 1 is an overview of the DAS sys-
tem. Many Annotation Servers can provide annotations

* Correspondence: bgel@lsi.upc.edu
1Software Department, UPC-BarcelonaTech, Barcelona, Spain
Full list of author information is available at the end of the article

Gel Moreno et al. BMC Bioinformatics 2011, 12:23
http://www.biomedcentral.com/1471-2105/12/23

© 2011 Gel et al; licensee BioMed Central Ltd. This is an Open Access article distributed under the terms of the Creative Commons
Attribution License (http://creativecommons.org/licenses/by/2.0), which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work is properly cited.

4.8 easyDAS publication 63



of sequence objects provided by a Reference Server, for
example Ensembl or UniProt. While initially designed to
annotate genomic sequences, DAS has support for both
genomic and protein annotations, for sequence alignment
data, and for structural information. Other federated sys-
tems exist for other types of biological data, such as
PSICQUIC [6] for molecular interaction data.
DAS client-server architecture was designed around

the idea of having a small number of complex clients
integrating data coming from, potentially, many of dif-
ferent simple sources. Some examples of DAS clients
are Ensembl [7], Dasty2 [8], GBrowse [9], Jalview [10],
SPICE [11], PeppeR [12], DASher [13]. Sharing biologi-
cal data on DAS allows data providers to leverage the
DAS ecosystem and make it easy to integrate their data
with other existing sources.

DAS server software is available in different program-
ming languages, such as ProServer [14] in Perl and Daz-
zle [15] and MyDAS [16] in Java. However, despite the
idea of DAS servers being simple, setting up a DAS ser-
ver is not a trivial task. DAS servers allow for a great
flexibility on where the actual data is stored and how it
is structured. Usually the backend is database, but files
and other options are also viable. The downside of this
flexibility is that very often data providers will need to
implement a custom made data access layer mapping
their real data layout to the DAS concepts used in the
server and this will have to be done either in Perl or
Java. There are many research groups who will not have
easy access to people proficient enough in programming
to implement that access layer. In addition, setting up
and managing an internet accessible machine to host

Figure 1 Overview of DAS. Data is stored in either databases or data files (A). DAS servers (B) offer a common interface to access that data, the
DAS protocol. Users (C), can use different client types (D) including specific DAS clients, internet browsers and non-visual scripts, to access the
data. Optionally, clients can access the DAS Registry (E) to retrieve a list of available DAS sources.
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the server can be also difficult or a too big overhead for
many data generators, mainly for those with small data
sets.
Thus, the challenge: converting all those data genera-

tors into data providers, increasing the amount and vari-
ety of the biological data available to the scientific
community and contributing to the collective annotation
of biological sequences.

Results and Discussion
easyDAS has been developed to help on that conversion
offering a web-based and ready-to-use system for biolo-
gical data sharing using DAS. The user only needs to
upload a text file with the data into easyDAS and set a
few configuration options, mainly stating what the data
represents, and the system will automatically create a
new DAS source. Although the DAS source will be
automatically created and managed by easyDAS, the
user will retain full control over the data and will be
able to modify or delete it at any point using the same
web interface.
We envision easyDAS being useful for a wide range of

potential DAS users. Biologists producing annotations
can create DAS sources to take advantage of the DAS
infrastructure to integrate their data into Ensembl or
other DAS clients. Creating a DAS source can also be
used to spread new experimental results and share them
with other researchers. Computational biologists and
bioinformaticians developing new analysis or prediction
tools can easily create new sources with the results of
applying those new tools to known datasets making
their example runs publicly available and usable. Finally,
and since there is no limit on the number of sources to
be created by a user, personal datasets can be also pub-
lished in easyDAS, creating as many temporary sources
as needed. This would allow bioinformatics service
groups to create tailored sources containing, for

example, the set of genes resulting from a microarray
analysis or study-specific annotations of proteins. In any
case, the user is relieved from the burden of setting up
and maintaining their own DAS servers.
easyDAS is fully compliant with the recently approved

DAS 1.6 specification [5] and encourages the new sys-
tematic semantic annotation of features via an inte-
grated ontology browser based on the Ontology Lookup
Service [17].
An easyDAS is freely available at http://www.ebi.ac.uk/

panda-srv/easydas.
easyDAS is open source software under the GNU

LGPL license. The project is hosted at Google Code and
can be freely accessed and downloaded at http://code.
google.com/p/easydas/.

System Description
easyDAS exposes two different entry points to the users.
The first one is a web interface where sources can be
found, created and managed. The other one is the DAS
server, which exposes the data using the DAS protocol.
The main components of easyDAS web interface are a
users management system, a list of the existing data
sources and a wizard for creating new sources.
The main page in the easyDAS web interface is the list

of the available sources with their descriptions and
URLs (Figure 2). This list offers easy access to data
sources created by any user, facilitating the use and
spreading of that data. Links to popular DAS clients like
Ensembl are provided too, and will usually attach the
source to the viewer automatically. All easyDAS sources
can also be registered in the DAS Registry [18] to
further increase their visibility.
To create a new DAS source based on a custom data-

set, a wizard-like interface will guide the user through
the whole process: uploading the file and providing
some information about the structure and type of data

Figure 2 Sources list. Screenshot of the main page of easyDAS with the user logged in. The table contains a list of the sources created by the
user and offers means to explore and remove them.
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in the file. This wizard can be invoked clicking on the
“Create a new source” button in the main page.
Although DAS supports alignment and 3 D structure
annotations in addition to the standard sequence anno-
tations, those capabilities are currently not heavily used
-about 1% of the registered sources offer them- and
usually provided by specialized sources. Thus, and since
the vast majority of users are willing to share mainly
sequence annotations, easyDAS does not support them.
easyDAS provides a rich user interface with standard

elements like dialogs and wizards resembling those of a
desktop application. It is completely AJAX driven to
increase usability and interactivity and to improve sys-
tem response time.
User Registration
Users can register to the system using either OpenID
[19] or a traditional username/password pair. All
sources created by registered users can be updated,
modified or even deleted after creation and can exist for
an unlimited time. Sources created by unregistered users
will be considered “anonymous” sources and will be
online for a limited time only. Anonymous sources can-
not be modified or deleted.
When a user is logged into the system, a second tab

will be activated in the main page listing only the
sources created by the user. The source modification
and deletion functionality can be accessed from that
table.
Source Privacy
It is very important to note that, as almost any other
DAS source, easyDAS sources are fully public and
accessible by anyone through a simple URL. Although
it’s possible to mark a source so it’s not published in the
main easyDAS list, this will not control the access to the
actual data. It is not currently possible to create private
DAS sources using easyDAS.
File Formats
The currently supported file formats are the General
Feature Format (GFF) and a versatile implementation of
the Comma Separated Values (CSV) where the separator
can be any character (although only comma, semicolon
and tabulator will be automatically detected). While
GFF is a commonly used format that many bioinfor-
matics software can export, CSV can be obtained from
any tabular data using a spreadsheet program like
Microsoft Excel or OpenOffice Calc.
Some minor extensions and modifications to the for-

mats are supported, like comments on CSV files.
Additionally, easyDAS specific information can be

added in the form of special comments containing
metadata. Those special comments can be used to pre-
configure the source metadata so even less work is
required on the web interface. Examples of such com-
ments are the GFF options source-name, source-

title or source-maintainer that will be used to
pre-populate the corresponding source metadata fields.
Semantic Annotation
One of the important additions of the version 1.6 of the
DAS specification is the standardization of the semantic
annotation of features. Each annotation in DAS has a
property describing its type (type), and another describ-
ing how it was generated (method). Both properties
could already be expressed using ontology terms, but
the inclusion of the cvId attribute to specify the con-
trolled vocabulary identifier associated to types and
methods and the recommendation of using specific
ontologies standardizes those options and makes seman-
tic management of DAS sources and features easier.
Specifying ontology terms for feature types will improve
data integration and organization in semantic-aware cli-
ents like Dasty2 that offer ontology based filtering and
grouping. By having most of the sources semantically
annotated, easyDAS will be well placed to take advan-
tage of a future semantic search function in the DAS
Registry.
easyDAS encourages the correct use of those new

attributes and has a simple ontology browsing and
searching widget (Figure 3). That widget offers interac-
tive browsing of ontologies using on-demand leaf expan-
sion and complete text search capabilities. All that
functionality is backed by the web services provided by

Figure 3 Ontology browser . The easyDAS ontology browser
widget, used to select ontology terms to semantically annotate the
features. It leverages the Ontology Lookup Service webservices to
offer both ontology tree browsing and search capabilities.
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the Ontology Lookup Service. The ontologies recom-
mended in the DAS specification, Sequence Ontology
[20], Biosapiens Ontology [21] and PSI-MOD [22] and
Evidence Code Ontology, can be used to annotate the
features. Any other ontology available on OLS can be
added upon request.
To help in the process of selecting the right ontology

terms and to improve annotation consistency, the
selected ontology terms are stored in the database and
associated to the user and the identifier used in the data
file. Thus, when creating other sources using similar
data and the same type identifier, the ontology terms
will be preselected.
Mapping
The mapping of the data file fields into DAS concepts is
one of the most important parts in the process of creat-
ing a source. The mapping interface, a table showing
the data on the file plus a series of comboboxes, is flex-
ible and allows the user to specify the relations as one-
to-one, one-to-many or even many-to-many, where it
makes sense.
For semantically specified file formats like GFF, a

mapping taking that information into account is pro-
posed. For other file formats, when data file fields have
names -such as column names on tabular files-some
simple pattern-matching heuristics are used to create a
proposed mapping. Users can always change that propo-
sal to adapt it to their specific needs.
Coordinate Systems
Another important concept in DAS is that of coordinate
systems. They uniquely identify the sequences being anno-
tated. In genomic DAS, for example, a coordinate system
is defined by a species and assembly -i.e. we can specify
that we are annotating the current genomic sequence for
human by saying its the assembly “GRCh37” of “Homo
sapiens”. While not required -there are cases when no sui-
table coordinate system is available, like when annotating
a newly sequenced organism-, it is strongly recommended
to specify the coordinate system for a new source. Most of
the clients will refuse to integrate sources without a coor-
dinate system, since it’s not possible to ensure that the
annotations are referring to the same sequence. easyDAS
provides a simple coordinate system selector with all the
coordinates systems available on the DAS registry. It is
possible to filter by any of the fields to help finding the
right coordinate system for the source.

Source Creation
The source creation functionality is based on a wizard-
like interface with a series of simple steps that guide the
user through the process of defining the new source. At
every step as much information as possible is extracted
from either the data file or the context to reduce users’
work and decisions to the minimum.

The creation process starts with the file Upload form
where a simple file selector field is available. While the
user can specify the format of the uploaded file, some
heuristics are in place to detect the format automati-
cally. This will usually be the best option.
The second step in the source creation wizard shows a

preview of how the file has been identified and parsed
and some additional options to further refine the par-
sing (i.e. removing quotation, defining headers...). In
case the automatic format identification mechanism
fails, it is possible to amend the format selection in this
second step (Figure 4).
The basic source metadata is gathered in the next

step. The identifier of the source (which will be part of
the source URL), its title, description and maintainer are
specified here. The source coordinates system dialog is
accessible from this step too.
The fourth step is the mapping form. In this step, the

user is required to link the data fields present in the
uploaded data file to the standard DAS fields. This is
the description of the data required to transform the
data in the file into the DAS format. This is the last
required step and it is possible to finish the wizard at
any point from here.
To help in the simplification of the data files, it is not

necessary to specify all the data fields for every feature in
the file. The defaults form allows the user to define default
values for absent fields or even for partially filled ones. It
would be possible, for example, to specify the same
method, type or score for all the features at once, main-
taining those DAS concepts out of the primary data files.
The last two steps are used to specify the semantic

annotations of the features. The ontology browser can
be used to select the terms best describing the types
and methods of the features in the file.

Data Storage and Access
The easyDAS interface is available at different address to
the web interface and can be queried using standard

Figure 4 File format description. After the data file has been
successfully uploaded, this dialog allows to fine tune the file parser.
At any moment, a preview of the parsed data is shown.
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DAS requests. From a DAS point of view, each regis-
tered user has his own DAS server and his sources are
created in that server. For example a user with a server
name john would have a source called dataset1 available
at http://www.ebi.ac.uk/das-srv/easydas/john/das/data-
set1 and a list of all his sources at http://www.ebi.ac.uk/
das-srv/easydas/john/das/sources. All the DAS requests
are served by a slightly customized ProServer [14] also
running on the EBI systems.
A MySQL relational database is used to store the

sources data and can be accessed by both the web inter-
face and the DAS server.

Custom easyDAS instances
easyDAS is free open source software. Its source code
can be downloaded and modified freely in the terms of
the GNU LGPL license. Although the reference instance
is running at the EBI, it also means that it is possible to
make custom installs of easyDAS independent of the
EBI servers. It would be possible, for example, for an
organization to provide a custom easyDAS setup in
their own network so its groups can publish their data
from the organization servers. It would even be possible
to install easyDAS inside a private network and setup
the included ProServer to reply only to requests coming
from inside the network. That could be useful for orga-
nizations working with sensitive data but willing to
share data between their own groups.

Conclusions
We have developed a system for the automatic creation
of DAS sources. Users can upload data files with
sequence annotations in different formats and define
and create a new DAS source via a simple web-based
wizard. Sources data will be stored on the EBI systems
and freely available through a standard DAS interface.
Data uploaded to easyDAS can then be easily integrated
with other data on DAS using any of the available DAS
clients such as Ensembl or Dasty2. easyDAS DAS
sources are completely public and no access restrictions
of any kind are applied.
As of today, using easyDAS is the easiest and fastest

way of sharing a small or medium datasets over the
DAS network. We think that this ease will encourage
researchers with novel and unavailable datasets to pub-
lish and share them increasing the total amount of bio-
logical information available to the scientific
community. Additionally, easyDAS will help those who
need to share biological sequence annotations but can
not run their own DAS server.

Implementation
easyDAS has two different entry points to the system:
the web interface and the DAS server. The web interface

is a client-server application, with the client being a web
application written in Javascript and the server a set of
cgi Perl scripts. The web interface is in charge of
uploading and parsing the users datasets and offers the
interface to define and manage the DAS sources. The
other entry point, the DAS server, is a standalone Pro-
Server instance with some minor modifications and is
the one responding to the actual DAS commands to
access to the data. A MySQL relational database accessi-
ble by both the web interface server side and ProServer
stores the actual data (Figure 5).

Web interface
The web interface has two different parts, the client and
the server. Communication between those parts is based
on AJAX calls from the client to the server with JSON
as the transport format.
Client
The web interface client part is a Rich Internet Applica-
tion (RIA) managing the user interaction with the sys-
tem. It has been written in Javascript and takes
advantage of the object oriented nature of the language.
The client uses the jQuery library to ease the DOM
manipulation and to overcome the cross-browser

Figure 5 Implementation overview. A user (A) can access
easyDAS using his web browser and upload a data file. The the
easyDAS server, using the users description of the file, will extract
the its data and insert it into the database. Anyone (B) can then
access that information through the easyDAS DAS server using any
of the available DAS clients, which are not part of the easyDAS
system.
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compatibility issues. While offering a rich interactive
user interface, easyDAS’ UI needs were simple and so
the interface is custom built and only minimal parts of
the jQueryUI framework are used (i.e. dialog dragging
functionality).
Server
The server side of the web interface has been implemen-
ted as a set of Perl CGI scripts running behind an
Apache server. A custom easyDAS module provides the
actual functionality and defines a basic file parser class.
The different parsers are specializations of that class and
completely independent of other parsers, so adding a
new file parser to the system is quite straightforward
and does not require the modification of any other file
on the system.

Database
The data back-end for easyDAS data is a MySQL rela-
tional database. The database is used to store both the
information regarding the easyDAS system -such as
which users are registered and what sources are avail-
able- and the actual biological data, the content of the
DAS sources. The database schema was designed with
the goal of isolating the sources as much as possible and
so it has a set of six small tables for every source. This
table setting maps very well to the hydra capability of
the underlying DAS server and reduces the amount of
code needed to implement the multiheaded DAS server.
In addition, it simplyfies data insertion -no concurrent
writes can happen on the same table- and deletion of
sources -only whole table drops are required. Although
the performance requirements of the database are low
at the moment, it would be relatively easy to span the
data over multiple database servers if it was needed.
This database is also accessible from the DAS server

and so is the link between the two sides of the system.

DAS Server
The DAS server in easyDAS is a ProServer with a minor
customization. ProServer, written in Perl and already
extensively used in the EBI systems, offers both the
power and efficiency required to potentially serve hun-
dreds or thousands of DAS sources.
One feature that sets ProServer apart from other DAS

servers is its capability to create multi-headed DAS
sources, what it calls a hydra source. Hydra sources do
not require specific per-source configuration as any
other source type, but can be created on the fly by a
Perl function -which in easyDAS is querying the data-
base- based on a single basic configuration. Without
hydras, either the server must be restarted on every
source modification or many individual servers should
have been created, requiring much more server power
than the single ProServer instance in use. While it is

true that other approaches would have been possible,
none of them is so simple and yet powerful as using
ProServer hydras.

Availability and requirements
• Project name: easyDAS
• Project home page: http://code.google.com/p/
easydas/
• Operating system(s): Platform independent (web
based)
• Programming language: Javascript, Perl
• Other requirements: none
• License: GNU LGPL
• Any restrictions to use by non-academics: none
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Part II

Visualisation





Chapter 5

Genomic Data Visualisation

Data visualisation can be defined as the creation of graphical representations
of data with the aim of better communicating it, making it understandable, ex-
plorable, or easing the process of knowledge discovery. The human mind is an
excellent data analysis machine capable of efficiently absorbing visual informa-
tion and spotting trends and relations7,8 so creating visual representations of
data helps tapping into that power when trying to analyze and understand vast
amounts of data.

Although data has been represented in graphical forms for a long time and we
are all used to plot and read charts in our everyday life, generalized use of comput-
ers have brought new means of collecting, managing and specially representing
amazing amounts of data. In recent years, in part due to the appearance of new
technologies making it easier to create new and different visual representations of
data and in part thanks to the availability of new, interesting and sometimes huge
datasets to work with, new visualisation techniques and trends have emerged.
These new techniques and technologies have enabled the representation of previ-
ously unmanageable datasets and have brought us possibility of looking at data
from a different point of view.

Biology, and specially genomics -and its many -omics siblings- have been one of
the fields providing new data and challenges to the data visualisation experts. Vi-
sualisation of large biological datasets has been done using adapted and updated
versions of classical techniques -e.g. volcano plots, heatmaps, dendograms... - or
by creating new representation paradigms specifically tailored to the data being
visualized. Two examples of these new paradigms are synteny maps, for the rep-
resentation of the similarity between different genomes, and genome browsers,
interactive representations of a genome with usually drawn along different types
of genome anchored data.

Biological data representation is now a topic of great interest with even special
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Figure 5.1 Example of a karyotype. This figure shows an example of what a
genome looks like when seen through a microscope. A) The chromosomes of
a single cell during the metaphase. B) The same chromosomes after being
classified in the karyotype. We can see a normal male karyotype, with 44
autosomal chromosomes and 2 sex chromosomes, X and Y.

issues of important journals devoted to it62 and international conferences such as
VizBi63 covering every aspect of it.

5.1 Genome Visualisation

The usual way to view a genome is in the form of a karyotype, with the DNA
packed into chromosomes and those arranged in a predefined order (usually by
size). It is relatively easy to take a picture of the stained chromosomes during the
metaphase and arrange them to get an image of the genome (Figure 5.1). This
image of the genome has been used to detect big structural changes such as tri-
somies, monosomies and other aneuploidies and big translocations (Figure 5.2).
It is, however, a very coarse view of a genome and so it’s being superseded in
many applications by higher resolution techniques for molecular karyotyping such
as aCGH and SNP array.

The karyotype images, also referred to as ideograms, have been frequently
used as a model for genome representations, representing the different regions
of the chromosomes, the bands, in different shades of gray. The NCBI MapView
tool64 or Ensembl’s karyoview65 are good examples of that. In addition, many
tools are available to create karyotype representations that include our custom
data66 67 68 10, some of them taking that genomic representation to a next level
with a circular representation of the genome and highly customizable data plot-
ting options such as Circos69 (Figure 5.3). All these tools and representations are
mainly suitable for the representation of large features -translocations, copy num-
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Figure 5.2 Example of altered karyotype In this example, we can see a clear
trisomy of the chromosome 21.

ber gains or losses-, the approximate position of a small number of features -the
position of 30 genes- or the aggregation of a higher number of features -gene den-
sity across the genome- or almost base level data -nucleosome occupancy across
the genome-, and help in the identification of broad patterns. However, this kind
of global views is not well suited for the study of smaller features.

In order to precisely represent much smaller features and their spatial relations
-i.e. is this SNP located inside an exon? does the breakpoint of that translocation
disrupt a gene?- other representations capable of representing a genome region
at a base level are needed. And what about the relations between big and small
features? and the exact boundaries of big regions? and being able to relate unique
features and their aggregates? For this we need a tool able to show both a genome
-or at least a chromosome- and go deep into it until base level resolution, from a
karyotype up to a handful of nucleotides, and this is a big zoom range. If a the
human chromosome 1, which comprises about 250 million bases is represented in
a computer screen and in the same space we have to represent about 125 bases -a
size good enough to comfortably explore data at a base level- we get a zoom range
of about 20.000.000x. If we were representing the earth, that zoom range would
bring us from the whole globe -with a diameter of 12600km- to a mere 6.4m
taking the whole screen, which is about 60 times closer than the closest zoom we
can get with Google Maps, and probably enough to read a license plate.

Genomic Browsers are able to represent genomes and their associated data in a
meaningful, practical and efficient way.
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Figure 5.3 Circos plot. An example of the representation of the human genome
and associated experimental data. Chromosome ideograms are arranged in
a circle and data is plotted inside and outside of the that circle. Experimen-
tal data represents the gene expression patterns and copy number status
of Malignant Peripheral Nerve Sheath Tumors (MPNSTs) from NF1 patients
analyzed using different techniques.
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Figure 5.4 Screenshot of Genome Projector72. Genome Projector is a zoomable
circular genome browser based on the G-Language73 and the Google Maps
technology, displaying the genome of Escherichia coli.

5.1.1 Genomic Browsers

There are two main classes of genome browsers, mimicking the two different types
of genomes: circular and linear. There are a few circular genome browsers70,71,72

and are optimized for the small circular genomes usually found in bacteria (Figure
5.4). It is not possible to use them to visualize large linear genomes and usually
have a limited zoom range.

The other class of genome browsers expect a linear genome organized in one
or more chromosomes. In linear genome browsers, the coordinate system is one-
dimensional and corresponds to the base positions in the chromosome, and any
additional data and genome annotations are displayed based on this coordinate
system. In general, genome browsers organize genome annotations in tracks, with
different data types drawn in it’s specific space along the chromosomal coordi-
nate marker. As opposed to most of the zoomable interfaces available, including
mapping software and even circular genome browsers, linear genome browser
implement one-dimensional zooming74 and so when zooming only the chromo-
somal scale changes, not the dimension controlling the space available to each
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track. Most of them also incorporate some kind of semantic zooming75, by which
the level of detail of the data is automatically adapted to the zoom-level. For ex-
ample, when visualizing SNPs, the user will be interested in the exact position
of each SNP in very close zooms, but SNP density will be the representation of
choice at broader zoom levels, since it wouldn’t make any sense to represent the
exact position of a million of SNPs in a thousand pixels representation of a big
genome region.

A genome browser needs to be able to access to huge databases of genomic
data and create visual representations of that data. Due to the fast evolution of
genomic databases and since images are much easier to transmit over the net-
works than the original datasets they represent, genome browsers were a good
candidate to move to the web. Actually, in one of the first references to a genome
browser, from 1996, Heumann et al.76 present a web-based genome browser capa-
ble of displaying different types of annotations along the genome in a form with
some of the characteristics of modern genome browsers. However, web-based
genome browsers had an important problem: very limited interactivity. On the
other hand, stand-alone genome browsers had a much better interactivity options,
not being limited by HTML, but had to deal with data distribution somehow. Ex-
amples of stand alone genome browsers are IGB77,78 -at one point one of the most
versatile genome browsers-, IGV79 -specialized in NGS data-, Apollo80,81 -that
includes data editing features in addition to visualisation-, Argo82, and others83.

Genome visualisation is still somehow an unsolved problem. There are many
options available, very good browsers have been developed but new improve-
ments are being regularly made. Lately, three reviews of the available genome
visualisation tools have been published84,85,25 and even a framework for the eval-
uation and comparison of genome browsers have been proposed86.

5.1.2 Genomic Data visualisation on the web

Genomic data visualisation in the web has been limited by the possibilities of web
technologies. HTML for representation, full HTTP requests for data transmission
and web forms and simple javascript to provide basic interactivity was all that
was available to web developers a few years ago. Any of these was conceived nei-
ther for the transmission nor the representation of the large amounts of data that
genome browsers would require. The obvious choice was to exploit the server-
side capacities to produce static images that were sent to the user to be drawn
as part of a web page. This was the approach of Heumann’s genome browser in
1996 and was the same used by the three main genome browsers: UCSC Genome
Browser87, Ensembl13 and GBrowse11.

For years, while the actual representation of the data improved, with cleaner
and more diverse and specialized representations, and while data access evolved,
adding the possibility of retrieving data from distributed sources via DAS or other
means, the interactivity options had not changed much. As of 2007, the most
widely used genome browsers, UCSC Genome Browser, Ensembl and those based
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Figure 5.5 The UCSC Genome Browser. Even in 2014, the main method of inter-
action of the user with the UCSC Genome Browser is the button bar above
the genome representation.

on GBrowse, had essentially the same navigation options that had been available
for the last ten years: a button based interface to zoom in and out and navigate up
a down of the genome. While combined with semantic search and the possibility
of jumping anywhere of the genome by feature name or coordinate was enough
to make genome browsers extremely useful, this approach did not encourage the
exploration of the genome nor was the interactivity level users were growing used
to when using others services (Figure 5.5).

There were attempts to break out of the rigidity imposed by HTML and offer
greater interactivity, such as the one from Helt et al.75 with BioViews, that pre-
sented a rich and interactive interface with on-demand data access based on Java
and implemented as a Java applet. But at the end the Java applet technology
suffered from its own problems and limitations and none of the major browsers
adopted it.

When this project started there was a complete lack of highly interactive genome
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browsers, but the launch of Google Maps the year before showed that it was possi-
ble to create a web application capable of highly interactive direct manipulation of
image sets. It was then when we started working on GenExp as a proof of concept
to investigate the feasibility of a highly interactive web-based genome browser.

In recent years, internet browser technology has improved dramatically both in
term of speed and capabilities and this have brought a host of new web-based
libraries and tools. The improvement of web technologies has had an impact
in the field of genome browsers too, and new AJAX and HTML5 based genome
browsers have been presented. In addition to GenExp, our technology prototype
genome browser29,28, other fully web based genome browsers have appeared such
as JBrowse88 -an interactive genome browser with client side data rendering-,
myKaryoView89 -a genome browser and DAS client with client side data render-
ing based on HTML elements- and Dalliance90 -an interactive genome browser
and DAS client with client side data rendering based in SVG but limited to dis-
playing region of at most 500kb-. In addition, genome browser toolkits, libraries
designed to help in the implementation of domain or organisms specific genome
browsers have been developed, such as: the UTGB Toolkit91, capable of acting as a
DAS client but offering no direct interaction with the genome and maintaining the
traditional button based navigation and Scribl92, a web-based genome browser
toolkit exploiting the same technological approach from GenExp, an HTML5’s
canvas-based client side rendering of genomic data.



Chapter 6

GenExp: an interactive
genomic DAS client with
client-side data rendering

Genexp is a web-based highly interactive genome browser designed to study
and test the feasibility of new technological approaches to genomic data visu-
alization in the web as well as different means of interaction with the genome
representation (Figure 6.1). It was one of the first genome browser to take ad-
vantage of the new graphical capabilities of modern web browsers implementing
client-side data rendering. With this approach, the client does not need to contact
with the server for every redraw event and so there is no lag when panning and
or performing small changes in the zoom level. Thanks to this, it was possible to
implement a direct interaction approach to the genome manipulation and move
from the standard button-based interactivity to a more natural mouse-based in-
teraction. GenExp is a DAS client, and all its data is retrieved from distributed
DAS servers, with no local database whatsoever.

The GenExp project started in the fall of 2006, a year after Google Maps was
presented and when, to our knowledge, no other highly interactive genome browser
was available. With the new graphical capabilities of web browsers implemented
just a few months before that and with the promised speed improvements in
client-side technologies, it seemed that it was the right time to investigate the
possibilities of these new technologies and its applicability in the visualization
of genomes. Nowadays, new genome browsers have been created, and some of
them93 94 have implemented some of the ideas we proposed with GenExp.
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Figure 6.1 GenExp screenshot. In this image we can see a screenshot of the
genome browser GenExp. In this session the user has three genomic views:
two linked ones representing different zoom levels of the same region of the
human genome and an independent one respresenting a region in the mouse
genome.

6.1 GenExp Overview

GenExp is a web-based genome browser. It retrieves genomic data and annota-
tions from DAS servers and presents them as tracks annotating the genome. It
offers a highly interactive interface with mouse driven direct interaction with the
genome representation and fast panning and zooming. A general view of GenExp
in action can be seen in figure 6.1.

The main feature of GenExp is its high interactivity. It is possible to simply
drag the genome to move its representation window and to use the mouse wheel
to zoom in and out. The response to these interactions events is usually fast and
exploration is encouraged. GenExp also implements the expected “jump to a cer-
tain position“ feature for fast and directed positioning. As a DAS client, all data
is retrieved from DAS servers and it is possible to add any valid DAS source to it,
meaning that merging custom data with other public DAS sources is easy. GenExp
has a mechanism to change the drawing configuration in a per track basis. Using
the track configuration dialogs it is easy to change how the tracks are drawn, in-
cluding shapes, color schemes and colors (Figure 6.2).

GenExp also implements sessions. Instead of being tied to a particular user, in
GenExp sessions are small JSON files with the exact definition of the state of the
application. It is possible to store these files for future use, but it is also possible
to share them with other users effectively sharing an the exact view of the genome
and its annotations.
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Figure 6.2 Track configuration. In GenExp it is possible to configure how each
track will be drawn. In the configuration dialog (left) the user can select the
drawer, the colorer and the different parameters. It is even possible to select
a specific color with the color selector dialog (right).

Contrary to most available genome browsers, in GenExp is possible to have
more than on genome representation at the same time. An arbitrary number of
views can be active at any given time showing data from different genomes and
displaying a different set of data tracks. A special kind of views are synchronized
views. Synchronized views can be used to either extend the visible range or to
have a different zoom level of the same region. It is possible, for example, to have
three views showing a large region at the base level, while having a zoom win-
dow showing the same region at the gene level -few megabases- and a complete
chromosome view to get the broad picture (Figure 6.1).

The main technological novelty of GenExp was the use of a client-side data ren-
dering approach based on the new HTML5’s canvas element. Instead of sending a
request to the server with the necessary parameters -chromosome, start, end, data
tracks, ...- and receiving an image in return, the GenExp client code asks for data,
caches it, and creates the representation in the client machine. The next time a
small change in the view is requested -e.g. move 200bp to the left-, the data is
already in the client cache and no interaction with the server is needed at all.

GenExp has been implemented as a client-server application, with a powerful
client written in javascript and a small server written in perl. The server side is
mainly a thin layer with four missions: caching, translating, binning data and
overcoming the same origin policy (SOP). The SOP prevents websites from con-
necting to servers others than the one they originate from and is enforced for se-
curity reasons. While in recent years it is possible to override this policy using the
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Cross Origin Resource Sharing (CORS) options, when the GenExp project started
the best way to connect to arbitrary servers was to use your own origin server as
a proxy. It also translates the DAS responses from the original XML of DAS to a
more compact, less verbose and javascript-friendly JSON structures. In addition
to further improve performance both in network usage, client memory usage and
drawing time, the server produces summarized density data. This data will be
used to produce the plots corresponding to the broader zoom levels, where plot-
ting individual features wouldn’t be useful and is an implementation of semantic
zooming. Finally, all data produced is cached in the server to reduce the queries
to the original DAS servers.

The client part of GenExp is implemented as a modular event-based application
and takes care of the interaction with the user, data management and rendering.
The communication between the different elements of the user interface, the data
managing code and the controller code is based in Prototype’s implementation of
custom events, since custom events were not natively supported at the time of
writing GenExp. The user interface has been implemented with the ExtJS frame-
work31, a javascript library to create desktop-like responsive interfaces with the
standard interaction elements such as menus, toolbars, sliders and dialogs.

The rendering is done using the new canvas element, first introduced by Apple
in WebKit and later approved as part of the W3C HTML5 standard. Canvas pro-
vides a procedural drawing API to programmatically create bitmaps. As opposed
to SVG and other vector based technologies, the resulting element not a collec-
tion of complex objects to be managed and redrawn but a single bitmap object
completely indistinguishable from an image downloaded from the server. This
approach allows for fast manipulation of the genome representation and together
with some implementation tricks -the use of an iframe to sandbox the genome
representation and not trigger DOM reflow events when panning and zooming-
allowed us to implement fast and seamless panning even with the much slower
javascript engines available in 2007.

To get the genomic information, GenExp uses the server proxy. After receiving
new genomic data, the client creates the image using calls to drawing subsys-
tem that in turn will call the canvas API and inserts it as part of a track into the
genome viewer. Both the original data received and the image are cached, provid-
ing, together with the caching happening in the server, a three level cache system
to GenExp. The cached raw data will be used in case a zoom event occurs and the
zoom change is small enough as not to affect the semantic zooming level of de-
tail. In addition, for custom DAS servers added by the user, GenExp uses jsDAS36

to almost directly connect to the DAS servers using the server only as a proxy
but skipping data transformation, translation and caching. It is useful specially
for small DAS servers with user specific data to be shown together with genomic
annotations, for example custom DAS servers created with easyDAS (see chapter
4).
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6.2 Example Usage

We will illustrate a possible usage of GenExp building upon the easyDAS example
developed in Chapter 4. In this part, we will see how GenExp can be used to
explore the content of a DAS source and to create potential biological hipotesis.

6.2.1 Data Files

An additional data file with data retrieved from a database will be used in this
example.

all.3k.promoters.csv This file contains data downloaded from the UCSC genome
browser. It lists the 3kb regions before the beginning of the genes represent-
ing their promoter regions. The file is a tab separated file with six columns
(chromosome, start, end, gene symbol, type and identifier) and contains
25458 records. This is an example of the first few lines of the file.

chr start end name type id

1 8873 11873 DDX11L9 Promoter_3k promoter_1

1 66090 69090 OR4F5 Promoter_3k promoter_2

1 318083 321083 DQ597235 Promoter_3k promoter_3

1 318145 321145 DQ599768 Promoter_3k promoter_4

1 319036 322036 LOC100133331 Promoter_3k promoter_5

1 324545 327545 LOC388312 Promoter_3k promoter_6

6.2.2 Background

This example represents the continuation of the worflow started in the example in
Chapter 6 about the study of the genomic regions obtained from a ChIP-seq ex-
periment. After analyzing the data from the experiment to generate the genomic
regions, our researcher created a DAS data source using easyDAS. He is now ready
to explore the data with GenExp.

6.2.3 Example

To explore the data from a DAS source, connect to GenExp at http://gralggen.
lsi.upc.edu/recerca/genexp/. Once there, select the organism, in our case ”Homo
sapiens - GRCh37“, and a chromosome. Then, to add a new DAS source, open
the DAS menu and select Add DAS Source. In the dialog (Figure 6.3 A), enter
the URL of the DAS source created before, http://gattaca.imppc.org:3268//bgel/
das/myregions/, give it a name and select an organism. After clicking Ok, a dialog
will appear informing about the content of the DAS source, in our case 478 regions
of the type ChIP region (Figure 6.3 B), and asking what types to add. Select the
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Figure 6.3 Screenshots of GenExp. A: Add source dialog. B: Type selector. C:
The newly added DAS source is available at tracks menu.

Figure 6.4 Screenshots of GenExp. The ChIP-seq regions are near the ends of
genes.

ChIP region type and click Ok again to add the DAS source to the list of available
tracks.

Add the newly created track to the window by selecting it from the tracks menu
(Figure 6.3 C). In order to have a clear reference of the chromosome add the
ideogram (Tracks - ensembl GRCh37 karyotype - all) and add also the genes to study
their positional relation with our ChIP-seq regions (Tracks - ensembl GRCh37 tran-
script - complete genes). You’ll see nothing, since at the current zoom level there
are no features in our window. You can use the mouse to navigate arround the
chromosome: use the mouse wheel to zoom in and out and click and drag to move
the chromosome. You can use the track control buttons (left of the window) to
change the order and the appearance of the tracks. Exploring the data you will
probably see that our ChIP-seq regions tend to be next to genes (Figure 6.4). To
determine if they fall in promoter regions, we can created a new DAS source with
easyDAS using the data downloaded from UCSC and add it to GenExp. After
adding the the promoters track we can see that indeed, our ChIP-seq regions over-
lap the gene promoter regions (Figure 6.5) and so we could hipothetize that the
original protein may have some function related to gene expression regulation.

In addition, we can study the distribution of our genomes on the whole genome.
To do that, we can zoom out until we see the complete chromosome. With this
whole chromosome view we can see that our regions are not randomly distributed
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Figure 6.5 Screenshots of GenExp. Two views at different zoom levels of how
ChIP-seq regions overlap with gene promoter regions.

Figure 6.6 Screenshots of GenExp. Our ChIP-seq regions cluster near the telom-
eric regions. This can be seen in different chromosomes, in this case 2, 17
and 20.

on the chromosomes, but they cluster near the telomeric regions (Figure 6.6). We
can change chromosomes and check that this clustering can be observed in all the
chromosomes. To check wether these associations are statistically significant we
should use other programs, such as the R package regioneR.

6.3 Key Contributions of GenExp

This is a summary of the key contributions of GenExp:

Interactive: GenExp is highly interactive. To our knowledge, at the time the
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project started no interactive web-based genome browser was available. Gen-
Exp proved that it was possible to create a highly interactive genome browser
with fast response times with the web technologies and javascript engines
available.

No arbitrary limits: As a DAS client, GenExp imposes no arbitrary limits on the
accessible sources. It is possible to access any valid DAS source and data will
be retrieved and displayed. In addition, in contrast with other interactive
web-based genome browsers, no arbitrary limit is imposed in the length of
the region to be shown, being possible to show from the base level to whole
chromosomes.

Multiple Views: In GenExp it is possible to have any number of genome view-
ers at the same time. These viewers can be completely independent and
represent different genomes or different parts of the same genome.

Linked Views: In addition to the independent genome views it is possible to
have an arbitrary number of linked views either extending the represented
region or centered at the same base but at a different zoom level.

Session management: GenExp implements session management. It is possible
to save the application state in a session file either to save it for later use or
to share the genome view with others.

Configurable track drawing: A simple track configuration option has been im-
plemented and it is possible to change the appearance of a track including
the glyphs and colors.

Client-side rendering using canvas: It uses the procedural API of the canvas el-
ement to render the genomic data without incurring in the object manage-
ment overhead of SVG, VML and other vector based graphics. Client-side
data rendering reduces the number of requests made to the server and al-
lows for small changes in the representation parameters with no connection
at all. Thanks to that, panning and small zooming are near instant.

6.4 GenExp publication

The paper presenting GenExp was published on PLOS One on June 2011. A pre-
liminary version of the work titled Implementing an Interactive Web-Based DAS
Client29 was published on the Proceedings of 2nd International Workshop on
Practical Applications of Computational Biology and Bioinformatics (IWPACBB
2008) on 2009 published by Springer on their series Advances in Intelligent and
Soft Computing.

This work has also been presented in various congresses and workshops ei-
ther as a talk (Bioinformatics Open Source Conference (BOSC 2009) - 17th An-
nual International Conference on Intelligent Systems for Molecular Biology (ISMB
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2009) (Stockholm, Sweden, 2009), DAS Workshop 2009 (Hinxton, United King-
dom, 2009) and International Workshops on Practical Applications of Computational
Biology and Bioinformatics 2008 (Salamanca, 2008)), a demonstration (VIII Jor-
nadas the Bioinformática (Valencia, 2007)) or as a poster (17th Annual International
Conference on Intelligent Systems for Molecular Biology (ISMB 2009) (Stockholm,
Sweden, 2009) and X Jornadas the Bioinformática (Málaga, 2010))

Author contributions: XM and me conceived the project. With helpful sug-
gestions and guidance from XM, I designed the system, implemented and tested
it. The manuscript was written by me, and revised and approved by XM prior to
publication.

The actual paper follows.
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Introduction

In recent years the volume of genomic data on genome

sequences and their annotations have been growing at a rapid

pace. New organisms are sequenced every year, annotations on

those sequences are constantly produced and refined and new data

associated with these annotations is created. Most of this data is

stored in public databases which are freely accessible and usually

offer various options to browse and download the data, most of

them via web interfaces. However, not all the databases offer

programmatic access to their data nor a common format for its

downloadable files. The DAS system provides a standard

programmatic interface that is relatively easy to implement. This

is specially important for small databases that lack the resources to

develop and maintain such a system.

The Distributed Annotation System
In an attempt to address some of these issues the Distributed

Annotation System (DAS) was proposed [1,2] (http://www.

biodas.org). DAS is a client-server protocol designed to share

and integrate annotations on biological sequences. It is based on

standard web technologies, HTTP and XML, and offers a REST-

like interface. DAS is currently widely used, with more than 1000

sources from more than 50 organizations, and some of the biggest

public databases of biological data offer access to its contents via

DAS [3]. The DAS Registry [4] offers a source discovery service

with listings including most of the available sources. The DAS

architecture was designed around the idea of having a small

number of complex clients integrating data coming from many

different simple sources.

DAS clients are responsible for multi-source data management,

integration and representation. This means that DAS clients are

usually complex applications. There are currently a number of

stand-alone or web-based DAS clients available. Clients can be

loosely classified into two different categories: protein-oriented

clients are specialized in showing deep annotation of a relatively

short sequence while genomic-oriented clients are capable of

managing many annotations over a long sequence.

Protein-oriented clients usually offer a wide range of represen-

tation possibilities (3D structure, interactions graph, alignments)

and most of them are stand-alone applications [5–9]. A notable

exception is Dasty [10], a web-based protein-oriented client that
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creates an interactive and visually attractive representation of

protein data in the browser without relying on the newest web

technologies. It uses series of specially styled and positioned

HTML div elements to create the graphical representation of the

features and a Java applet to show the 3D structure of the protein.

This approach, however, does not scale well to the data density

needed in genomic-oriented clients.

Genomic data visualization
Due to its multi-scale nature, genomic data visualization is

challenging. Genomic browsers have to deal with very long

sequences (in the range of hundreds of millions of bases for some

chromosomes) and manage their annotations in an efficient way.

Since the sizes of features vary from one base to several megabases

a very wide range of zoom levels is necessary: the whole

chromosome representation needs to be a million times more

dense than the base-pair view while remaining informative.

Stand alone genomic browsers [11,12] have full access to the

underlying OS functionality and can take advantage of disc-based

caching mechanisms and advanced drawing capabilities. On the

other hand, web-based genome browsers are restricted to the web

browser environment, and so, access to the underlying hardware is

severely limited. No disc access is possible, memory management

functions are not available and drawing is limited to HTML

related technologies.

To overcome the limitations imposed by the web browser

environment, most of the web-based genomic browser offload the

data representation responsibilities to the server side, where static

images are created to be later shown by the client running on the

web browser. Ensembl [3], UCSC Genome Browser [13] and

GBrowse [14] are examples of this approach. Creating the image

on the server, however, usually implies a trade-off on interactivity

since every change on drawing parameters (position, zoom level,

active data set) results in a server request. Some attempts have

been made to use tiling images, like Google Maps, but this

approach has severe scalability problems given the extreme zoom

range needed in genome visualization.

Client-side data rendering allows for greater interactivity, since

minor changes on drawing parameters would not trigger a server

request. This approach, however, has important constraints on

available memory and rendering capabilities. KaryoDAS is a web-

based client with client-side rendering that uses standard HTML

entities to create its renderings. This imposes limitations on the

number of features that can be drawn at the same time and its

appearance and thus, KaryoDAS can only use DAS sources

offering pre-filtering capabilities. Using newer web technologies

such as HTML5 canvas it would be possible to build an interactive

web-based genomic DAS client able to use any of the available

DAS sources.

Goal
The goal of this work is to take advantage of the newest web

technologies (specially the canvas element on HTML5) to create a

new DAS genome browser with a fully interactive user interface

with real-time zooming and panning. The new browser is based on

web standards and does not need any browser plugin such as Flash

or Java. It is open source and freely available.

Results and Discussion

Our genome browser GenExp -available at http://gralggen.lsi.

upc.edu/genexp- offers a web-based ready-to-use interactive

genome browsing experience and leverages the richness of the

genomic DAS data sources with the ease of web applications.

Overview
As a genome oriented DAS client, GenExp is able to display

data coming from the available genomic DAS sources in an

integrated way, creating a single representation with data from

different sources represented side-by-side and precisely positioned

over its common reference sequence.

Data is drawn in tracks, each one representing a certain kind of

data coming from a DAS source. Groups of tracks with data from

the same region viewed at the same zoom level are drawn together

in a track container. Dependent and synchronized track containers

can be created to show an extended region, or to view the same

region at different zoom levels. It is possible, for example, to study

a region at a detailed base level and at the same time keep a view

of its gene and chromosome contexts.

GenExp is fully interactive and its interaction scheme has been

designed to encourage the exploration of the represented data. A

view can be moved by dragging it with the mouse, centered by

double-clicking on it and zoomed with the mouse scroll-wheel in

the same way as it is done on map-viewing applications. Detailed

information on a given feature can also be shown.

While GenExp is capable of rendering whole chromosomes at

once, its interactive interface excels when not making drastic changes

in zoom levels, since once the data is in memory, moving around a

region has no network overhead. Since drawing times are in the order

of milliseconds, any delay will be due to network latency. This means

that relatively small movements and zoom changes will be performed

almost immediately, incurring in no noticeable delay.

Since GenExp is a web-based application, no installation is

needed: it is always ready to use via the web browser. Despite its

web nature, it offers a desktop-like user experience by relying on

common user interaction elements and widgets, such as menus,

dialogs and toolbars.

Data Sources
A small list of sources is pre-configured in our public instance of

GenExp and it is possible to add any genomic DAS source to

GenExp simply entering its URL on the provided dialog. Using

this feature it is possible to include even custom data by creating a

new DAS source, for example using easyDAS [15] (http://www.

ebi.ac.uk/panda-srv/easydas/), the automatic DAS server crea-

tion tool, and displaying it along the preexisting sources.

Multiple Views
GenExp can manage an arbitrary number of data containers at

the same time. These multiple viewers can be dependent or

independent.

Dependent viewers might be either different zoom levels of the same

data, in order to get a broader context view when examining a close-up

view of a region for example, or ‘‘next’’ and ‘‘previous’’ regions in order

to extend the region displayed at the same zoom level.

Independent viewers can show data from any genomic region,

even from other organisms, so it is possible to compare related

regions of different genomes side-by-side (Figure 1).

Sessions
Session management capabilities are included in GenExp. It is

possible to save the state of the application at any given moment to

later rebuild it. Session info is stored in flat text files so it is possible

to store and share them.

Customization
In addition to data customization, appearance tweaking is also

in place for both the server administrator and final user. End users

GenExp: An Interactive DAS Client
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can customize the rendering process, selecting any of the available

drawing and colouring tools or changing the individual colors

used. These changes will take place instantly since no communi-

cation with the server is required. Administrators can define per-

track defaults, available options, or even create new drawing

routines with a few lines of code.

Limitations
GenExp has some limitations that should be noted. First of all,

due to server and network capacity, requesting large regions of

very dense tracks can result in timeouts or failed requests. There

are some mechanisms in DAS to prevent this but unfortunately

not all servers implement them. Additionally, some incompatibil-

ities exist with some web browsers and so GenExp has been only

proven to work completely on Firefox version 1.5 or newer. The

functionality available on other browsers may vary.

Methods

Design and Implementation
While GenExp as a whole is a DAS client, the system itself has a

client-server architecture with a complex web-based Javascript

client talking to a simple Perl server (Figure 2). While the client is

responsible for user interaction, data management and represen-

tation, the server is mainly a proxy with some basic caching

capabilities.

The client. The client is a rich Internet application

implemented in Javascript and runs inside the web browser. It is

completely modular and easily modifiable and extensible.

Since GenExp creates the data representation on the client side,

there is an important part of the client devoted to data gathering

and management. Data is requested from the server only when

needed and based on zoom level and viewing position, minimizing

server load and network traffic. All received data is cached in

memory so fewer requests are needed when moving and zooming.

The drawing strategy used by other genome browsers with

client-side rendering is to use standard div elements to represent

the genomic features. This approach has some advantages but has

limitations of scalability specially of creativity, since customization

possibilities are limited. GenExp, on the other hand, takes

advantage of the latest HTML5 capabilities added to web

browsers to create the representation of genomic features. The

new canvas element exposes a low-level procedural drawing API

so it is possible to create actual images on-the-fly and move them

with no extra overhead. This means that when creating the

representation, instead of creating a complete HTML element for

every feature GenExp only draws a glyph on an image element.

This has a huge impact on interactivity because the browser layout

and rendering engine won’t have to move hundreds or thousands

of elements on every position change but only an image element.

GenExp maintains an in-memory cache on the client side. The size

of this cache has not been arbitrarily limited but thanks to the feature

compression scheme applied on the server side, data is only received

and so stored at the required resolution. Furthermore, cache

management code will maintain the cache at manageable levels by

removing unused data, with a process memory footprint for typical

usage between tens of megabytes and a few hundreds of megabytes.

Two Javascript libraries are used in GenExp. The Prototype

library (http://www.prototypejs.org/) extends the capabilities of

the basic data types and hides cross-browser issues. In particular,

Prototype’s custom events implementation has been used to make

the application event-driven. ExtJS (http://www.extjs.com/) has

been used to create and manage the graphical user interface.

The same origin policy severely limits the communications of

web applications to only the server it comes from. Since GenExp

needs to get data from multiple distributed sources, it sends all its

requests to a proxy in its own server, which in turn fetches the data

from the DAS sources.

For some lightweight DAS queries (such as getting the metadata

of a newly added source) that due to their minimal size would not

Figure 1. Main view of GenExp. Different regions from two organisms are represented at the same time. For human assembly GRCh37 there is a
view showing more than 80 Mb and an additional linked Overview window. The other window is showing a region containing an exon at a base level
view for the Mus musculus assembly NCBIM37.
doi:10.1371/journal.pone.0021270.g001
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benefit from the the caching and compression performed by the

GenExp server, the jsDAS library (http://code.google.com/p/jsdas)

is used. jsDAS is a lightweight Javascript DAS client library and

thanks to its Cross-Origin Resource Sharing (CORS) support, is able

to connect to many DAS sources without the need of a server proxy.

Since jsDAS does not implement any caching nor compression

scheme, it would not be feasible to use it to retrieve feature data.
The server. The server subsystem is essentially a proxy and

has three important additional capabilities: translation, pre-

processing and caching. It has been written in Perl as a CGI

script and uses the Bio::Das::Lite (http://search.cpan.org/dist/

Bio-Das-Lite/) package to handle the DAS specific communication.

DAS data transport format is XML and while it is expressive,

widely supported and human readable, it tends to be very verbose

and somewhat clumsy to parse in Javascript. The JavaScript

Object Notation (JSON) (http://json.org/), on the other hand, is

simple, light and compact and native to Javascript and so is the

data format used in the communication between GenExp client

and server subsystems. The translation from DAS XML to

GenExp JSON is performed by the server.

One of the key steps in providing zoom-dependent level of detail

on the genome representation, is the server-side on-the-fly

preprocessing. The server retrieves the data from the sources

and creates different versions for different zoom levels, deciding on

the required granularity.

The server has also caching capabilities and stores the

preprocessed data for a short time, reducing the server and DAS

sources load and speeding up responses. Since the caching times

are short, updates on the data served by the DAS sources are

propagated to the clients.

Availability and Future Directions
GenExp is an open source project hosted at http://code.google.

com/p/genexp/ and under the GPL license. An instance of

GenExp is running at http://gralggen.lsi.upc.edu/recerca/genexp

and can be freely accessed with no restrictions.

In the near future, it is planned to further optimize GenExp so it

can reliably work with denser data sources. It will also offer more

customization options support for more complex renderings.

Filtering, export and analysis capabilities are also planned.
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sequence and structural biology with DAS. BMC Bioinformatics 8: 333.
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Chapter 7

Conclusions

With this thesis we wanted to tackle two problems regarding how researchers
are able to share and disseminate their data and results and how they can use such
data and visualize it in a useful way.

For the first problem, that of the sharing and dissemination of biological data,
we have developed a solution to help biomedical researchers share their data
through DAS, the Distributed Annotation System. easyDAS, the developed plat-
form, offers the users a web-based interface to automatically create DAS sources
with their data without any of the hassles associated with installing and managing
DAS servers and even without any knowledge about DAS. With it, it is possible to
create a DAS source with just a few clicks and automatically attach it to the En-
sembl web browser to explore it in conjunction with other data and genomic an-
notations. easyDAS is open source software and is freely available. An instance of
it is running at the IMPPC at http://gattaca.imppc.org/groups/eslab/easyDAS/.

Our approach to the second problem was to develop a technological prototype
to test the feasibility of building a highly interactive genome browser with the
web technologies available when the project started. The result was positive and
a prototype web-based genome browser, GenExp, was built. It offers a highly
interactive interface with direct manipulation of the genome representation. It
also proved that building a usable genome browser with client-side data rendering
was possible and that the use of a bitmap-based approach has some advantages
over the use of object-based approaches such as SVG -although these advantages
have been reduced thanks to the advances in web browser performance-. GenExp
was also used as a test-bed for new user interface ideas for genomic browsers, such
as multiple simultaneous viewers. GenExp is open source software and freely
available and can be tested at http://gralggen.lsi.upc.edu/recerca/genexp/.

In addition, we developed jsDAS, a DAS client library implemented in javascript.
With jsDAS is is possible to access DAS source right from the browser environ-
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ment and greatly facilitates the development of web applications using DAS data
sources.

We also participated in the development of two additional tools: Dasty3, the lat-
est version of the EBI’s protein annotation browser and myKaryoview, a genome
browser aimed at users of direct to consumer genetic tests and other bioinformat-
ics tinkerers.

This work led to the publication of four papers in peer-reviewed journals and
presentations and demonstrations in a number of international conferences.
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Part III

Appendices





Basic DAS Commands

This section contains a description of the most common parameters and then
the list of the available commands along with a brief description of them and its
specific parameters. The complete definition and specification of each command
is available on the DAS 1.6 specification.

.0.1 Commands at Server level

The idea of server level commands is to retrieve metadata about the server and
the data it serves. Only one command is available right now at the server level
and is used to retrieve a list of the available data sources.

Sources

The sources command is the only command issued at server level. It is used to
retrieve an XML document with a list of the data sources available on the server
and some metadata about them. The sources command is required to be imple-
mented by any DAS server, either a Reference Server or an Annotation Server.

Metadata about a source includes the coordinate system the data it serves is
referenced to, the email of the person responsible of that source, its capabilities,
name and URL.

It is possible to filter the sources to be listed by various criteria, mostly referring
to the coordinate system.

Parameters

sources has no required parameters. All the available parameters specify fil-
tering options to the retrieved list of sources. It is possible to filter by coordinate
system parameters (type -“Chromosome”, “Protein Sequence”-, organism, . . . ),
capability (only the sources offering the sequence command, or those reporting
their feature types) or label (to select only those with a given label assigned). It
is possible to combine any of those filters to better specify the query.
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Query Example

As an example, a list of the sources served from the uniprot DAS service with
the sequence command implemented and serving annotations based on a coordi-
nate system with UniProt as authority, the command should be:

http://www.ebi.ac.uk/das-srv/uniprot/das/sources?authority=UniProt\&capability=sequence

Response Document

The response document is a sources XML document. This document contains
a list of SOURCE elements and for each of them, its information: URI, description,
maintainer... and a list with all its enabled capabilities.

Response Example

Sending the request example above would return a document like that.

<?xml version="1.0" standalone="no"?>

<?xml-stylesheet href="/das-srv/uniprot/xslt/sources_uniprot.xsl" type="text/xsl"?>

<SOURCES>

<SOURCE uri="uniprot" doc_href="http://www.ebi.uniprot.org/index.shtml" title="UniProt" description="UniProt (Uni-

versal Protein Resource) is the world’s most comprehensive catalog of information on proteins. It is a cen-

tral repository of protein sequence and function created by joining the information contained in Swiss-

Prot, TrEMBL, and PIR.">

<MAINTAINER email="{rantunes, ljgarcia} AT ebi.ac.uk" />

<VERSION uri="uniprot" created="2011-04-05">

<COORDINATES uri="http://www.dasregistry.org/dasregistry/coordsys/CS_DS6" source="Protein Sequence" author-

ity="UniProt" test_range="O35502">UniProt,Protein Sequence</COORDINATES>

<CAPABILITY type="das1:sources" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot" />

<CAPABILITY type="das1:entry_points" query_uri="http://www.ebi.ac.uk/das-

srv/uniprot/das/uniprot/entry_points" />

<CAPABILITY type="das1:sequence" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/sequence" />

<CAPABILITY type="das1:types" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/types" />

<CAPABILITY type="das1:features" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/features" />

<CAPABILITY type="das1:stylesheet" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/stylesheet" />

<CAPABILITY type="das1:error-segment" />

<CAPABILITY type="das1:cors" />

</VERSION>

</SOURCE>

</SOURCES>

.0.2 Commands at Source level

The commands below are issued against a specific data source as opposed to the
sources command, issued against the server itself. Most source level commands
are used to retrieve different kinds of data, but some of them retrieve metadata
about the data contained on the source.

Sequence

One of the two required commands for Reference Servers, the sequence command
retrieves the actual sequence on the specified segment. The returned elements
will usually be nucleotides for genomic sequences and aminoacids for protein
sequences, although others elements might be possible for other sequence types.
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Parameters

sequence has only one parameter, segment, and is required. It specifies the
entry point and range whose sequence is required. It is possible to specify more
than one segment on the same request.

Query Example

As an example, to retrieve the sequence for the first coding exon of the BRCA2
gene, in the 30Mb region of chromosome 13, from the Ensembl! GRCH37 refer-
ence server, this command should be issued:

http://www.ensembl.org/das/Homo\ sapiens.GRCh37.reference/sequence?segment=13:32890598,

32890664

Response Document

Response to the sequence command is a very simple XML document. It contains
a single SEQUENCE element for each requested segment and the sequence itself as
the content of that element.

Response Example

Sending the example request above would produce the following XML docu-
ment:

<?xml version="1.0" standalone="no"?>

<?xml-stylesheet type="text/xsl" href="/das/das.xsl"?>

<!DOCTYPE DASSEQUENCE SYSTEM "http://www.biodas.org/dtd/dassequence.dtd">

<DASSEQUENCE>

<SEQUENCE id="13" start="32890598" stop="32890664" version="1.0">

atgcctattggatccaaagagaggccaacattttttgaaatttttaagacacgctgcaac

aaagcag

</SEQUENCE>

</DASSEQUENCE>

Entry Points

The entry points command retrieves a list of the available reference sequences
known by the data source. The identifiers returned by this command may be used
to create valid segment specifications.

For each entry point, the start (usually 1) and stop (usually the length of the
sequence) are included, as well as its version and type.

entry points is a required command for a reference server and not required
for annotation servers, where it’s usually not implemented.

Parameters
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The only parameter available for entry points is rows, a pagination parame-
ter. It is used for sources with information about many sequences (for example a
protein sequence data source, where each protein is a reference sequence per se)
to limit the number of entry points in the response. The format is first-last.

Query Example

As an example, this query would return 5 entry points (positions 10 to 15 on
the complete entry points list) from the UniProt reference server, at the EBI.

http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/entry\ points?rows=10-15

Response Document

The response is a DASEP XML document with a list of SEGMENT elements with
the information about each sequence.

Response Example

Issuing the request above, this is whet would be received:

<?xml version="1.0" standalone="no"?>

<DASEP>

<ENTRY_POINTS href="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/entry_points?rows=10-

15" version="2011.04" total="15082690" start="10" end="15">

<SEGMENT id="A0A009" start="1" stop="530" ver-

sion="695874738beae14a6270a2c4a26afb8a" type="TrEMBL">A0A009_9ACTO</SEGMENT>

<SEGMENT id="A0A010" start="1" stop="260" ver-

sion="d0286a9a93bc205cdfe180555818e8e8" type="TrEMBL">A0A010_9ACTO</SEGMENT>

<SEGMENT id="A0A011" start="1" stop="281" ver-

sion="3d5bf92a3c2b7542b8371fe9c600dde1" type="TrEMBL">A0A011_9ACTO</SEGMENT>

<SEGMENT id="A0A012" start="1" stop="226" ver-

sion="77ce56df7b82751280247c3b99b7957e" type="TrEMBL">A0A012_9ACTO</SEGMENT>

<SEGMENT id="A0A013" start="1" stop="223" ver-

sion="dbfb47a92163d3dd6897d3af4644b7af" type="TrEMBL">A0A013_9ACTO</SEGMENT>

<SEGMENT id="A0A014" start="1" stop="312" ver-

sion="d2cf0b3e80dc992914b4ab087dc18a34" type="TrEMBL">A0A014_9ACTO</SEGMENT>

</ENTRY_POINTS>

</DASEP>

Features

The features command is the main data retrieval command. It is used to fetch
annotations from an annotation server. Although not required, this command is
implemented in most of the available DAS servers.

Parameters

All features parameters but one are filters to indicate which of the available
features on the source should be returned. There are two main ways to filter:
by position or by identifier. While position based filtering is required for every
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source implementing features, identifier based filtering is an optional capability
and as such, must be reported via the capabilities information.

The segment parameter is used to filter y position. Specifying a sequence and
optionally a range on that segment, the source will return only the features over-
lapping (at least partially) that segment. It is possible to specify more than one
segment to retrieve the features in any of them.

When specifying one or more identifiers via the feature id parameter, the
source will return any feature overlapping with the ones asked for. For exam-
ple, if a source serves genes, transcripts and exons, asking for a gene using the
feature id parameter will return the gene itself along with its exons and tran-
scripts.

Those two main filtering options may be complemented with additional filters
such as type or category, to further filter the list of features to include only those
of the specified type or category.

An additional parameter specific to the features command is maxbins. On
sources supporting this optional capability, a binning strategy is applied to the
feature list. The binning strategy is defined by the data source implementator.

Query Example

As an example, knowing that the p arm of chromosome 18 has about 17Mb in
length, this query to the karyotype DAS source from Ensembl! will retrieve its
karyotype banding.

http://www.ensembl.org/das/Homo\ sapiens.GRCh37.karyotype/features?segment=18:1,17000000

Response Document

The returned document is an XML DASGFF document. It is basically a list of
SEGMENT elements and for each of them a list of FEATURE elements. Each FEATURE

element contains all the information about the feature it represents: id, type, po-
sition, orientation... as well as its links, notes, parents and parts.

Response Example

Executing the query above would result in a returned document similar to the
following.
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Types

The types command is used to get meta-information about the content of the data
source. Specifically which types of features it contains and how many of them.

Although required for any source implementing the features command, not
every annotation server implements it.

Parameters

types accepts a single parameter: the segment specification. When no segment is
specified the query will return all the types known to the source. If a segment is
set, the query will return the types of the features overlapping that segment.

Query Example

The types of the UniProt’s annotations for BRCA2 protein can be obtained using
the following query:

http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/types?segment=Q9H265

Response Document

The response is a DASTYPES XML document with a list of SEGMENT’s and a list
of TYPE’s for each one. For each type, only an identifier is required. The cat-
egory and cvID (Controlled Vocabulary IDentifier,the ontological identifier) are
optional. The count of features of that type is also optional.

Response Example

The response to the query above would be:

<?xml version="1.0" standalone="no"?>

<!DOCTYPE DASTYPES SYSTEM "http://www.biodas.org/dtd/dastypes.dtd">

<DASTYPES>

<GFF version="1.0" href="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/types?segment=Q9H265">

<SEGMENT id="Q9H265" start="1" stop="58" version="e5f7f140a72d3f555c833992c63e910c">

<TYPE id="SO:0001084" cvId="SO:0001084" category="inferred from electronic annotation (ECO:00000067)">2</TYPE>

<TYPE id="BS:01034" cvId="BS:01034" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:00138" cvId="BS:00138" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:01040" cvId="BS:01040" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

<TYPE id="BS:01003" cvId="BS:01003" category="inferred from electronic annotation (ECO:00000067)">1</TYPE>

</SEGMENT>

</GFF>

</DASTYPES>

Structure

structure is a command specific for those sources working with proteomics data.
The command returns a complete description of the 3D structure of a protein or
complex, acting as a reference server for 3D structures. It can return different
models for the same protein and additional properties tied to the structure,
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Parameters

query is a required parameter specifying the identifier of the protein. Two ad-
dition parameters, chain and model are used to filter the response.

Query Example

To get the structure of the BRCA2/PALB2 complex, one could use Sanger’s
structure server and give the identifier of the complex on the Protein Data Bank
(PDB95) (http://www.pdb.org):

http://das.sanger.ac.uk/das/structure/structure?query=3EU7

Response Document

The response is an DASSTRUCTURE XML document with information about
the object and its identification, a list of CHAIN’s, with lists of GROUP’s contain-
ing lists of ATOM’s, everything extended with its additional parameters and meta-
information so the complete 3D structure might be reconstructed.

Response Example

The response to the query above is a long document. An excerpt of it follows:

<?xml version=’1.0’ standalone=’no’ ?>

<dasstructure xmlns="http://www.efamily.org.uk/xml/das/2004/06/17/dasstructure.xsd"

xmlns:data="http://www.efamily.org.uk/xml/data/2004/06/17/dataTypes.xsd"

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"

xsi:schemaLocation="http://www.efamily.org.uk/xml/das/2004/06/17/dasstructure.xsd

http://www.efamily.org.uk/xml/das/2004/06/17/dasstructure.xsd">

<object dbAccessionId="3EU7" intObjectId="3EU7" objectVersion="15-SEP-09"

type="protein structure" dbSource="PDB" dbVersion="20070116" dbCoordSys="PDBresnum,Protein Structure" />

<chain id="A" SwissprotId="null">

<group name="ASN" type="amino" groupID="854">

<atom atomID="1" atomName=" N " x="19.711" y="6.731" z="7.514" />

<atom atomID="2" atomName=" CA " x="20.526" y="6.376" z="8.679" />

<atom atomID="3" atomName=" C " x="20.255" y="7.283" z="9.889" />

<atom atomID="4" atomName=" O " x="19.373" y="8.165" z="9.852" />

<atom atomID="5" atomName=" CB " x="22.034" y="6.31" z="8.342" />

</group>

<group name="LEU" type="amino" groupID="855">

<atom atomID="6" atomName=" N " x="21.034" y="7.041" z="10.944" />

<atom atomID="7" atomName=" CA " x="20.78" y="7.585" z="12.277" />

<atom atomID="8" atomName=" C " x="21.626" y="8.809" z="12.585" />

<atom atomID="9" atomName=" O " x="22.854" y="8.722" z="12.602" />

<atom atomID="10" atomName=" CB " x="21.07" y="6.512" z="13.341" />

<atom atomID="11" atomName=" CG " x="19.976" y="5.452" z="13.534" />

<atom atomID="12" atomName=" CD1" x="20.336" y="4.434" z="14.61" />

<atom atomID="13" atomName=" CD2" x="18.677" y="6.141" z="13.869" />

</group>

(...)

<group name="HOH" type="hetatm" groupID="1282">

<atom atomID="2585" atomName=" O " x="2.096" y="-25.056" z="9.39" />

</group>

</chain>

(...)

<connect atomSerial="2487" type="bond">

<atomID atomID="2486" />

</connect>

<connect atomSerial="2488" type="bond">

<atomID atomID="2486" />

<atomID atomID="2489" />

</connect>

<connect atomSerial="2489" type="bond">

<atomID atomID="2488" />

</connect>

</dasstructure>
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Stylesheet

stylesheet is the only command at source level retrieving only metadata. It is
used to get the rendering recommendations from the source, the stylesheet.

Parameters

stylesheet has no parameters.

Query Example

To know the recommended rendering style for mutation data on Sanger’s COS-
MIC data, one should use the following query:

http://das.sanger.ac.uk/das/cosmic\ mutations\ GRCh37/stylesheet

Response Document

The response is a DASSTYLE XML document with a list of CATEGORY elements
with a list of TYPE’s inside. Each of those TYPE’s contains the description of how
the type should be rendered, mainly a GLYPH and its parameters.

Response Example

The response to the query above would be this document, stating that sub-
stitution’s should be represented with a blue cross, deletion’s with a downward-
pointing red triangle and insertion’s with an upward-pointing blue triangle. Any
other feature of another type or with no type information should be rendered as a
a blue box.
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<!DOCTYPE DASSTYLE SYSTEM "http://www.biodas.org/dtd/dasstyle.dtd">

<DASSTYLE>

<STYLESHEET version="1.0">

<CATEGORY id="default">

<TYPE id="default">

<GLYPH>

<BOX>

<FGCOLOR>blue</FGCOLOR>

<BGCOLOR>blue</BGCOLOR>

</BOX>

</GLYPH>

</TYPE>

<TYPE id="substitution">

<GLYPH>

<CROSS>

<FGCOLOR>blue</FGCOLOR>

<BGCOLOR>blue</BGCOLOR>

</CROSS>

</GLYPH>

</TYPE>

<TYPE id="deletion">

<GLYPH>

<TRIANGLE>

<DIRECTION>S</DIRECTION>

<FGCOLOR>blue</FGCOLOR>

<BGCOLOR>blue</BGCOLOR>

</TRIANGLE>

</GLYPH>

</TYPE>

<TYPE id="insertion">

<GLYPH>

<TRIANGLE>

<DIRECTION>N</DIRECTION>

<FGCOLOR>blue</FGCOLOR>

<BGCOLOR>blue</BGCOLOR>

</TRIANGLE>

</GLYPH>

</TYPE>

</CATEGORY>

</STYLESHEET>

</DASSTYLE>

No command

Additionally to the commands above, sending a request to the source URL with no
command or other arguments returns an XML document describing the source.
The format is exactly the same as in the SOURCES command, but restricted to that
single source.

Query Example

As an example, querying the UniProt data source with no command nor param-
eters as in

http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/

Would return a document such as that:
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<?xml version="1.0" standalone="no"?>

<?xml-stylesheet href="/das-srv/uniprot/xslt/sources_uniprot.xsl" type="text/xsl"?>

<SOURCES>

<SOURCE uri="uniprot" doc_href="http://www.ebi.uniprot.org/index.shtml" title="UniProt" description="UniProt (Uni-

versal Protein Resource) is the world’s most comprehensive catalog of information on proteins. It is a cen-

tral repository of protein sequence and function created by joining the information contained in Swiss-

Prot, TrEMBL, and PIR.">

<MAINTAINER email="{rantunes, ljgarcia} AT ebi.ac.uk" />

<VERSION uri="uniprot" created="2011-04-05">

<COORDINATES uri="http://www.dasregistry.org/dasregistry/coordsys/CS_DS6" source="Protein Sequence" author-

ity="UniProt" test_range="O35502">UniProt,Protein Sequence</COORDINATES>

<CAPABILITY type="das1:sources" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot" />

<CAPABILITY type="das1:entry_points" query_uri="http://www.ebi.ac.uk/das-

srv/uniprot/das/uniprot/entry_points" />

<CAPABILITY type="das1:sequence" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/sequence" />

<CAPABILITY type="das1:types" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/types" />

<CAPABILITY type="das1:features" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/features" />

<CAPABILITY type="das1:stylesheet" query_uri="http://www.ebi.ac.uk/das-srv/uniprot/das/uniprot/stylesheet" />

<CAPABILITY type="das1:error-segment" />

<CAPABILITY type="das1:cors" />

</VERSION>

</SOURCE>

</SOURCES>
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Introduction

Advances in genome sequencing and screening technologies are

producing genomic data at an unprecedented scale. Direct-to-

consumer (DTC) genetic testing is also becoming relatively

successful at attracting people who would like to have their

genetic profile genotyped. Genetic profiles, however, provide little

biological insight unless they are compared to other relevant data

sources. In order to extract any meaning from genetic profiles

containing single nucleotide polymorphisms (SNPs), copy number

variations (CNVs) or specific genomic variants, raw genome data

should be analysed in the context of other genes and annotations.

A wealth of databases and annotation resources are available over

the Internet with data that can help enrich results obtained in

direct-to-consumer tests. Of particular relevance are resources

such as HGNC [1] that gives unique and coherent nomenclature

for genes, which can then be mapped to specific genome

coordinates, the On-line Mendelian Inheritance in Man (OMIM)

database [2] that characterises genes and syndromes involved in

diseases inherited in a Mendelian fashion, the Database of

Genomic Variants [3] that collects mostly CNVs reported in

normal individuals, or the Database of Somatic Mutations in

Cancer (COSMIC) [4]. These resources may prove useful when

determining the potential genetic origin of specific traits in the

person. In order to integrate genetic data together into a single

interface it is usually necessary to locate the database or resource,

download the data, write a specific parser for it and insert matched

snippets of information into another database that can be queried

against. In addition, this process of retrieval of data has to be

periodically repeated to make sure that the retrieved information is

up-to-date.

The Distributed Annotation System (DAS) is a widely used

protocol for the exchange of biological information using XML

[5]. DAS has the advantage of dramatically facilitating the process

of integration of disparate biological annotations, providing one

single mode of access via a RESTful web service. A DAS registry

containing published DAS resources allows the browsing of

relevant DAS sources. There are DAS sources for many different

organisms and reference assemblies. By selecting a reference

assembly, human variation data sources listed in the DAS registry

can be easily integrated and mapped via a common coordinate

reference system.

Genome visualization resources like Ensembl [6] rely heavily on

data sources available via DAS. Ensembl is a very sophisticated
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system used for a great variety of species with many different kinds

of data, allowing relatively complex integration and search queries.

Ensembl is particularly useful for integration of many data sources,

shown as tracks at different regions in the genome. Despite

Ensembl’s and other browsers’ [7,8] ability to show different levels

of annotation, every time coordinates are changed, the page needs

to be refreshed to reload all the information with no simultaneous

visualisation of different zoom levels. Furthermore, visualisation of

karyotypes is either disallowed or too impractical to allow sufficient

interactivity for the user when wanting to view information at the

genome level. Therefore, we designed a flexible tool for

visualisation of genomic DAS annotations that is complementary

to existing genome browsers and yet specifically tailored to

visualization of DTC genomic data. This tool, named myKaryoView,

allows easy navigation between different levels of scale in three

integrated ‘views’ that interact with each other. myKaryoView is

thus a client that operates under a single interface and constitutes a

‘‘one stop shop’’ for simple and rapid queries, not requiring much

knowledge of either bioinformatics tools or information technology

in order to operate it. myKaryoView provides three views:

karyotype, chromosome and zoom. Once the data is rendered,

further requests are not needed to navigate freely within the region

(unless zooming out). Each DAS data source is represented in

different tracks with annotations that are clickable and provide

further information about that particular feature and links to the

relevant sources. Links back to Ensembl from any selected region

allow automatic loading of the region in the Ensembl browser. A

simple interface is provided to query myKaryoView by SNP id,

gene name or genomic region as well as selection of user-defined

DAS sources.

myKaryoView has been specifically configured to provide an

integrated view of sources for analysis of DTC genomic data. But

it can also be used for visualization of any genomic DAS data

feature as long as it is in the same coordinate of reference.

myKaryoView is able to provide a genome-wide perspective and

easy navigation between different levels of detail with no need for

refreshing the page, giving an overall enhanced visualization

experience for genome analysis. myKaryoView’s search interface

and navigation widgets provide a variety of options that may help

shed light on interpretation of genetic profiles and personal

genomics data in general. myKaryoView does not require a lot of

specialised knowledge in order to operate its simplest functions,

although biological knowledge is required in order to appropri-

ately understand the data sources integrated by default in the

browser. Its human variation genome-focused configuration of

views and sources of data make it appropriate for direct-to-

consumer genome data analysis.

Results

Genome Navigation
Several widgets are provided for easy navigation and further

exploration of retrieved annotation features. The chromosome

view has a slider widget for zooming in or out of selected

chromosomal regions. Moving the right and left slider to the

desired region to be zoomed in and clicking ‘‘Zoom’’ refreshes the

zoom view to this region. Any band in the chromosome view can

also be clicked on and automatically displayed in the zoom view.

Annotations are shown in different tracks with their respective

legends at the top of the view. The legend shows the colour in

which a particular annotation is displayed and their number in

parentheses. Clicking on the legend, a popup window appears with

a link ‘‘Display Annotations in Ensembl’’. This popup window also

provides a link for viewing of the original data as it is retrieved via

DAS. Any of the tracks can be selected/deselected by checking/

unchecking the check box next to the legend. Any chromosome in

the karyotype view, if clicked on, is automatically reloaded in the

chromosome and zoom views. By clicking on any of the features,

another popup window appears with more specific annotation

about the feature and, where applicable, links to the original

source. All of the data for any of the displayed sources can also be

downloaded if the legend is clicked and the ‘Show Original

Source’ link is selected. A new tab is thus opened with a formatted

version of the raw data as retrieved from the server. This is

especially useful if further analyses are sought with the visualised

data, as this view allows easy copying and pasting of data as text,

containing all annotations for a particular data source. Once the

search query is performed there is little need to go back to the

initial interface for navigation across any region in the genome.

We provide proof-of-principle results to show that a) it is

possible to add user-defined data for visualisation of direct-to-

consumer genome data and b) it can be used as a stand-alone

genome browser for visualization of human genetic variation data.

a) Personal Genomics Family Case. A 23andMe customer

(‘‘son’’) wanted to find more information about the genetic causes

leading to his increased risk of prostate cancer. An analysis of his

genome profile yields a 28.1% risk of developing the cancer as

opposed to the 17.8% average risk in males. This risk is calculated

analysing the genotypes of 12 SNPs. The SNP marker rs10993994

shows the greatest risk among the 12 reported markers, a 1.3 times

increased odds. This SNP is located in 10q11, near the MSMB

gene and the effects of the identified allele (T) have been shown to

decrease its expression levels [9], thus decreasing its cancer

suppressor function. Having no history of prostate cancer in close

relatives, 4 family members for the same customer were genotyped

(mother, father, sister and aunt) and their data was made into DAS

source in order to compare the pattern of inheritance between

different family members for this SNP using myKaryoView. All

these individual’s genome profiles, were downloaded from

23andMe and a DAS source was created using easyDAS [10].

The resulting data sources were held privately in his newly created

easyDAS account. The DAS URLs for the private sources were

pasted into the myKaryoView interface and all other sources were

selected to display in the zoom view. The ‘rs10993994’ SNP was

typed in the query search box. Once results were returned, the

zoom view was centred around the rs10993994 SNP6100 Kb of

the SNP position (51219502) (Figure 1). Next, the pattern of

inheritance for this SNP was elucidated by clicking on the SNP in

the other members of the family analyzed. Clicking on the

rs10993994 SNP feature in each family member track triggers a

popup window with information about the SNP, among them the

Type Id, which provides the actual genotype for that position. It

was found that the father and the mother both have CT, with no

risk associated with this variant, while the son inherited a T from

each parent, producing the TT genotype with increased disease

risk. The density of the number of analyzed SNPs is also clearly

depicted by myKaryoView, showing that the son has fewer

analyzed SNPs for this region than the other members of the

family. This is due to the fact that a new SNP chip version was

used with double the number of features for the other members of

the family. Furthermore, it was noted that the start position of the

MSMB gene is 51219559, only 57 bp after the SNP position. The

Cancer Mutations track contains four reported mutations for

MSMB (MSMB:ENST00000358559), indicative of the involve-

ment of this gene in cancer, but all of them within the gene’s

exons. The overlap of four normal CNVs in the two Variable

Region tracks show this is a hugely variable region. Through such

close proximity of this SNP to the MSMB gene and the recorded

myKaryoView
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variation, findings are consistent with the observation that an allele

variant found in the 23andMe analysis could potentially have an

effect on the promoter region of MSMB, suggesting a causal

variant at 10q11 that confers increased risk of prostate cancer.

myKaryoView is thus able to provide a convenient visualization

interface for easily navigating and querying any SNP the DTC

customer might be interested in. Although it is not a substitute for

the interpretation of the genomic data tested in an individual, it

provides a contextualization and perhaps a solution to start

exploring data sources that might help elucidate phenotypic

associations. By integrating the genotypes of different family

members, myKaryoView provides a convenient search interface

for visualization of analyzed feature density and ascertaining

patterns of inheritance in related individuals.

b) Human Genetic Variation Analysis Case. myKaryoView

can also serve the purposes of a generic genome browser in addi-

tion to its application to personal genomics shown above. We

demonstrate its generic capabilities in this second use case.

Deletion of the 15q11 region has been related to Prader-Willi

and Angelman Syndromes [11,12,13]. This region roughly

corresponds to the interval 20000000–24000000 in chromosome

15. According to the DECIPHER database [14], deletion of this

region results in mental retardation and developmental delay. In

order to explore genes likely to affect the patient phenotype,

myKaryoView was utilised to look for genes involved in disease

that overlapped this region and were reported to be involved in

Mendelian disease inheritance, as well as regions of normal copy

number variation. All available DAS sources were selected to

display in the zoom view as tracks. In the input search box, the

string ‘15:20000000,24000000’ was entered.

Figure 2 shows results obtained from this search query. Fifteen

genes involved in disease were retrieved from a total of forty-five

genes in this region. Clicking on the ‘Genes Involved in Disease’

legend, a popup window appears with the option ‘View Original

Data Source’, which triggers a new tab when clicked, with the

original data source as obtained from the source (OMIM).

myKaryoView results show greater density of ‘normal’ CNVs in

gene desert regions. One notable exception to this pattern is

Ubiquitin protein ligase E3A, a gene reported to produce an

abnormal phenotype in ubiquitin-mediated protein degradation

during brain development when this region is deleted [15]. This

gene overlaps with Variation 7051 in DGV, a 0.4 Mb deletion

reported by de Smith et al (2007) [16], using an Agilent 185 k

CGH Array. We notice that a nearby cluster of genes of the

SNORD family are included in Variation 7051 but are outside the

myKaryoView graph, showing that genome coordinates for

different sources may vary slightly. Moreover, due to array

resolutions, it is possible that genes reported to be included in a

normal CNV may, in reality, be misreported as such due to

variable resolution of CNV detection methods.

Discussion

User Interaction Capabilities
A selection of human variation data sources is available by

default in myKaryoview’s website. These are DAS sources known

to be relevant for genome variation analyses: HGNC Genes,

OMIM, COSMIC, DGV and Redon clones [17]. In order to

make them intelligible to lay users we have named them as: gene

names, genes involved in disease, cancer mutations and variable

regions. To make a request, at least one source has to be selected

or uploaded. Input parameters are provided for users in the query

interface for the following options: a) type of feature visualisation

device (mark, track, line or chart), b) level of detail (views) in which

to visualise the selected data source (karyotype, chromosome or

zoom) and c) an input text box for specification of user-defined

DAS sources. A URL with a valid DAS source address is required

for user-defined DAS sources. Currently the interface is designed

to allow one user-defined source, but this capability will be

expanded in the near future to allow simultaneous visualization of

several family member genomes. Existing genomic DAS sources

available in the DAS registry are suitable for the input text box, as

long as the source is built on the same reference assembly as the

one used by myKaryoView (currently Homo sapiens NCBI36).

Figure 1. Searching myKaryoView by SNP. The rs10993994 SNP was identified in a 23andMe report to contribute most to the disease risk of
prostate cancer in a customer, implicated by the MSMB gene. In addition to the customer, 4 additional members of his family uploaded their
genotypes into myKaryoView for elucidation of how this particular SNP genotype was inherited. Popup windows for the SNP are shown in this order:
son, mother, father and sister. The Type Id field shows their genotype for this position in their genome, TT, CT, CT, CT respectively. The aunt (not
shown) has a CC genotype for this position.
doi:10.1371/journal.pone.0026345.g001

myKaryoView
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Alternatively, user-defined DAS sources can be created. easyDAS

is a tool that simplifies the process of DAS source creation and is

able to convert genomic data from a variety of formats into a valid

source which can be public or private. The created URL for the

DAS source can then be added to the myKaryoView interface and

visualised as any other data source.

The final requirement to run a query concerns entering the

actual region or gene to be visualized. myKaryoView allows the

search of any chromosomal location in the genome. A chromo-

some, and a start and end position separated by a colon and

comma respectively (e.g. 1:2000000,3000000), constitutes the valid

format for a chromosome location search. Searching can also be

accomplished using valid HGNC gene names (also known as

symbols). If searching by genes, the user should start by typing any

character and selecting the appropriate gene name from a drop-

down box that appears with suggestions. Once a gene is chosen

from the list, one can hit ‘Submit Query’. Results will appear as

they are retrieved, with the zoom view centred on the start and

end coordinates of the entered chromosomal location or the start

and end position of the chosen gene.

Availability and Future Directions
The software can be freely used through the website http://

mykaryoview.com. The source code is also available and can be

downloaded as a web application under an Apache 2.0 license. We

anticipate that direct-to-consumer genetic test customers would

benefit from using myKaryoView by further exploring and

discovering new insights not available in their test results. We

envisage myKaryoView as a simple-to-use complementary re-

source to more sophisticated genome browsers.

Methods

Implementation and Design
myKaryoView is a light-weight client specifically designed to

browse genomic data available via DAS with no data stored

locally. Currently myKaryoView is configured to display Homo

sapiens NCBI36 genome assembly data features, but it can also be

used with alternative assemblies or even different organisms by

simply modifying the configuration file in its source code, for

which a manual is provided for advanced users. Although the

NCBI36 assembly is not the most up-to-date human assembly, we

chose this one to maintain compatibility with the raw bed file data

provided by 23andMe, which currently is NCBI36. The source

code is freely available for download under a CCA-SA license and

authors welcome requests of support from potential collaborators.

The fact that it is mainly written in cross-browser javascript code

means that myKaryoView should work in every major browser

Figure 2. Chromosome Location Search. Searching 15:20000000,24000000 displays part of the 15q11 chromosomal band in zoom view. All listed
DAS sources (gene names, genes involved in disease, cancer mutations and variable regions) were selected, choosing zoom and track visualisation
options. The total number of features per track is shown next to the legend in parentheses. Forty five genes lie in selected intervals. Clicking on the ‘Genes
Involved in Disease’ legend, a popup window appears providing links to the region in Ensembl and the original raw data that can be easily cut and pasted.
The UBE3A gene bar is clicked and another popup window appears with links to further information. Variation 7051 reported by DGV is also clicked.
doi:10.1371/journal.pone.0026345.g002

myKaryoView
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and if installed externally it should work automatically in a web

server directory. Currently we have tested myKaryoView in

Internet Explorer 6 and, 7, Mozilla Firefox and Chrome.

myKaryoView works well when the total number of features to

be rendered in one go is in the order of several thousand. Although

whole genome requests can, in principle, be handled by

myKaryoView, if too many features are requested, this may

overwhelm the computer’s RAM capacity. Another limitation lies

in the time it takes for data retrieval. Since all the data has to be

retrieved from the Internet, slow Internet connections may

negatively impact the user’s experience. For most queries however,

retrieval and rendering of data should be achieved in a few

seconds.
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ABSTRACT

Motivation: Dasty3 is a highly interactive and extensible Web-
based framework. It provides a rich Application Programming
Interface upon which it is possible to develop specialized clients
capable of retrieving information from DAS sources as well as
from data providers not using the DAS protocol. Dasty3 provides
significant improvements on previous Web-based frameworks and is
implemented using the 1.6 DAS specification.
Availability: Dasty3 is an open-source tool freely available at
http://www.ebi.ac.uk/dasty/ under the terms of the GNU General
public license. Source and documentation can be found at
http://code.google.com/p/dasty/.
Contact: hhe@ebi.ac.uk
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1 INTRODUCTION
The Distributed Annotation System (DAS) defines a communication
protocol used to exchange annotations on genomic or protein
sequences (Jenkinson et al., 2008). Implicit in the conception of
DAS is the notion of decentralization; annotations should not be
provided by single centralized databases, but should instead be
spread over multiple sites. DAS relies on client–server architecture;
DAS servers manage data distribution by following a standard
protocol, while manipulation and visualization are on the client
side –thus facilitating the development of tailored tools addressing
specific requirements. Several clients are available; for instance,
SPICE (Prlic et al., 2005) is a browser that displays protein
sequences, structures and their corresponding annotations. Another
client, Dasty2, provides a Web-based interface that facilitates
visualizing and comparing protein sequence annotations from DAS
servers (Jimenez et al., 2008). These clients are addressing specific
needs; however, none of them is providing a framework upon which
tools can be built and integrated into a cohesive web environment.

2 RESULTS
Dasty3 relies on a modular architecture, which facilitates
development of specialized plug-ins. Dasty3 like Dasty2 is a
web-based DAS client. However, Dasty3 is not just a client, but

∗To whom correspondence should be addressed.

Fig. 1. A view of Dasty3 and its plug-ins.

a platform delivering a rich API over which tailored plug-ins
can be built. Dasty3 inherits from Dasty2 the modularity of its
Graphical User Interface (GUI). Additionally, it provides a Web-
based framework for visualizing and manipulating information from
DAS sources as well as other third-party data providers. It facilitates
delivering unified views upon which several manipulation facilities
can be implemented. It offers a public Application Programming
Interface (API) that delivers methods for integrating, visualizing
and manipulating data sources.

2.1 User experience
As illustrated in Figure 1, Dasty3 preserves the look and feel
of Dasty2; in this way, the learning curve is minimized. Dasty3
enhances some of the previous functionalities available in Dasty2
and adds new ones. For instance, the search plug-in allows users to
define the sources against which the query should be executed.

Dasty3 uses PICR (Côté et al., 2007) for matching the query string
to the corresponding UniProt accession or identifier; the connection
to the UniProt DAS reference server (Jones et al., 2005) is then
established and the sequence retrieved. Finally, it queries all the
selected sources and merges the retrieved sequence annotations. The
set of predefined plug-ins provides the user with a unified, organized
and interactive view of the available data. A query retrieving
information for protein P03973 (antileukoproteinase) is illustrated

© The Author(s) 2011. Published by Oxford University Press.
This is an Open Access article distributed under the terms of the Creative Commons Attribution Non-Commercial License (http://creativecommons.org/licenses/
by-nc/2.5), which permits unrestricted non-commercial use, distribution, and reproduction in any medium, provided the original work is properly cited.
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Dasty3

Fig. 2. Dasty3 architecture.

in Figure 1. The 3D view of the protein structure, supported by Jmol
(http://jmol.sourceforge.net), is displayed on the right-hand side
while the features, organized in tracks, are presented at the bottom.
The pop-up window presents a detailed view of the annotation that
is highlighted on the sequence.

New data sources can be manually added including the URL of a
valid DAS source. DAS sources can also be selected from a list of
sources provided by the DAS registry. The filtering plug-in toggles
the display of protein annotations. New filters based on DAS-related
ontologies, such as those available from the Ontology Look-up
service (Côté et al., 2008), have been included to consistently
filter annotations from different sources. A new interaction plug-
in retrieves a summary for molecular interaction data. We are using
the DAS Writeback (Salazar et al., 2011) to support community
annotation. The DAS Writeback is an extension to the DAS
protocol. It allows adding, editing and deleting annotations. These
functionalities have been implemented in Dasty3 over the DAS
Writeback plug-in. Dasty3 also makes it possible to save snapshots
of user’s sessions in the form of a JSON file. For instance, users may
search, select and highlight a feature in the sequence; then, they
can generate the corresponding snapshot of the session for future
analysis or for sharing it with collaborators.

2.2 Architecture
Dasty3 is based on a plug-in architecture. It emphasizes extensibility,
plug-in customization and interoperability e.g. data exchange
among plug-ins. For instance, information is exchanged between
the sequence and the 3D structure plug-in; as amino acids are
selected, these are highlighted in the 3D structure. The architecture
makes it possible for plug-ins to listen events from other plug-ins.
Furthermore, the architecture also makes it easy for developers
to integrate Dasty3 into existing Web applications as well as to
configure the look-and-feel by defining customized templates.

As illustrated in Figure 2, Dasty3 brings together several
components that can be accessed by using the API. jsDAS
(http://code.google.com/p/jsdas/) is being used as a bridge between
the framework and DAS servers; it automatically generates
JavaScript objects representing, in concordance with the DAS 1.6
specification, the DAS responses. The framework has five major

components, namely: (i) the Model, defining the DAS objects
according to the DAS 1.6 specification (http://www.biodas.org);
(ii) the Controller, managing the retrieval, organization and storage
of the data; (iii) the Plug-in Manager, making it possible to load plug-
ins; (iv) the Event Manager, managing and triggering events so that
plug-ins can communicate with each other; and, (v) the Template
Manager, rendering the plug-ins in the available area according
to the selected template. Plug-ins are components that extend the
capabilities of the framework by delivering a particular functionality.
They are defined as a tightly coupled collection of JavaScript and
CSS files. Templates add flexibility to the Graphical User Interface
(GUI) by simplifying the display of plug-ins and customization
of the layout. For instance, moving and reorganizing plug-ins
according to end user preferences can be defined in a template.
The modularization upon which Dasty3 relies facilitates sharing; in
the same way, as developers share modules and themes in Content
Management Systems (CMSs) such as Drupal (http://drupal.org) and
Joomla (http://www.joomla.org), they are able to share templates and
plug-ins in Dasty3.

3 FINAL REMARKS
Dasty3 is the first DAS client fully compliant with the 1.6. DAS
specification. It has been tested on Internet Explorer, Firefox,
Chrome and Safari. Dasty3 is highly modular and extensible,
and new components can be easily added to the framework. The
interoperability delivered by the API facilitates the flow of data
across plug-ins. The architecture also facilitates the organization of
the front-end by means of templates; easing in this way the definition
of the layout and improving the user experience. Dasty3 separates
the functional components, being managed by the Plug-in manager,
from those related to the user experience and graphical layout, being
managed by the Template manager. This separation makes it easier
for developers to deliver richer applications built over the Dasty3
framework; in the same way, end users receive more personalized
task-oriented tools. In addition, Dasty3 facilitates mechanisms for
integrating resources beyond the DAS ecosystem; by doing so, the
retrieved information presents a broader view to the end user.
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