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ABSTRACT

Hybrid systems play an important role in the modeling of ctarsystems since they take into account
the interaction between both continuous dynamics and etis@vents. Complex systems are subject
to changes in the dynamics due to several factors such amearities, changes in the parameters,
disturbances, faults, discrete events and controlleoastamong others. These facts lead to the need to
develop a diagnostic system for hybrid systems improvieglibgnostic precision. Hybrid systems allow
to combine the classic fault detection and isolation apghiea and a diagnoser based on discrete event
models. Hence, a design methodology and implementatidritacture for diagnosers in the framework
of hybrid systems is proposed.

The design methodology is based on the hybrid automaton Itfeteepresents the system behavior
by means of the interaction of continuous dynamics and elis@vents. The architecture is composed of
modules which carry out mode recognition and diagnostlcstageracting each other, since the diagnosis
module adapts accordingly to the current hybrid system moblee mode recognition task involves
detecting and identifying a mode change by determining ¢hefresiduals that are consistent with the
current hybrid system mode. On the other hand, the diagniastk involves detecting and isolating two
type of faults: structural and non-structural faults. Ie fivst case, structural faults are represented by
a dynamic model as in the case of nominal modes. Hence thegerdfied by consistency checking
through the set of residuals. In the second case, non-gteli¢aults do not change the structure of the
model, therefore, they are identified by a proper residutépa

Discernibility is the main property used in hybrid systenmsgdosis. Through the concept of dis-
cernibility it is possible to predict whether modes chan@aslty or nominal) in the hybrid model can be
detected and isolated properly. This concept can be apiplipcactice, evaluating a set of mathematical
properties derived from residual expressions, which canottained from input-output models or par-
ity space equations. General properties are derived ta@eathe discernibility between modes in the
hybrid automaton model.

The diagnoser is built through propagation algorithms tged for discrete models represented
by automata. The automaton employed to build the diagnasex hybrid system is named behaviour
automaton. It gathers all information provided by dischility properties between modes and observable
events in the system, increasing the system diagnosability

Diagnosis for hybrid systems can be divided in two stageflinefand online. Moreover, it can



be carried out twofold: in a non-incremental and an incremdeiorm. In the non-incremental form,
algorithms are executed taking into account global model#ke incremental form that leads to building
the useful parts of the diagnoser, only developing the rasthat are needed to explain the occurrence
of incoming events. The resulting diagnoser adapts to thtesy operational life and it is much less
demanding in terms of memory storage than building the fisdlgdoser offline. The methodology is
validated by the application to a case study based on a esgtegive part of the Barcelona sewer network
by means of a tool implemented in Matlab.

Keywords: Fault detection and isolation, mode identification , diaggrohybrid systems, sewer
networks.



RESUMEN

La investigacion realizada en esta tesis se basa en abdigssSistemas de diagnostico de fallos aplicado a
sistemas complejos. La mayoria de los sistemas estarotamts y supervisados de manera automatica
mediante el disefio de una interfaz que permite monitoresisema a través de la medicion de sus
variables de estado. Se han propuestos diversas metoaofmaya disefiar estos sistemas de diagnostico
gue varian de acuerdo con las caracteristicas propiasatiiado.

La precision del sistema de diagnéstico de fallos depeleienodelado empleado. En el presente
trabajo se propone usar modelos hibridos para represgm@amportamiento de los sistemas complejos.
Los modelos hibridos permiten combinar comportamiengbsidtema gobernados por tiempo y eventos
en un solo modelo, permitiendo de esta manera combinaedascts ya existentes de diagnostico de
fallos para sistemas continuos y a eventos discretos ddadas por separado. El hecho de poder com-
binar las ventajas que ofrecen dichas técnicas por sepaexthite obtener un sistema de diagnostico
Mas preciso.

Los modelos hibridos permiten representar el sistemaantalun conjunto de modos de operacion
del sistema, que pueden incluir comportamientos nominalesmportamientos de fallo. Los fallos
pueden ser de diferente naturaleza: fallos no estructuyalallos estructurales. Los fallos no estruc-
turales pueden representar fallos en los sensores dehaigten los actuadores. Los fallos estructurales
permiten representar fallos en componentes del sistema pomejemplo fallos en compuertas que se
quedan atascadas, interruptores que no conmutan cuaneldadekentre otros.

La evolucion de un sistema hibrido queda representada ponjunto de eventos que pueden ocurrir
en el sistema y el cambio en los modelos dinamicos contiguewarian con el punto de operacion del
sistema. El mayor problema que presentan los modelosib&para sistemas complejos es el nUmero
de modos que se deben considerar para tratar de representassibles comportamientos reales del
sistema lo que en muchos casos hace dificil su implemémtaEiebido a esta problematica que afecta
los sistemas complejos se propone disefiar una metodglaga diagnosis en sistemas hibridos que haga
posible su implementaciébn de manera automatizada, elitaasto de computacion y optimizando el
espacio en memoria que pueden generar los modos de operacio

La metodologia para la diagnosis de sistemas hibridoase én el automata hibrido. El automata
hibrido representa el sistema por un conjunto de modosifram fallo), donde la dinamica continua
en cada modo se representa por un modelo discreto en esgtailo  su equivalente en funcion de



transferencia. La dinamica gobernada por eventos seseigepor un conjunto de eventos discretos
gue pueden ser de dos tipos: observables y no observableseveatos observables comprenden ac-
ciones que el operador ejecuta sobre la planta o cuandoriables de estado superan un umbral y que
pueden ser medidos. En el caso que no pueden ser medidossi#ecan eventos no observables. Para
el caso de los fallos, todos son considerados eventos novabes. El sistema de diagnostico debe
ser capaz de hacer un seguimiento de los modos de operadigistdma. Para saber si sera posible
detectar los cambios de modos en linea se estudia la peaptlla discriminabilidad. Tebéricamente
se define la discriminabilidad como la capacidad de podéndisr mediante el conjunto de medidas el
comportamiento dinamico de los modos de operacion cuse@wallan los residuos en linea.

La diagnosis de sistemas hibridos se divide en dos etapsesiaddel diagnosticador y diagnosis en
linea. En la primea fase se debe construir un diagnosticaa® permita hacer un seguimiento a los
modos de operacion del sistema. Ademas, la ejecucionglalgoritmos para la diagnosis se puede
llevar a cabo de dos maneras: de forma no incremental e iectain En el caso de la metodologia no
incremental los algoritmos se ejecutan sobre el modelcdjidd autdmata hibrido obteniéndose de este
modo un diagnosticador global. A diferencia del modeloeneental donde sblo se construyen las partes
del modelo que son necesarias en la diagnosis en lineaipptido espacio y el coste de computacion
gue generan los modos de operacioén a medida que ocurrevelo®ms en el sistema. La metodologia se
aplica a las redes de alcantarillado de la ciudad de Baraelon

Palabras clave:Deteccion y aislamiento de fallos, identificacion del malé operacion, diagnosti-
cadores, sistemas hibridos, redes de alcantarillado.
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RESUM

La investigacio realitzada en aquesta tesi es basa ersehgige sistemes de diagnostic de fallades aplicat
a sistemes complexos. La majoria dels sistemes estan taistrsupervisats de manera automatica

mitjancant el disseny d’'una interficie que permeti lassmonitoritzacio a través de les mesures de les
variables d’estats. S’han proposat diverses metodolqmeslissenyar aquests sistemes de diagnostic
que varien d’acord amb les caracteristiques propies ddbfat.

La precisio del sistema de diagnostic de fallades depémadel utilitzat. Es proposa fer servir
models hibrids per representar el comportament de sisteoraplexos. Els models hibrids permeten
combinar comportaments del sistema governats per tempgsgeveniments discrets en un Gnic model.
D’aquesta manera es poden combinar les técniques exsisteriagnostic de fallades per sistemes con-
tinus i amb les d’esdeveniments discrets, que fins al moniean slesenvolupat per separat. El fet de
poder combinar aquestes tecniques per separat en un odil permet obtenir un model de diagnostic
meés precis.

Els models hibrids permeten representar el sistema esmivh conjunt de modes d’operacio, que
inclouen comportaments nominals i de fallada. Les fallguteden ser de diferents tipus: fallades no
estructurals i fallades estructurals. Les fallades naegitrals representen fallades als sensors i als actu-
adors del procés. Les fallades estructurals permeteegeptar fallades als components del sistema, com
per exemple comportes que es queden embussades i intesrgpeoono commuten quan son accionats,
entre altres.

L'evoluciod d’un sistema hibrid queda representada peorjunt d’esdeveniments que poden acorrer
al sistema i el canvi dels models continus, que varien amtued @'operacio del sistema. El major
problema que presenten els models hibrids &s el numerodeswue s’han de considerar per representar
els possibles comportaments reals del sistema i que a v&edditelta massa la seva implementacio. A
causa d'aquesta problematica que afecta als sistemedeomas proposa dissenyar una metodologia
per diagnosis de sistemes hibrids que faci possible la isegpementacid de manera automatitzada,
evitant el cost de computacio i optimitzant I'espai en memque poden generar els modes de operacio.

La metodologia per la diagnosi de sistemes hibrids es bel&as#omat hibrid. L'automat hibrid rep-
resenta el sistema per un conjunt de modes (nominal i del&gllan la dinamica continua de cada mode
es representa per un model a temps discret en espai d'estdweruivalent en funcié de transferencia.
La dinamica governada per esdeveniments discrets essegpiaeper un conjunt d’esdeveniments que
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poden ser de dos tipus: observables i no observables. Egarsthents observables comprenen accions
qgue I'operador executa a la planta o quan les variablesad'®gperen un llindar i que poden ser mesurats.
En cas de no poder ser mesurats es consideren esdevenimebtenvables. Pel cas de fallades, totes es
consideren esdeveniments no observables. El sistemaglediic hauria de ser capag de fer un segui-
ment dels modes d’operacio6 del sistema. Per saber si essibfe detectar els canvis de modes en linia
s'estudia la propietat de la discernabilitat. Teoricatesndefineix la discernabilitat com la capacitat de
poder distingir a través del conjunt de mesures el compuntd dinamic dels modes d’operacié quan
s’avaluen els residus en linia.

La diagnosi de sistemes hibrids es divideix en dues etalieseny del diagnosticador i diagnosi en
linia. En la primera fase s’ha de construir un diagnosticaplie permeti fer un seguiment dels modes
d’operaciot del sistema. A més, I'execuci6 dels algogsme diagnosi pot ser de dues maneres: no incre-
mental i incremental. En el primer cas els algorismes sigezcconsiderant el model global de I'automat
hibrid obtenint un model global del diagnosticador. Endasid incremental només es construeixen les
parts del model que sbn necessaries, optimitzant I'espaiemoria i el cost de computacidé que generen
els modes d’operacio quan ocorren els esdevenimentsarisisLa metodologia s'aplica a les xarxes de
aigua clavagueram de la ciutat de Barcelona.

Paraules clau Deteccio i aillament de fallades, identificacié del matigperacio, diagnosticadors,
sistemes hibrids, xarxes de clavegueram.
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NOTATION

Throughout the thesis and as a general rule, scalars anats@ce denoted with lower case letters (e.g.,
r,n, Y, X ...), matrices are denoted with upper case letters (.08, ...) and sets are denoted with
upper case calligraphic letters (e.&., Y, .. .). If not otherwise noted, all vectors are column vectors.

HA hybrid automaton model

qi mode:

Q set of modes

AN nominal modes

Or, structural faulty modes
Or,, non-structural faulty modes
Ng number of modes

x(k) state variables

y(k) output variables

u(k) input variables

b set of events

T transition function

B behavior automaton

»oig set of signature-events
Qdisc set of non-discernible modes
D diagnoser

A set of fault labels

F set of faults

P delay operator

Ai(p~Y) sensitivity

FS; fault signature matrix

ri(k) residuals in mode

7t threshold associated to a residual component
D,(k) consistency indicators
S7(x,u) saturation function

DI (x,u) dead zone function

T; virtual tank



Leode
Peode
Geode
o(k)
At

Limnimeter label
Pluviometer label
Control gate label
flow

sampling time

set of components
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CHAPTER 1

INTRODUCTION

Most complex systems are controlled in real-time and theybeaaffected by faults in sensors, actuators
and plant components. The dynamic behavior of a compleesysan present different behaviors ac-
cording to the system configuration and the plant compondiutsepresent all these behaviors, hybrid
system modeling can be used. Hybrid models combine disdsagtamics with continuous dynamics.
Thus, this leads to design a diagnosis system adapted tct detdisolate faults in hybrid systems.

Complex systems are modeled using hybrid models that iategontinuous and discrete event dy-
namics. Then, by means of this model, the system mode is oreditsuch that fault diagnosis and
control are properly performed online. Model-based ondlimgnosis requires quick and robust recon-
figuration processes when a mode change occurs, as well abititye to keep the nominal behavior of
the system on track during transient states [Bregon et@l2PR The hybrid system behavior can be de-
scribed by a hybrid automaton model [Hofbaur and Willian@)4 or the hybrid bond graph formalism
[Narasimhan and Biswas, 2007, Daigle, 2008].

A hybrid automaton models the real behavior of the systeouijin a set of operation modes and a set
of transitions between modes which trigger upon discregé@tsvor events based on continuous state con-
ditions. Continuous dynamics within each mode are desdiilyea set of algebraic differential equations
which constrain continuous state, input and output vaemblnput and output variables are measured.
Discrete events may be observable or unobservable. Olide@ents may represent commands issued
by the controller or changes in state variables recordecehga@'s (i.e. when a state variable crosses
a threshold). Unobservable events may represent faulteeerther events that cause changes in the
system state not directly recorded by sensors.

The need to develop a hybrid diagnoser for hybrid systensesfrom the application of classic fault
detection and isolation approaches based on models codhbittea diagnoser based on discrete event
models. For a hybrid system, to detect and isolate faultditgmnosis system should have the information
about continuous dynamic and discrete events.
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1.1 Motivation

The main motivation of this thesis is to develop a diagnog&tesn methodology for hybrid systems,
which integrates the existing techniques so far developedrately for continuous and discrete-event
systems. Besides, taking advantage of the previous meltbgide general properties for diagnosability
study will be developed in a unified way. Properties for dizgability have been approached separately
according to the fault influence in the system. The need teldpva methodology for hybrid systems
that is applicable in practice and in an automatic way arétiaddl motivations. This thesis focuses on
the hybrid automaton model following the FDI community giples to develop a methodology to track
the system mode and diagnose hybrid systems. As real calietstprove the validity and performance
of the developed methodology a case study based on Barcedorea networks will be considered. It is
an example of a complex system which contains continuouslsadete dynamics and it is subject to the
influence of faults of different nature.

1.2 Contributions

The first contribution concerns the integration in tirid automaton frameworkf nominal struc-

tural faulty, andnon-structural faultymodes at the same time in order to provide an unified treatment
of the different operation modes which are not previoushatied in the current existing methodologies
at the same time. The concept of discernibility is extended general manner for all modes of the
hybrid model. So fardiscernibility has been approached separately using the properties peddlo
[Cocquempot et al., 2004] or, concerning the case of narestral faults, based on the concept of sen-
sitivity and generating a fault signature matrix whdegectabilityandisolability properties are defined
[Meseguer et al., 2010a].

The complexity of the hybrid automaton model tends to blowvapy fast if the set of modes is
defined considering all possible system configurations.allsthe number of diagnoser states grows
exponentially with the number of hybrid automaton modesusfiHoo much memory storage may be
required and in many cases it might even be impossible toedmeht. Hence, the second contribution
relies on building the hybrid automaton model in an incretalbmay using the concept of parallel com-
position of component automata [Cassandras and LaforB@@8] and generating a set of parametrized
equations instantiated as a mode label function [Traveduges et al., 2009]. Some of the system com-
ponents can be represented by an automaton describing faudtnominal behavior. Thiacremental
hybrid automatomodel allows to only build the part of the model where theeysis possibly operating
in. Therefore, it avoids to build offline the entideagnoserandbehavior automatonOn the other hand,
diagnosis is performed by interpreting events and measemenissued by the physical system directly
on the hybrid automaton model. This interpretation leadsiital the useful parts of the diagnoser incre-
mentally, developing only the branches that are requirezkfain the occurrence of incoming events.
Generally, a hybrid system operates in a small region coetparthe entire behavioral space defined by
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the hybrid automaton modes.

The third contribution concerns some extensions in the auktlogy to improve the online diagnosis.
On one hand, the inclusion of uncertainty in the system patars using a robust strategy is proposed,
where an adaptive threshold for residual evaluation is ge¢eé using the equivalence between parity
space approach and input-output models. On the other harektansion of the proposed methodology
that allows to diagnose hybrid systems using a diagnoséréagons on components, which can be
extended to nonlinear models and multiple fault detectigpolthesis, has also been developed.

1.3 Objectives

¢ The global objective of the thesis is to develop a methodotogletect and isolate faults in hybrid
systems that be applicable to large scale systems online.

This global objective will be achieved by accomplishing thkékowing specific objectives:

1. To be aware about the current methodologies by providistate of the art in hybrid system
diagnosis.

2. To characterize a hybrid model, representing the nonaigalell as the faulty system behavior,
which involves the following issues:
(a) Studying the dynamic model which characterizes theicoatis dynamics.
(b) Characterizing the kind of the faults present in reateys.
(c) Characterizing model as well as measurement unceytaint
(d) Characterizing the different kinds of observable andhservable events.
(e) Considering system nonlinearities, and,

(f) Considering multiple fault sequences.
3. To develop a methodology for the hybrid systems diagndsise methodology involves:

(a) Defining a conceptual architecture for fault detectind &olation in hybrid systems.
(b) Developing a method to diagnose hybrid systems by razogythe current mode.
(c) Characterizing the detectability and isolability ofifs in hybrid systems.

(d) Studying the viability and applicability of the methodhen system complexity increases.
4. To develop an algorithm to implement a hybrid diagnoske dlgorithm should:

(&) Implementthe modules designed in the conceptual aathite to recognize the current mode
and detect and isolate faults.
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(b) Formalize an algorithm for the hybrid diagnoser reasgni

(c) Parameterize the hybrid diagnoser based on the hybrittmo

5. To prove the validity of the propose methodology by assgsbke performance and the applicabil-
ity in a large scale system as a sewer networks

(a) Obtain a hybrid model for the sewer network.
(b) Apply the diagnoser design methodology.
(c) Implement the hybrid diagnoser for the sewer network.

(d) Test the diagnosis methodology under several scenarios

1.4 Outline of the thesis

The dissertation is organized as follows:

Chapter 2: Background

This chapter aims to bring the main ideas about the diffetgpits considered in this thesis and to
review the state of the art. The first part introduces corsceptl definitions in diagnosis for continuous
and discrete-event systems. In the second part, the st#te aft is mainly focused on hybrid system
diagnosis.

Chapter 3: Methodology to diagnose in hybrid systems

A design methodology and implementation architecture fagosers in the framework of hybrid sys-
tems is proposed. The desigh methodology is based on th@hadtomaton model that represents the
system behavior by means of the interaction of continuomsdhics and discrete events. The architec-
ture is composed of modules which carry out mode recognéiuth diagnostic tasks interacting each
other, since the diagnosis module adapts accordingly taulent hybrid system mode. Both tasks in-
teract each other since the diagnosis module adapts angbyrth the current mode of the hybrid system.
The mode recognition task involves detecting and idemtgya mode change by determining the set of
residuals that are consistent with the current hybrid systedde.

The discernibility is the main property used in hybrid sys$e Through the concept of discernibility
it is possible to predict whether modes changes (faulty aminal) in the hybrid model can be detected
and isolated properly. This concept can be applied in pragtivaluating a set of mathematical properties
derived from residual expressions, which can be inputtutpdels or parity space equations. General
properties are derived to evaluate the discernibility lsefmvmodes in the hybrid automaton model.
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Related Publications

J. VENTO AND V. PUIG AND R. SARRATE. Fault Detection and Isolation of Hybrid System using
Diagnosers that combine Discrete and Continuous Dynan@iosiference on Control and Fault
Tolerant SysterNice (France), 2010.

J. VENTO AND V. PUIG AND R. SARRATE. A Methodology for building a Fault Diagnoser for Hybrid
Systems9th European Workshop on Advance Control and Diagn@islapest (Hungry) , 2011.

Chapter 4: Incremental methodology to hybrid systems diagosis

A methodology to track the system mode and diagnose a hymstds without building a full diagnoser
offline is presented. The methodology is supported by a Hy@mtomaton model that represents the
hybrid system continuous and discrete behavioral dynanfdagnosis is performed by understanding
the events and measurements issued by the physical systtiyddn the hybrid automaton model. This
interpretation leads to incrementally build the usefultpaif the diagnoser, developing only the traces
that are needed to explain the occurrence of the incomingtgevahe resulting diagnoser adapts to the
system operational life and is much less demanding in tefmeemory storage.

Related Publications

J. VENTO AND V. PUIG AND R. SARRATE AND L. TRAVE-MASSUYES. Hybrid automaton incre-
mental construction for online diagnosighe International Workshop on Principles of Diagngsis
Jerusalem (lIsrael), 2013 (Poster).

Chapter 5: Application case study

This chapter introduces the modeling principles for sevedwnrks by following avirtual tank approach.
Indeed, a network can be considered as a set of interconttaates, which are represented by a first order
model relating inflows and outflows with the tank volume. Besi the corresponding hybrid automaton
model can be obtained based on the automata compositiore tBadtructure and operation modes of
sewer networks are introduced, a validation of the increaiérybrid system diagnosis is presented. The
main advantages and disadvantages of the incremental amithcr@mental methodologies are analyzed
in the application case study.

J. VENTO AND L. TRAVE-MASSUYES AND V. PUIG AND R. SARRATE. An incremental diagnoser
automaton for hybrid systems enhanced by discernabilapgnties. Submitted tiEEE Transac-
tions on Systems, Man and Cybernetidsarch (2014)
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Chapter 6: Extensions to the fault diagnosis methodologie®r hybrid systems

The methodology to detect and isolate faults developedéxipus chapters can be improved consider-
ing some aspects neglected so far as robustness and noitifiseare always present in a system and
assuming fault models are known.

Regarding uncertainty, a method for hybrid system diagnasing a parity space approach that con-
siders model uncertainty is proposed. The methodologystake account the parameter uncertainty
using a passive robust strategy. An adaptive thresholde&idual evaluation is generated and the parity
space approach is used to design a set of residuals for eadr mo

In the second case, the design methodology is based on thiel lyltomata model that represents
the system behavior, in which each mode relates to a set opaoemts. The architecture includes a
set of modules which achieve mode recognition and diagrnasks both based on residuals generated
by structural analysis. Diagnosis involves detecting aothiing faults by interlinking the components
underlying the inconsistencies reported by the residf@llewing the DX approach. The logic applied
to detect and isolate faults allows to make hypothesis diggmultiple fault occurrence and to detect
non-modeled faults using a component oriented fault disigreppproach.

Related Publications

J. VENTO AND V. PUIG AND R. SARRATE. Parity Space Hybrid System Diagnosis under Model Un-
certainty.20th Mediterranean Conference on Control and AutomatioE[] Barcelona (Spain),
2012.

J. VENTO AND V. PUIG AND R. SARRATE AND L. TRAVE-MASSUYES. Fault Detection and Iso-
lation of Hybrid Systems using Diagnosers that Reason onpgoments. 8th IFAC Symposium
Safeprocesdvexic (City, Mexic) , 2012.

J. VENTO AND J. BLESA JAND V. PUIG V. AND R. SARRATE.. Set Membership Parity Space Hybrid
System Diagnosis. Submitted limternational Journal of Systems Scienbéarch (2014)

Chapter 7: Conclusions

This chapter summarizes the contributions made in thisglesl discusses the ways for future research
directions.



CHAPTER 2

BACKGROUND ON HYBRID SYSTEMS
DIAGNOSIS

2.1 Review of background theory

Two different communities (FDI community in the Automatio@rol and Statistics area and DX com-
munity in the Artificial Intelligence area) have developkdit own methodologies for model-based fault
diagnosis, one independently of the other.

The FDI community has its roots in the classical theory oteays and automatic control, which
develops control and statistic decision theories for mddeled diagnosis using analytic models and
linear algebra [Chow and Willsky, 1984, Staroswiecki ananBzi-Varga, 2001].

On the other hand, the DX community has its roots in consistérased diagnosis [Reither, 1987]
that uses symbolic and qualitative models with logic forgtiasis tasks. In fact, some equivalences
between both approaches have been demonstrated [Biswia2€04].

One of the principal differences among model-based didgrgpproaches is the type of model used
to detect and isolate possible faults. Hence, it influenbesdiagnosis techniques and the diagnostic
precision. The system model depends on the nature of themsysthavior:

1. Discrete-event system$he system behavior is represented by a set of events. heamodeled
by logic formulas or finite states machines. Moreover, disjgschemes are based on analyzing
observed event sequence [Cassandras and Lafortune, 208pas et al., 1995].

2. Continuous systemsThe type of models used to describe the process are diffaken differ-
ence equations depending on whether the model is describedrdinuous or in discrete-time.
These equations are derived from the analysis of the pHylsies governing the continuous
variable behaviors. Then, quantitative and/or qualieativethods for diagnosis can be applied
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[Gertler, 1997, Patton and Chen, 1997, Isserman, 1997].

3. Hybrid systemsHybrid systems combine both continuous and discrete elygr@amics. In classi-
cal FDI methods, diagnosis is performed separately on thééremus dynamics and on the discrete
event dynamics. For this reason, these techniques negketiteraction between both dynamics,
resulting in poor diagnosability. Therefore, model-badedjnosis methods can be combined if
the system is represented by a hybrid model

Complex systems are subject to faults that can appear in lany gomponent, sensor or actuator
(see Fig. 2.1). Two type of faults are considerstiuctural faultsandnon-structural faults Structural
faultsrefer to faults that can be represented by a dynamical mbu€lg. 2.1, a fault in a component is
denoted byf,,. Examples of these faults include a valve or a switch in aksposition.

Non-structural faultgefer to faults that alter parameter values without chaggire structure of the
model. Additive faults like those concerning sensors artdaors are typical non-structural faults. In
Fig. 2.1, these faults are denoted fas(input sensor fault)f, (output sensor fault) and, (actuator
fault), respectively.

fa € Fus
fm; € Fs
ACTUATORS |—  REAL
SYSTEM
INPUT OUTPUT fy € Fus
SENSORS SENSORS [
fu € Fus
u(k) y(k)
CONTROLLER

Figure 2.1: Fault classification scheme

2.2 Model-based diagnosis based on continuous variable meld

Model-based diagnosis in FDI relies on comparing the eséichbehavior of the system obtained from a
non-faulty model with the real behavior available throughsor measurements [Puig et al., 2004]. FDI
embeds three separate tasks:

e Fault detection deals with the generation of a residual

r(k) =y(k) —y(k) (2.1)
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as a means to compare real and predicted output using ang af/#ilable model based methods
(observers, parity equation, among others) such that imlisence of the fault((k) = 0 and it
deviates from zero when there is a fault. Once the residuablean generated, it is evaluated
against a threshold to detect the fault presence

, 0 if [r7(k)] <77 (nofault)
gy —q O TrmlsT @2)
1 if |r7 (k)| > 77 (fault)
wherej € {1,--- ,n,}, 77 is the threshold associated to the residdék) generating the observed

fault signatured (k) = [¢' (k),--- , " (k)]

e Fault isolation compares the observed fault signature whightheoretical fault signature, that
records the effect of the considered set of faults in eaciduak to identify which is the fault
that could have lead to the activation of a subset of them.

e Fault estimation consists in determining the fault magtétand historic evolution through the
sensitivityconcept.

Fig. 2.2 illustrates the conceptual scheme for diagnosis.

fa € Fus

l fm, € Fs
SYSTEM

FAULT
DETECTION
FAULT

1

1

1

1

1 ESTIMATION |
FAULT .
1

1

1

ISOLATION

Figure 2.2: FDI scheme for continuous systems

FDI MODULE

2.2.1 Residuals generation methods

Consider the linear system represented by the state spated maliscrete-time:
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wherex(k), u(k) andy(k) are the continuous state, input and output vector with dsieersn,, n,, and
n, respectivelyA € R"=*"=, B € R"=*"«, C € R™*"=, D € R™*"«, F, andF, are the fault
distribution matrix.

The predicted output, using the parity space approach K8lahal., 2006], corresponding to time
instantsl, - - - | p in matrix form is represented by:

Y (k) = Ox(k — p) + Tu ,U(k) + Ty ,F(k) (2.5)

_ T _ _
whereY (k) = [ y(k—p) ylk—p+1) --- y(k) | andU(k)andF(k) are similar vectors, ang
is the parity space order. The parity space matrices ar@ giye

C D 0
CA CB
0= Tup =
CA® CA”~'B .- CB D
Fy 0o --- 0 0
CF. Fy, -+ 0 0
Tio=
CA*™'F, .-+ CF, F,

The computational form of the residual is given by:

r(k) = WY (k) — WT,_,U(k) (2.6)

whereW is an, x (p + 1)n, matrix such thawO = 0 in order to to eliminate the dependencexgh).

For input-output models, the predicted output can be espresinder the following general form
[Meseguer et al., 2010a]:

(k) = G(p~")u(k) + H(p~ ")y (k) (2.7)
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wherep~! denotes the delay operator, aBcandH are designed to satisfy the condition:

G )=(1—-HpE " HM@E) (2.8)

The input-output model can represent a predictor, an obsena simulator.

2.3 Model-based diagnosis techniques based on discreteent/sys-

tems

2.3.1 System model

The system is composed by a set of components, denotédly P, connected according to the struc-
ture of the system. The discrete-event behavior of a compdaeepresented by an automaton. An
automaton is a device capable of representing a languagdhwdpresents system states and transitions
between them triggered by events [Cassandras and Lafo20608] .

Formally, a deterministic automaton is definedad =< O, X1, T, g, >, Where:

O is the set of discrete states. A discrete state can repraseaminal or faulty state of a

component.

dmo Is the initial state.

> am IS the set of events associated to the component automatizh whn be unobservable or
observable.

Tam 1 QmxEam — Quq isthe transition function7y (ga; , o) = ga,; Means there is a transition
labeled by event from stateg, to statega; .

The behavior of a discrete-event system is described byiraysif events (called trajectoryk =
s182--- s, Wheres; € Y andj € N'*. The set of all possible trajectories forms a prefix-closed
language over the alphab®f,(, denoted byL.(DA). L(DA) is a subset oE’ ;, where¥’, ; denotes the
set of all finite strings of elements af\, included the empty settermed the Kleene-closure &fy,
[Ramadge and Wonham, 1989].

Through the system component representation using avdomainy operations can be performed.
One of the common composition operations on automata is dhalel composition, which allows to
express the interaction between system components.

Given two automat@ A; and D A, the parallel composition is formally defined as:
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DAL||DAs = Ac(Qpm, X Qay, Bty U By, Tijj2s (M 05 GMag)

(Ti(qr,0m), T2(q2,0Mm)) i oaq € Ti(qr) NT2(g2)
(Ti(q1,0Mm); q2) if opm € Ti(q)\Em,
(a1, T2(q2,0Mm)) if o € Ta(g2)\Em,

undefined otherwise

Ti2((q1-q2),0Mm) = (2.9)

Parallel composition uses the active event function defineBp, : Q¢ — 2%, It contains the
set of all possible eventsy, € X such thatTy(gam, 00 is defined. The event set of each compo-
nent includes private events that pertain to its own intelpbeiavior. These events can be observable,
unobservable or faulty events. Faulty events represanttstial fault occurrences.

Another common operation is computing the successorssstdta given automaton state. This
operations is very useful to build the global system modelanperform diagnosis as explained later.
State successors are denotedtycs(q;) = {q; € Qam : o € g Taalam,, 0) = g, }-

Other ways to model a discrete-event system is using Pdtkionks [Zhao et al., 2005] and Semi-
Markov models [Dong and He, 2006] among others.

2.3.2 Discrete-event diagnosis

Discrete-event system diagnosis consists in detectingsafetting fault events, based on the observation
of observable events and the building oflimagnoser[Sampath et al., 1995]. The diagnoser performs
diagnostics using online observations of the system behgvis also used to state and verify offline the
necessary and sufficient conditions for diagnosabilityu&tiral and non-structural faults are handled
by discrete-event systems as unobservable events in tte@sysodel that they are detected through the
identified observable events.

A diagnoser is the finite state machibe=< Qp,¥p, Tp,qp, >, where:

e qp, = {qm,, 0} is the initial state of the diagnoser, which is assumed thiaesponds to a nominal
system state.

e Op is a set of the diagnoser states. An elemept € Qp is a set of the formyp =
{(¢1,01), (g2, 12), - - (qn,1n)}, Whereq; € Oun andl; € Ar, whereAyx, defines the power
set of fault labelsAz = Ar, U Az, with Azx, = {f1,---, f,}, andAx,, = {fi,---, fi}
respectively;y + p is the total number of faults in the system and. € ZT. In A, () represents
nominal behavior,

e Xp =Y, IS aset of all observable eventsiind,

Tp : Op X ¥p — Qp is a partial transition function of the diagnoser.
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The transition function is given by:

TD(QD,U) = U {7:“(% S),LP(q,l,S)}

(¢,1) €qp
ENS LU(DAan)

whereL,(DA,q) = {s € L(DA,q) : s = uo,u € ¥},,,.0 € ¥xam,} denoting the set of all strings
that originates from state and ends at the first observable event, & A, q) = {s € L,(DA,q) :
sy = o} denotes those strings ib,(DA, ¢) that end at the particular observable eventwith s
denoting the final event of a string 7.. is the recursive application Gfy, along strings, i.e. considering
s =01.09.+ ,0n0 thenT.(q,8) = Tam(Tam (.. Tm(Tam(g, 01),02)...),00),0).

The label propagation function is defined &2 : O, x Ax X%, — AwhereQ , = {go}U{q €
O, 3(q,0) € Qi X Spmy : T(q',0) = q}. LP propagates the labélover s, starting fromg and
following the dynamicD 4, i.e., according td.(D A, q)

0 if | =0 andvi, f; ¢ s

LP(qJ,S) = { {fz'fz c l} U {f1|f1 c s} otherwise

Example 2.1. Consider the control gate model described by fhé in Fig. 2.3. Observable events are
openvalve, closevalve and structural faulty events are faipen and failiclose. These faulty events are
related to state events studpen and stucklose in the automaton. Then, the propagation algorithm
provides two versions for the diagnoser as is shown in Fig.a2d Fig. 2.5.

Fig. 2.4 represents a diagnoser without silent closure &nd25 represents a diagnoser with silent
closure. The difference between both diagnoser versionsecos the way the propagation algorithm
is executed. In the first case, a state contains a set of di&ggnandidates, each candidate, €
O contained ingp, asserts that the system may be in stgte and the set of faultss may have
happened before reaching stajg, after a given sequence of observations. Sjate is the target state
of a transition associated to the last observation of theescp. In the second case, the diagnoser is
extended to also perform prediction on the silent part ostrstem after state,,,. Thus, the diagnoser
states also contain the set of possible states and fauttsahaccur after the last observable occurrence
[Pencolé, 2012]. The silent part means all these statésdmebe reached through unobservable events.

Notice that in Figs. 2.4 and 2.5, the diagnosers differ inititeal state. The diagnoser in Fig. 2.5
shows all possible states, including faulty states. Renetthe diagnoser with silent closure propagates
those branches in the system model that end up with an unalideevent.

The choice of one diagnoser or other depends on the systemmiafion the operator wishes to
include. One criterion might be the degree of uncertainthésystem. In some cases the initial state of
the system is unknown, hence, the diagnoser with silentiocdois more appropriate. Some of the faults
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fail_close

Figure 2.3: Control valve model

in the system can be non-detectable, therefore, the kngeletiwhich faults belong to this subset can be
of interest. In general terms, the diagnoser without siddogure includes a prediction of possible future
states. On the contrary, the one with silent closure is onlgstimation based on the past.
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opened valve{ }

Close_valve

closed valve,{}

stuck open.{ fail_open }>close valve open_valve

stuck close{ fail_close ]

open_valve\close_valve

opened valve{}

stuck open,{ fail_open }>0pen valve

stuck close,{ fail_close ]

State Number= 3
Transition Number= 6

Figure 2.4: Diagnoser without silent closure
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opened valve{}
stuck open,{ fail_open } en valve
stuck close{ fail_close } pen_

close_valvgopen_valve

closed valve,{}
stuck open,{ fail_open }

. lose_valve
stuck close,{ fail_close } -

State Number= 2
Transition Number= 4

Figure 2.5: Diagnoser with silent closure
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2.4 Hybrid system diagnosis

2.4.1 Hybrid automaton model

Hybrid automaton is a modeling formalism for hybrid systethret results from an extension of finite-
state machines by associating with each discrete statetagons-state model. Conditions on the con-
tinuous evolution of the system invoke discrete state itians.

A hybrid automaton is a dynamical system that describesvbleigon in time of the values of a set
of discrete and continuous state variables [Lygeros e2@03]:

Definition 2.1. An hybrid automaton i¢f A is a collectionH A =< O, X, f, Init, D, E, G, R >, where

Q is a set of discrete states.

X is a set of continuous states.

o f(-,-): @ x X — R"is avector field.

Init C Q x X is a set of initial states.

Dom(-) : @ — P(X) is a domain.
e F C Q x Qisasetof edges.
e G(-): E — P(X)is aguard condition.

e R(-,-): Ex X — P(X)is areset map

A hybrid automaton models real behavior of the system thinauget of operation modes and a set
of transitions between modes which trigger upon discred@evor based on continuous state conditions.
Continuous dynamics within each mode are described by & sdgebraic differential equations which
constrain continuous state, input and output variablgsutiand output variables are measured.

The hybrid diagnosis approaches based on the hybrid auonjetofbaur and Williams, 2004,
Benazera and Travé-Massuyes, 2009, Mezyani, 2007, \érao, 2011, Bayoudh et al., 2008] adapts
the hybrid automaton introduced in Definition 2.1, takintpiaccount discrete events and fault events
in the model. Events may be observable or unobservable.djebservable events may represent com-
mands issued by the controller or changes in state varieddesded by sensors (i.e. when a state variable
crosses a threshold). Unobservable events may represdtrgants or other events that cause changes
in the system state not directly recorded by sensors.
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2.4.2 Hybrid systems diagnosis approaches

Hybrid system diagnosis is an extension of the classicatcgmhes developed for fault detection and
isolation based on models. Its interest has increased ilashgears since the majority of real complex
systems are online controlled and supervised by means afratic computer-based control systems.

The behavior of those systems is composed of continuous gyaramics described by continuous
state variables and a supervisory controller that geneittiator signals at discrete time instants to
change regulator set points or the plant configuration. dfioee, the system behavior changes according
to the operation mode. Model-based online diagnosis regujuick and robust reconfiguration precess
when a mode change occurs, as well as the ability to keep timnabbehavior of the system on track
during transient states [Bregon et al., 2012].

In the FDI approach, diagnosis is based on a hybrid autormatatel [Hofbaur and Williams, 2004]
to track the system mode, such is the case of multiple modetifiy methods [Georges et al., 2011,
Blom and Bar-Shalom, 1988] and patrticle filtering methode Fdeitas, 2002], where hybrid au-
tomaton models have long been restricted to hybrid estimatschemes exemplified in
[Hofbaur and Williams, 2004, Benazera and Travé-Massp2@09]. Only later, hybrid diagnosis ap-
proaches combined the discrete part of the hybrid model pattity-space residuals [Mezyani, 2007,
Vento et al., 2011, Bayoudh et al., 2008]. The method preskintthese works tends towards the build-
ing of a finite state machine called diagnoser[Sampath et al., 1995], which is built offline from
the hybrid model, and residuals are generated for each moéemained in [Vento et al., 2011] and
[Bayoudh et al., 2008].

The general architecture in hybrid system diagnosis istilited in Fig. 2.6. Two stages are consid-
ered. In the first stage, the diagnosis system is designedeoffased on the hybrid model. The second
stage involves the implementation of the diagnosis systased on the online evaluation of the set of
residuals. Diagnosis consists of tracking the system madedatecting and isolating possible faults.
The tasks of these modules are based on the residuals aretgsobservable discrete-event occurrence.

In [Cocquempot et al., 2004], a hybrid automaton model casirgy only nominal operation modes
is proposed. The system mode is recognized by checkingstensy of the whole set of ARRs generated
considering all system modes. The set of ARRs that are densiwith the hybrid system current mode
allows to identify it.

The concept ofon-discernibilityis introduced for first time in this work. Necessary and sidfit
conditions are provided for the parity space approach ite space representation, guaranteeing the
correct mode tracking provided that all system modes aretisble between them. Fault detection and
isolation is based on identifying inconsistencies betwhenmeasured and estimated system behavior by
means of the (ARRs) and the current operation mode.

Later, in [Bayoudh et al., 2008], hybrid automaton includeninal and faulty modes. The type
of faults considered arstructural faults Besides, every operating mode is indeed characterized by a
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Figure 2.6: General scheme for hybrid system diagnosis

mode signhature Signatures are abstracted in terms of discrete eventfyitypicontinuous dynamics.
Non-discernibilityis based on thenode signatureoncept. Amode signaturas built taking into ac-
count the whole set of ARRs generated considering all systeales using the parity space approach.
Then, a discrete-event automaton calkethavior automatois generated, allowing to build a hybrid
diagnoser that takes as inputs all observable events amsdbiiiit applying the theory presented in
[Sampath et al., 1995] for discrete-event systems.

An extension of both methodologies is then proposed in [emtl., 2010], considering in the hybrid
automaton model only nominal operation modes and the tngakiode through ARRs generated using
input-output models. In théehavior automatomuilding processnon-structural faultsare included
as faulty modes, such that each one is associated witula signaturederived from thesensitivity
conceptNon-discernibilityconditions are derived from input-output models and anvedence between
the parity space conditions is proved.

On the other hand, in the DX approach, some authors have gedmiternative ways to diagnosing
hybrid systems as the hybrid bond graph formalism [Naraaimdnd Biswas, 2007, Daigle, 2008]. Un-
like hybrid automata models, pre-enumeration of all systeodes, is avoided by generating models at
runtime as mode switches occur. Hybrid bond graphs (HBGsyalomain-independent topological-
modeling language that capture energy-based interacimasg the processes that make up a physical
system in a graphic form. Then, an observer is used to trastesybehavior and provide a nominal
reference for diagnosis. The diagnosis algorithms aredbasehe TRANSCENaNdHYBRID TRAN-
SCENDmethodologies to check consistency between measurenmahtsoainal behavior. The hybrid
bond graph is built manually through a interface taking imtoount the global model.

A comparison among the main approaches is shown in TablevRdre, advantages and limitations
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Approach (Authors) FDI a) [Mezyani, 2007,| FDI b) | DX [Daigle, 2008]
Cocquempot et al., 2004] | [Bayoudh et al., 2008]
Non-structural (Additives)| Structural Structural (parametric andg
. Type of fault "
Hypothesis discrete)
Discrete faults
Models Linear and continuous Linear and discrete Linear
Uncertainty Not
Noise Not [ Not Yes
Disturbances Not | Not Yes
Delays Itis not taken into account Yes
Multiples faults Not [ Not Yes

ominal mode change and fault do not occur at the same time
Assume known initial state

Mode change Residual test consistence| Residual test consistence Analysis in the transient
Mode tracking and observable discrete response of residuals
events
Identification Set of residuals consisterit Mode signature Set of residuals consister|t
with the current mode with the current mode
Fault detection Residual test inconsistenck Residual test consistence| Changes in the transient
- f residuals
Faylt detection - - - response o .
nd isolation Isolation Fault signature Signature of the faulty] Analysis of the local diag-
mode nosers containing fault in4
formation

Table 2.1: Comparison between the proposed approaches

of the methods are provided. The methods are compared baskd bypothesis made in each approach
such as the type of faults treated, the continuous dynana@ssription, whether diagnosis takes into
account uncertainty, noise and disturbances among otfiées second part of the table describes how
online diagnosis is carried out. The techniques to detetismtate possible faults and to track the system
mode are briefly enumerated.

Other approaches to hybrid system diagnosis are basédixad Logic DynamicgMLD) models
[Mignone, 2002, Heemels et al., 2001]. The evolution of anDMiodel is governed by linear dynamic
equations subject to linear mixed integer inequalities, inequalities involving both continuous and
binary variables. Binary variables represent the disevateed components and they are introduced
according to logical inference techniques used in oparatiesearch. The main idea of this method is
fault estimation based on an optimization problem MIQP, rgtike fault effect on the system is modeled
as logic propositions and then converted into mixed intéuggualities.

Another approache that can be cited in the hybrid systemndig concerns Petri nets
[Zhao et al., 2005]. The Petri net has two main functionsedtirtg faults based on the deviations be-
tween observed sensor events and their expected valuesandipg prior probabilities to the mode es-
timation algorithm. When a fault occurs, the deviation fritra Petri net simulation triggers the decision-
tree diagnoser. This task is analogous to residual gepariatiobserver-based diagnosis schemes.
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METHODOLOGY FOR HYBRID SYSTEM
DIAGNOSIS

3.1 Principles of the methodology

The architecture to detect and isolate faults in hybridesyistin Fig. 3.1 is an adaptation of the general
scheme presented previously in Fig. 2.6. There is a needlada in the classic FDI conceptual block,
a model that using system inputs and outputs allows to rézeghe system mode and to adapt online
the FDI module.

Hybrid diagnosis is based on the hybrid automaton framewangarticular, FDI algorithms take into
account which is the current operation magef the hybrid system to adapt the model used to generate
the predicted output. Two separate stages are considerkydad systems diagnosis: offline and online
processes.

In the offline process, the hybrid automaton model is builbtigh the component parallel composi-
tion and the generation of a set of equations which dependsebaperation mode. Residuals for each
mode are generated and an exploration of the feasible hglitwmaton traces is carried out to study
mode discernibility. Therefore, discernibility study aplolservable events of the system allow to build a
behavior automatonX), where diagnosability of the hybrid system is completagtained inB. This
information is used to predict which mode changes can bectbeteand isolated. Hence, a diagnoser
is built from B applying propagation algorithms described for discrefeaésystems to perform online
diagnosis.

On the other hand, in the online process, the tasks are damieby the three blocks highlighted in
blue in Fig. 3.1.Mode recognitiorandfault diagnosisblocks deal with possible changes in the system
operation mode based on consistency indicators and olidegent occurrences. Both blocks cooperate
together. Thaliagnoser decisiomlock gives a final diagnostic according to information pded by
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Figure 3.1: Conceptual block diagram for the hybrid diagmogethodology

mode recognitiomndfault diagnosislocks.

The current diagnoser stafgs ) contains information on all modes the system is possiblyatpey
in. If more than one mode is containeddp, those modes are non discernible. A mode chandé.h
implies a nominal, structural faulty or non-structurallfgumode change. In the online diagnosis, a set
of events are identified describing a feasible trajectotphefphysical system.

Discernibility property has been used to predict if a mode change can betetbt@ed identified
when the operation mode is described by a dynamic model [iityet al., 2008, Meseguer et al., 2010b,
Cocquempot et al., 2004]. In the case of non-structurakgauliscernibility properties are related to
detectabilityandisolability based on the fault signature matrix [Meseguer et al., 201} abstract
concept of discernibility is defined which includes all theerties in a unique and general form to
predict whether a mode change has occurred according toatineenof the mode (indicating properly
when a fault is present).

Systematically, the steps followed to design a methodologhybrid systems is shown in Fig. 3.2.

In online diagnosis, the following assumptions are made:
Assumption 3.1. Two modes changes do not occur at the same time.

Assumption 3.2. The residual dynamics have time to stabilize between twsemiive mode switchings.

Assumption 3.2 implies that transitions between modeslghmrislower than the residual dynamics
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Figure 3.2: Design methodology steps.

generator. This concerns the dwell time requirement, e tlapsed to reach the steady state in a
stable way needed by the continuous dynamics of the operatades before other transitions occur.
Otherwise, the transition might not be correctly detected.

Assumption 3.3. After a mode change occurrence, all the residuals sensitiihis change must be
activated at some time and persist during the whole modegehaolation process.

Assumption 3.4. No mode change will not occur after a non-structural faulsteeen occurred.

Once a non-structural fault has been detected, the onlagndsis process stops since it is assumed
that the system does not further evolve. Whenever a nogtatal fault occurs the set of residuals and
models must be adapted to appropriately perform diagnbsihe case of a structural fault occurrence,
the diagnosis tasks can continue even if the system is nairesp

3.2 Hybrid modeling

An hybrid system is a system that combines continuous dycemith discrete-event dynamics. In
general terms, continuous dynamics are described by a sbtfefence or differential equations, and
discrete-event dynamics are described by an automaton.

The behavior of a component; ¢ COM P in a modeg; is governed by a linear affine equation
(algebraic or differential), which is parametrized witretmode. Examples of these components are
sensors, actuators, control gates, switches, valvess @am#f many others that depend on the system
nature. More examples are given in [Mezyani, 2007].
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The methodology proposed for hybrid system diagnosisgeiethe hybrid automaton model. As-
sume that the model of the hybrid system to be diagnosedésided by the following hybrid automaton:

HA=< Q, X, UV, F,G.H,=, T > (3.1)

where:

Q is a set of modes. Eaeh € Q with |Q| = n, represents a nominal operation, structural faulty
mode or non-structural faulty mode of the system@e= O U Qr, U QF, ..

qo € Q is the initial mode.

X C R™= defines the continuous state spadg:) € X is the discrete-time state vector angthe
initial state vector.

U C R™ defines the continuous input spacék) € U is the discrete-time input vector.
Y C R™ defines the continuous output spagék) € ) is the discrete-time output vector.

F is the set of faults that can be partitioned into structunalmon-structural fault§ = F, U F,,;.
Every faulty modey; € Qr, or ¢; € Qr,. has a corresponding fauft € F; or f; € F,s as
well as a corresponding fault event defined in theXgt The mode associated with structural
faults have a dynamic model specifying their continuousaber, whereas those associated with
non-structural faults have not.

G defines a set of discrete-time state affine functions for eamtheg; € O U O £,:
X(k +1) = Aix(k) + Biu(k) + Fuifns (k) + Esy (3:2)

whereA; € R"=*"= B, € R" X"« andE,; € R"=*! are the state matrices in mogeg f,.s(k)
is a vector representing non-structural faults vith being the fault distribution matrix. The case
f.s(k) = 0 corresponds to a nominal or structural fault behavior.

‘H defines a set of discrete-time output affine functions foheaodeg; € O U O x.:
y(k) = Cix(k) + D;u(k) + Fy fs(k) + Ey, (3.3)

whereC; € R"v*"=, D; € R"v*"« andE,, € R™ <! are the output matrices in modgandF,
is the fault distribution matrix.

e ¥ =X, UX.UXx is the set of events. Spontaneous mode switching ev&q)s ihput events

(X.) and fault events¥r = X, U X £, ) are consideredx can be partitioned int&, U X,

1The dynamics of the system under a non-structural faultsseraed unknown. These faults are captured just by the madific
tion of the system dynamics they imply. They are modeled loyord,, ;.



3.2 : Hybrid modeling 25

whereY, represents the set of observable eventapdepresents the set of unobservable events.
E.7: c Euoa Ec c Eo andzs c ZuoU c Zo .

e 7 :Q x ¥ — Qisthe transition function. The transition from mogieto modeg; labeled with

an eventr € ¥ is denoted byl (¢;, o) = ¢; or by 7;; when the event is of no interest.

Alternatively, the model given by equations (3.3) and (2&h be expressed in input-output form
using thep-operator (or delay operator) considering zero initialditians, as follows

y(k) =Mi(p~Hu(k) + Xi(g~")fns(k) + Emi(p™) (3.4)
where:
M;(p~') = Ci(pl —A;))"'Bi+D; (3.5)
Ti(p_l) = Ci(pl - Ai)_lei + Fyi (3.6)
Enip™) = (Cilol —A) B+ Ey) T (3.7)

whereM, (p~1) represents the system input-output transfer funcsip—!) is the non-structural fault
transfer function ané,,,;(p~!) is associated with ternis, andg,, in the state space model.

Table 3.1 summarizes when the transition functiof/id is possibly defined. The symb®}’ indi-
cates that the transition between the corresponding twemischot possible. Notice that transitions be-
tween nominal modes are possible in any sense, transitiomsstructural faulty modes to non-structural
faulty modes are possible, transitions from faulty modesaminal modes are not possible neither tran-
sitions leading from non-structural faulty modes.

Destination modes
On (k) Or.(k) | QF,.(k)

On(k) | Bs(k)UXc(k) | Xx, (k) | XF,.(k)
Source modes Q. (k) - - Y5, (k)
Qr,.(k) - . -

Table 3.1: Transition function defined for ti2A

Another aspect to consider is that the composition of corapbautomata is done for operation
modes that belong t@ (k) U Q £, (k), whose dynamical behavior is described by equations (3.3)-
Non-structural faulty modes are added a posteriori to theltieg hybrid automaton. Thus, the number of

2t is assumed that there is only one transition from a givedeng to a given modey;.
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non-structural modes associated with each mod2yrik) U Q =, (k) equals tdF,,s|. This model results
from an adaptation of [Lygeros et al., 2003] [Bayoudh et2008, Bayoudh and Travé-Massuyes, 2012]
[Vento et al., 2010].

Remark3.1. Structural fault effects are represented through stratthranges in state space matrices
A;, B;, E;;,.Ci, D; Ey, inEgs. (3.2)-(3.3).

Remark3.2. Non-structural fault effects are represented as addigires through matrices, andF, in
Egs. (3.2)-(3.3). Moreovef(k) is considered an additive signal.

3.3 Consistency indicators for hybrid systems

In the hybrid system framework, diagnosis is achieved botimfreported observable everis and
continuous measurementg(k), u(k)). Referring to the later, we adopt the common view of model-
based diagnosis [Blanke et al., 2006] and generate resiflaiabach mode associated with a dynamic
model. These residuals are used to obtain consistencyatodsc

Consider a mode; € O U Qx, with a dynamic model of the form described by equations ¢3.2)
(3.3), then the set of residuals is given by:

ri(k) =y(k) — Gi(p~")u(k) —Hi(p~")y(k) —Es(p™") (3.8)

whereG;(p~1), H;(p~!) andE;(p~!) represent the input-output dynamic model for magle These
transfer functions can be calculated using observers [Meseet al., 2010b], for instance. Alternatively,
the parity space approach can be also used [Chow and Will88d]. In fact, the equivalence between
the two approaches has been proved under certain condibamg et al., 2008]. The observer model is
given by:

ip™!) = Ci(pl —As) 'Bi+D; (3.9)
Hi(p_l) = Cz(pl - Aoi)_lﬁoi (310)
i(p_l) = (Ci(pl - AOi)_lEzi + Eyi) p%l (3.11)

whereA,; = A; — L,,;C; andL,,; is the observer gain.

If £,; =0— A,; = A, is a simulator, where:
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i(p™") = Ci(gl —A;)"'B;+D;
HZ(p_l) =0
O SO ) _AN-1 P p
1(p ) = Cz(ql Az) Ez; _1+p 1Eyi
If £,;(C;)=A; — Af) = Ois a predictor, where:
i(p™") = Ci(pl)”'B; +D;
0™ = Ci(pl)"'Lo;
i) = Cilpl) B+ L

p-1 p-1"

Once the residuals have been generated, they are evalutt¢dermeasurements against a threshold,
providing one consistency indicator of the following form:

0 if [ri(k)| < 7!
1 if [rl(k)| > 7
wherel € {1,---,n,,}, n,, is the number of residuals for modeandr! is the threshold associated

with residual- (k). Consistency indicators are then gathered in a vebfdk) = [¢ (k),--- , ¢, (k)].

Summarizing, a consistency indicator vecioj(k) is built from the binarised residual expression given
by (3.12) of mode evaluated with the measurements consistent with mjode

To detect and isolate non-structural faults, a theoreféadt signature matrix in modg is generated
using the concept of fault sensitivity, which is determifbgdhe expression:

Ai(p™h) = (I =Hp ))Yi(p™) (3.13)

whereY;(p~—!) is described by equation (3.6). In particular, given thetfsensitivity of the;j'” residual
with respect to thé*” non-structural fault denoted as (j,1) (i.e, the elementj, 1) of the sensitivity
matrix A;(p~1)), the element;, [) of FS; is determined as follows:

1 if Ai(j,1) #0

0 if Ai(j,1)=0 (3-14)

FSi(5,1) {
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i.e., if the j** residual in modey; depends on th&" fault, it is coded as a 1 otherwise as a 0. For
completeness one more column with zero signature is adgedsenting the non-structural fault free
case. Iff; is thel®" non-structural fault, the theoretical fault signaturefef denoted a§S{j, is then
given byFS; (e, ).

3.4 Discernibility properties

Discernibility of two modes assesses whether these modesealistinguished based on continuous
measurements. This property is key for hybrid system moaleking. In this section, we analyze
discernibility for the general situation in which modes ntay/ nominal or faulty, structurally or non
structurally. Starting with the definition proposed by [Qaempot et al., 2004], we derive operational
conditions based on the continuous dynamic models of theemodon the deviations that they imply on
the continuous dynamics of the hybrid system.

Definition 3.1. Two modesg; and g; are discernible iff there exists at least a couple of signals
(u(k),y(k)) consistent with mode; that are not consistent with mogeand viceversa.

From the properties of residuals, we have the followingltesu
Proposition 3.4.1. Two modes;; and ¢; are non discernible iff the consistency indicators of the tw

modes satisf; (k) = 0 and®, (k) = 0 for any (u(k), y(k)) and any time instant.

We define the following function:

fdisc : Q X Q — {0, 1} (315)

where 1 means that the modes are discernible and 0 that theparThe discernibility function evalua-
tion depends on the class of modes considerdd.ih Three possible cases will be analyzed further on.
Discernibility can be defined as follows:

Definition 3.2. Two modesy;, ¢; are non-discernible if and only jf;;s.(¢;, ¢;) = 0.

The following definitions are related to discernibility.

Definition 3.3. A mode change from modg to modeg; in H A, is detectable at time instahtif both
modes are discernible according to function (3.15).

Definition 3.4. Two mode changes; — ¢; andg; — ¢, in H A, are isolable if the following conditions
are satisfied at time instaht

1. Both mode changes are detectable according to Definitn 3



3.4 : Discernibility properties 29

2. In the case that some of these mode changes ¢; or g; — ¢; are detected, the pair of modes
(g1, g;) is discernible according to function (3.15).

The conditions to evaluate the discernibility function deg on the pair of modes considered in
HA. Fig. 3.3 summarizes all possible situations where theedishbility property should be analyzed.
Moreover, modes,, g, € Qu, ¢c € Qr. andqa, , ¢u, € QF,,.-

Figure 3.3: lllustration example

The discernibility study comprises three possible casestha mathematical properties are only
evaluated for pair of modes as can be seen in function (3.15).

3.4.1 Casel

Let us consider a pair of modes that have an associated oons8mynamic model of the form (3.2)-(3.3),
represented in input-output form (3.4). In Fig. 3.3, it canskeen that the discernibility property must be
studied between the pair of modgs, ¢,) and(q., g.) to predict if a mode change can be detected and
between the pair of modé€s,, ¢;) to know if both mode changes can be isolated. Hence, thenfiitp
proposition is given:

Proposition 3.4.2. Two modeg ¢;, ¢;} C QU Q% are non-discernable if the following conditions are
fulfilled:

Mi(p™") = M,;(p") (3.16)
Emi(p™") = Em;(") (3.17)

whereM;(p™1), Ep;(p~1), M;(p~") andE,, ;(p~*) correspond to input-output model matrices i.e, they
guarantee that consistency indicators satifyk) = 0 and®, (k) = 0 at any time instant.

The discernibility function can be verified using condisd3.16)-(3.17), which are derived from the
system model equations (3.2)-(3.3) represented in inptpud form (3.4) and residual expression (3.8).
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Proof 3.4.1. For modei, the residual expression is given by:

ri(k) = (I = Hi(p™))y(k) = Gi(p~u(k) — Ei(p~") (3.18)

Under no faulf condition,r;(k) = 0 as long as measurementék), y(k) are consistent with mode
Therefore, the following equation holds:

y(k) = Mi(p~")u(k) + Epni(p™") (3.19)

For modej, the residual expression is given by:

rj(k) = (1 = H;(p~)y(k) — G;(p~u(k) — E;(p™") (3.20)

Replacing equation (3.19) into equation (3.20) leads to:

O/i(k) = (1= H; (™ ))Mi(p™) = G;(p~ )u(k) + (I = H;(p™))Emi(p™") — Ej(p™")  (3.21)

which corresponds to the residual expression of mpdealuated with measurements corresponding to
modei. Therefore, the following equalities must be satisfied aeoto have a zero residual:

(I-H;e )M = G (3.22)
(I=H;(™")Emip™") = E;(0™" (3.23)

Similarly concerning from measurements correspondingdden, the residual expression of motle
leads to:

rii(k) = (0 = Hi(p= " )IM;(p~") = Gi(p~")u(k) + (I —Hi(p~)Em;(p~") —Ei(p™") (3.24)

where the following equalities must be satisfied in orderaweeha zero residual:

Swithout the effect of a non-structural fault.
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(I-Hp )M = G (3.25)
(I=Hi(p™ ")) Em;(p") = Eilp™") (3.26)

Therefore, in order to satisfy equalities (3.22), (3.23)25) and (3.26) at the same time the following
conditions must also be satisfiell; (p~*) = M;(p~!) andE,;(p™") = Epnj(p7 ).

3.4.2 Case?2

Let us consider a pair of modes corresponding to non-straidiaults, that have a common predecessor
mode. This mode do not have a continuous dynamic model bltsfaave a signature in the fault
signature matrix. According to Fig. 3.3, the discernilifiroperty should be studied between the pair of
modesq., ga, ) and(qa, ga, ) to predict if the mode change can be detected and betweenithaf modes
(ga, , 9a, ) to know if they can be isolated. Notice that every non-strradtfaulty mode is associated with
a non-structural fault and a signature in the fault sigreatnatrix.

The discernibility property involves comparing the faudireatures between them.
Proposition 3.4.3. Two modes{¢;,,q:,} C Qﬁ’fm associated to non-structural fault§,s, and fs,

respectively, such that*(¢;,0,. ) = ¢, andT*(q;,0,.,) = i, for a given modey; € Q- U Q%
andoy,. .04, € E’jfm, are non-discernable if their residual fault sensitivitisatisfy:

A=A £0 (3.27)
wherei corresponds to the modg € Ox U Qr,,

Proof 3.4.2. The sensitivity to a non-structural fault applying expiesg3.14) corresponds to a binary
signature, therefore for this two modes the signaturesl%@é‘ and FSifj respectively. If their fault
sensitivities are equivalent then their signatures areiegjent too. Then, a pair of modes are non-
discernible if the following condition holds:

FS' #FS/ #0 (3.28)

Notice that the residual sensitivities in the non-struatéault free case are also included in the fault
signature matrix as an additional O column vector. Thusp®&sition 3.4.3 can be applied to determine
both, non-structural fault detectability and isolability
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3.4.3 Case3

Let us consider a mode that has a continuous dynamic modelresttier one which has not continuous
dynamic model, with a common predecessor mode. In Fig 3i8,cthrresponds to the study of the

discernibility property between the following pairs of me=dqs, 9a, ), (9, 9as ), (Ges Gay) OF (de, Gay )-
Proposition 3.4.4. A modeg; € Q% U Q% and a modey;, € Q% associated with non-structural
fault f.s,, such that7"(¢;,0) = ¢; and T*(¢;,04,..) = @i, for a given mode;; € Qf, U Q% ,
oceXkuskush ando € B | are non-discernible if the following conditions are fuéf:

Mi(p ) —Mi(p~t) = Al"e(ph) (3.29)
Emi(p™') = Em;(p") (3.30)
utk) = f,, (k) (3.31)

Notice that in this case for the non-structural faulty mottes sensitivity function is calculated
through dynamic model of its predecessor mode in order tuat@athe discernibility condition.

Proof 3.4.3. This case can be deduced from case 1 and case 2 respectivehsider the following
residual expressions:

rijj(k) = ((I =Hi(p™"))M;(p~") = Gi(p~"))u(k)
+(I =H;(p7")Em;(p~") — Ei(p™1)

that corresponds to the residual of magesvaluated with measurements corresponding to mgpded

(3.32)

Fifio () = (1 =Hi(p™")M;(p™") = Gi(p~H))u(k)
—Ei(p7 )+ (1 = Hi(p™")Emi(p™") (3.33)
+H( = Hi(p™))Xi(p™ )i, (R)

that corresponds to the residual expression of mgdevaluated with measurement corresponding to
modeg; under the non-structural fault effect. Evaluating theefécer; ; (k) —r,/;(k), we obtain:

(I =Hi(p~"))IMi(p~Hu(k) + (I =Hi(p™")Emi(p~")
(I =Hi(p~")Xs(p~ 1), (k) =
(I =H;(p~")Mi(p~Hu(k) + (I = Hi(p™")Em;(p ")

Hence, the pair of modes is non-discernible if the followdogditions are satisfied:

M;(p~h) —Mi(p~h) = Al (ph)
Emj(pil) = Emi(pil)
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assuming thati(k) andf, ; (k) are unitary steps.

3.5 Behavior automaton

The behavior automaton is a finite state generator of theulaggl (H A) resulting from abstracting
the continuous dynamics in terms of discrete signaturetsvelhe behavior automaton is defined by
B =< Q,%,T,q, > where:

0 = QU Q' is a set of discrete states where:

— Qs a set of system modes,

— Qtis a set of transient modes.

q, is the initial state,
e Y =X U X5 js the set of events where:

— Y is a set of system events,

— ¥9%9 is a set of signature-events generated when two modes arermiisie according to
function (3.15).

e 7 :Q x X~ Qis a partial transition function of the behavior automaton.

The transition function is built following Algorithm 3.1. nbbservable events of tHé A may become
observable depending on the discernibility properties.

Through the discernibility property, the set of system nsodan be partitioned into subsets of non
discernible-modes, i.84isc = Q., U ---U Q,,. This information is stored in a knowledge-base used
by Algorithm 3.1.

3.6 Behavior automaton building

Bis built following Algorithm 3.1. In particular, it is showtihat the transition function i3 is built based

on discernibility properties presented in Sections 3.6 discernibility property is evaluated whenever
necessary (see Section 3.6). If a transitiotiid involves an observable event, the transition is kept in
B (see line 15). Otherwise, the discernibility property isleated between the pair of modes. If the two
modes are discernible, then a transient mbaeadded between these modes. The outgoing transition
is associated with a signature-eveéntindicating that this mode change can be detected by means of
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Algorithm 3.1 B_Builder()
1. Create a queug.
2: forall ¢; € Qdo
3. Enqueuey; onto L

4: end for

5. while £ is not emptydo

6: ¢;:=dequeue

7. forall g; € Sucesga(g;) do

8: if g; ¢ Qn Qthen

o: Q={q}uQ

10: Classifyg; into Qgjse.

11: if ¢; creates a new group in Qg;s. then

12: Computers,, (e).

13 Determine the subsets of detectable failfs.
14: Determine the set of non-detectable fameﬁj.
15: Update and store in knowledge-base.

16: end if

17: end if

18: Letois such asl (¢;,0) = ¢; :

19: switch (o)

20: caseo € ¥,:

21: T (gi,0) := gj.

22: cases € Yy,

23: if g; andg; are discernible according to function (3.1&jen
24: Q' ={q/_;}UQ".

25: 0 := fsigev(qi, q;) according to function (3.34).
26: if § ¢ then

27: ¥ = {6} U b

28: end if

29: T(gi,0) = qffj.

30: T(4i—;,0) = g;-

31: else

32: if ¢; € Qn U QF, then

33: Enqueuey; onto L

34: end if

35: T(qi,0) == gqj.

36: end if

37: end switch

38: end for
39: evaluatediscernability_betweensuccessor§.
40: end while

consistency indicators (see lines 17-24). Finally, if & pf modes(g;, ¢;) is hon-discernible, then the
transition is kept inB (see line 29).

Given a pair of modegy;, ¢;), signature-everdtis properly labeled according the following function:

§ = fsig.ev: O x Q — X5 (3.34)

4The transient mode is the way to account for the hybrid autom& A dwell time requirement [Bayoudh et al., 2009].
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Ouvi—v; I faise(qi, q;) = 1 according to Proposition 3.4.1, wheig _,,; represents
thatg; € Q,, andg; € Q,, whith Q,,., Q.. € Qusc

fsigev = S OF: if faisc(gi,q) = 1 according to Proposition 3.4&. is associated to

a non-structural faulf; belonging to a subset;, with . € Z*

) if faisc(qi,q;) = 1 according to Proposition 3.4.3 associated with case 3

The event label allow one distinguishing between the drsatgtity cases analyzed in Section , so
that the diagnoser can be properly built.

3.7 Diagnoser automaton building

B is used to build the diagnoser automaton. The diagnosemeitm is a finite state machide =<
9p,%p,Tp,qp, >, where:

ap, = {qo, 0} is the initial state of the diagnoser, which is assumed toespond to a nominal
system mode.

Qp is a set of the diagnoser states. An element € Op is a set of the formgp =
{(q1,11), (q2,12), - - - (qn, 1)}, Wwhereq; € Q andl; € A whereA defines the power set of fault
labelsAz = Ar, UAgr, with Az, = {f1,---, fy}, andAx, = {f{, -, f;:} respectively,
~ + w is the total number of faults in the system ang: € Z*. In Ax, () represents the nominal
behavior,

e ¥p =Y, is the set of all observable eventsit

e Tp: Qp x ¥, — Qp is a partial transition function of the diagnoser.

The diagnoser is adapted to include the system modes geddmatthe entireH A representing
the system behavior and the interaction of the system cosmgsnTransition functiofip is calculated

according to the propagation algorithms without silemisared explained in [Sampath et al., 1995]. This
propagation is more appropriated when the initial mode efsiystem is assumed as known.

3.8 Mode tracking logic

Given a set of observations of the system, a mode change cdetbeted whenever the consistency
indicators corresponding to the current mode change. Thmémal time to detect that change is the
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Figure 3.4: Implementation scheme for hybrid systems diagn

dwell time requirement (see Assumption 3.2 ), which guaasithat residuals, and hence consistency
indicators, can be properly computed. The online diagrsmieme implementation is shown in Fig. 3.4.

The following results provide conditions for transitionteetion and transition identification.

Proposition 3.8.1.if ®,(k — 1) = 0 and®;(k) # 0, then a transition fromy; € O (k) U Qf, (k) to
another mode is detected at time instant

Proposition 3.8.1 is used to decide if a mode change in therspysas occurred by monitoring the set
of consistency indicators of the feasible current modes.

Proposition 3.8.2. Assuming thaff A is in modeg; and a transition has been detected at time instant
according to Proposition 3.8.1 and under some discerrtipdssumptions (see Section 3.6):

1. if®;(k) = FS;(e, f;) then atransition ta; € Qr,, (k) is detected at time instast

2. if ®;(k) = 0then atransition ta;; € Qar(k) U QF, (k) is detected at time instait

Notice that Proposition 3.8.2 does not necessarily idgatiinique mode;. In particular, condition
1) or 2) of Proposition 3.8.2 may be satisfied for more thanindex, which respectively corresponds to
a case of ambiguous non-structural faulty modes and a casmhlufjuous structural faulty modes. This
logic is used to identify the set of possible events throu¢goAthm 3.2. A diagnoser state represents
the set of modes the system can be possibly operating inefidrer the consistency indicator is denoted
by @,,,, (k) in the algorithm to indicate the possible ambiguity that reaist in the modes off A.
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Algorithm 3.2 EventProcessing(p)
1 loop
= waituntil ®,,,(k) # 0or o, € X, occurs
s if o, occursthen

4: Op = 0p

s else

6 forall gp; € Suces(gpi) do

7 if ®,,,(k) = 0then

8 CONDL1 := true

o break

10: end if

1 end for

12: for all qpj € SUCCS(qu) do

13: if (1)qu (k) = FSW (O, ]:;Z) then
14: COND?2 := true

15 break

16: end if

17: end for

18: if COND1 = falseand CON D2 = false then
19: print Unknown event

20: else

21: if COND1 andCON D2 then
22: op = 1)

23: else

24: if CON D1 then

25: op — 5,4,,,].

26: else

27: op ‘= 5_7:;»

2. end if '

29: end if

30: end if

a1 return

32: end if

s end loop

3.9 Two-tanks sewer network example

To illustrate the methodology introduced in this chaptensider here a small part of the sewer network
described in more detail in Chapter 5. The elements thatapp&ig. 3.5 are: two virtual tank§{ and
T5), two limnimeters to measure the sewer levdlgg(and L4;), two rain gauges to measure the input
rain intensity in virtual tanks#;¢9 and P;¢), and one redirection gatér() placed downstrear;, which
allows to change the flow direction.

In all, there are three components that can be described&ytamaton: the two virtual tanks and the
redirection gate. Structural faults are associated witlt$an the redirection gate (stuck open and stuck
close). Non-structural faults are associated with faumltsutput and input sensors 4y, L41, Pig, Pig)-

Events associated to the component automata and nonestlfetults are detailed in Table 3.2.
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v1 tank volumeT}

vo tank volumeTs
Pig, Py rain gauges

L3g, L4y limnimeters
ofes overflow inTy
o0des overflow in T,

stuck closed
stuck open

- - =-=--

Bi volume to flow conversion factor of external tafk( i)
M, conversion factor in the output valve in tafik
S; Area of virtual tankgm?)
¢ absorption factor of tanit;
%; maximum volume in tank; (m?3)

At sample time(s)

Figure 3.5: Small part of the sewer network

Event action Observable type code
uol v1 > Vs not spontaneous 1
u02 ol < ggut not spontaneous 2
u03 Vg > Ty not spontaneous 3
uo4 o < ggut not spontaneous 4
ol close redirection gate yes controlled 5
02 open redirection gate yes controlled 6
f1 stuck closed not structural fault event 7
f2 stuck open not structural fault event 8
f3 fault in sensotlzq not non-structural fault event 9
f4 fault in sensotl 47 not non-structural fault event 10
f5 fault in sensorP; g not non-structural fault event 11
f6 fault in sensorP;4 not non-structural fault event 12

Table 3.2: Type of events if A

3.9.1 Hybrid automaton for two-tanks sewer network

The entire hybrid automaton can be obtained from parallelmusition of the component automata.
Hence, the global hybrid automaton is given in Fig. 3.6.

As it can be seen, the hybrid automaton is composed by eighinamodes and eight faulty modes
(related to structural faults). Labels for modes belongin@ U Q =, are shown in Table 3.3. Modg
means that neither tank is in overflow afid is open (nominal mode), modg means that neither tank
is in overflow and>; is stuck open (structural faulty mode), maogle is similar tog; but affected by a
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uo4 /uo2

3 /f4 \f5 \f6

Figure 3.6: Hybrid automaton model obtained using the camepbautomata
composition

non-structural fault in sensd?, 9, and so on.

Table 3.4 shows labels for modes belongingtg, .. In total, there are 64 modes representing faults
in input and output sensors.

The continuous dynamical model for each magles 9O, U O, is provided in Table 3.5. Notice
that modeg;; andgg have an equivalent dynamical model as well as magendqo. In the three last
rows, when an overflow is present in any of both virtual tanksdel equations are equivalent even if the
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Label Mode Label Mode

T1wo.open.T2wo ¢ T1wo.closed. T2wo qs
T1wo.open.T20 q2 T1wo.closed. T20 Q6
T1o.open. T2wo qs3 T1o.closed. T2wo qr
T1lo.open.T20 q4 T1lo.closed. T1o qs
T1wo.So0.T2wo Q9 T1lwo.Sc.T2wo q10
T1wo.So0.T20 Q1 T1wo.Sc.T20 Q12
T1o.So.T2wo q13 T1lo.Se.T2wo q14
T10.50.1720 qi5 T1o0.Sc.T20 q16

Table 3.3: Mode labels belonging @y U Qr,

Label Mode Label Mode Label Mode Label Mode
T1wo.open.T2wo.F Pyg qi7 T1wo.open.T2wo.F Pyg q1s T1lwo.open.T2wo.F L3g 19 T1wo.open.T2wo.F Ly q20
Tlo.open.T2wo.F Pg 21 Tlo.open.T2wo.F Pig q22 Tlo.open.T2wo.F Ly 23 TT1o.open.T2wo.F Lyy Q24
T1wo.open.T20.F Pg 25 T1lwo.open.T20.F Pyg Q26 T'1wo.open.T20.F Lsg qor T1lwo.open.T20.F Ly7 Qo8
Tlo.open.T20.F Pyg Q29 T1lo.open.T20.F Pig q30 Tlo.open.T20.F L3g q31 T1o.open.T20.F Lyz q32
T1wo.closed. T2wo.F Pyg q33 T1wo.closed. T2wo.F Pyg q34 T1wo.closed. T2wo.F L3g q35 T1wo.closed. T2wo.F L4y q36
T1lo.closed. T2wo.F Pyg qs7 T1o.closed. T2wo.F Pyg qss T1o.closed. T2wo.F L3g q39 T1lo.closed. T2wo.F Ly7 Qa0
T1wo.closed. T20.F Pyq qu T1wo.closed. T20.F Pyg Q42 T1wo.closed. T20.F L3g Q3 T1lwo.closed. T20.F Ly7 Qa4
T1o.open.T20.F Pyg Qa5 T1lo.open.T20.FPig Qa6 T1lo.open.T20.F L3g qar T1lo.open.T20.F L7 qas
T1lwo.So0.T2wo.F Py Q49 T1lwo.S0.T2wo.F Pyg Q50 T1wo.S0.T2wo.F L3y qs51 T1lwo.S0.T2wo.F Lyy Q52
T1o.S0.T2wo.F Pg Q53 T1o.S0.T2wo.F Pyg Q54 T1o.50.T2wo.F Pyg.F L3g qs5 T10.S0.T2wo.F Pyg.F Ly7 Q56
T1wo.50.T20.F Py qs7 T1lwo.50.T20.F Pig Q58 T1wo.50.T20.F L3g 59 T1wo.S0.T20.F Ly; Q60
T1lo.open.T20.F Pyg 61 T1lo.open.T20.FPig 62 T1lo.open.T20.F L3g 63 T1lo.open.T20.F L7 Q64
T1wo.Sc.T2wo.F Pig q65 T1lwo.Sc.T2wo.F Pig Q66 T1lwo.Sc.T2wo.F Lig q67 T1lwo.Se.T2wo.F Ly Qs
T1lo.Se.T2wo.F Pyg 69 T1o.Sc.T2wo.F Pyg q70 T1lo.Se.T2wo.F L3y qn Tlo.Sc.T2wo.F Ly qr2
T1wo.Sc.T20.F Pyg qr3 T1lwo.Se.T20.F Pyg q74 T1wo.Sc.T20.F L3g qrs T1wo.Sc.T20.F Ly q76
T10.5¢.T20.F Pig qm T10.5¢.T20.F Pig qrs T10.5¢.T20.F L3g qr9 T10.S¢.T20.F L7 qso
Table 3.4: Mode labels belonging @, .
control gate is open or closed.
Gate open and stuck opem, (= 1) Gate closed and stuck cloag = 0
i Ai B; Eui i A B; Eq;
19 [ 1—Atf 0 ] [ AtS1019 0 ] { 0 } 510 [ 1— At 0 ] AtS1019 0 ] 0
’ a1Atp 11— Atps 0 AtS>016 0 ! 0 1— Atps 0 AtS>016 0
0 0 0 0 on 0 0 0 0 oy
211 0 1-Ath 0 AtSoons [ a1 AtByTT ] 612 0 1-Ath 0 AtSons 0
1-Atf; 0 AtS1¢19 0 1-Atfr 0 AtSip19 0
313 0 0 0 0 T3 714 0 0 0 0 Tz
00 00 o 00 00 oy
ws|  [04] o 0] sl [ee]  [00] I

Table 3.5: State space matrices for each mgde O U O r,

The output function (3.3) is given by equation (3.35).

0 1'1(l€)
= || z2(k)

(3.35)
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where the same matri®; gain for all modes an®; = 0.

3.9.2 Residual generation

The set of residuals for all modes using the input-output@ggh described by the residual expression
given by Equation (3.8) are given in Table 3.6. There are tegiduals per operation mode and five
non-discernible mode sets as shown in Table 3.7.

Gate open and stuck open & 1) Gate closed and stuck close= 0
% Gi Hi Ei [ Gi H; E;
7“5}%“ 0 1-4is 0 0 mi; ,SIOY 0 1-At B, 0 0
19 39 P P 510 Mso p > s
’ 0 AtB; Ss ps Atfras My 1-Atfs 0 ! 0 At By Ss ds 0 1-AtB, 0
My p M p 3 M p P
0 0 1I-AtB, 0 Ty Br 0 0 1-At By v B
7 My p — 0 1 51
14 Mg
2,11 [0 At Sis & } AtBra; My 1-AtBy At By o BT 6.12 {0 AtBs Ss 6o ] [ 0 1-4tfy } { 0" ]
My p Mip P My (p—1+At A1) Myip P
313 [ St o } =5 0 [ 0] 714 { S 0 } [ = o } 0
! AtB aMgg 1-AtBs % B2 ! 1-Atfs
0 0 Afedln 1010 0 0 0 m
00 00 00 00
as|[§ g 5 o] s [ 0] 5 o]

Table 3.6: Residual generation for all modes using inptpaimodels

Lines from 8 to 15 in Algorithm 3.1 allow to obtain this infoation gathering together the set of
modes with equivalent residuals. In online diagnosis, dné/set of residuals corresponding to active
sets are computed. The active sets include the sets thentorogle and their successors belong to.

Groups| Modes non-discernible
2, 9]
Qv [5,10]
Q.. 2,6,11,12
Qu, 3,7,13,14
Q.. 4,8,15,16

Table 3.7: Non-discernible mode s€t84;s.)

The following fault distribution matrices are defined:

Fyi:{o I] in:[—Bi o}

These matrices are used to generate a fault signature nigrixfor every non-discernible mode set,
applying Equation (3.13).
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fa | fa|fs | fe
FS, |1 [0 1]0 |F, ={fi},F, ={f}
T[] 1[0 1| F2=1{fufs)
FS,, [1 [0 1] 0] 7 ={ffs
O IT]0] 1| F ={fsfs}
FS, [1JO0JO0]O0]F. ={fs}
O[1[0[1]F ={fufe
FS. [ L]0 [ 10 ]F =1l
0 1[0]0]F ={f)
FS, [1 0[O0 075 ={fs}
0 10|07 ={/}

Table 3.8: Non-structural fault signature matrices pehaam-discernible mode
set

3.9.3 Behavior automaton

Following Algorithm 3.1 the behavior automatéhshown in Fig. 3.7 is obtained. The number of modes
is |Q| = 130 and the number of explored transitions is 194. The signatueats generated by function
(3.34) are shown in Table 3.9. The algorithm has been impiéaddn MATLAB and it assigns a numeric
code for each generated event as it can be seen in the firsbarttl €olumns of the table. Signature-
events represent changes in the active sets of non-dibtembodes. Fig. 3.7 shows in dashed line the
transient modes taken into account for transitions thabeagletected using residuals.

Code Event Type Code Event Type

27 013 signature-evenf 41 035 signature-even
33 O14 signature-eveni 17 031 signature-even

5 close controlled 310 6;33 signature-even

6 open controlled 320 6;33 signature-even
21 012 signature-event 42 045 signature-even
110 6z signature-event 18 041  Signature-even
120 4 72, signature-event 410 § 71, signature-even
130 4 72, signature-event 420 ¢ 72, signature-even
37 054 signature-event 16 021 signature-even
510 o0rm signature-eveni 210 6;32 signature-even
520 o Fi, signature-event 220 § 72, signature-even
28 023 signature-evenf 23 039 signature-even
34 004 signature-event 24 040 signature-even

Table 3.9: Event codification used in the behavior automaton



Figure 3.7: Behavior automaton obtained in the MATLAB impkntation
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3.9.4 Diagnoser for two-tanks sewer network

The diagnoser without silent closure is shown in Fig. 3.8e flamber of states generated &p| =
59 and the number of generated transitions is 188. The diagnese generated using DIADES tool
[Ramadge and Wonham, 1989]. The initial state is assumedrkaod nominal.

Figure 3.8: Diagnoser without silent closure obtained gi€hADES tool
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3.9.5 Simulation scenario

To validate the methodology, consider the measurementidaaby the limnimeters and the rain gauges
in the sewer network in Fig. 3.9. These measurements camesip the following system mode se-
quenceyq; — q3 — g1 — ¢5. Modeg; refers to the situation in which no tank is in overflow. Thé&p,

is in overflow during a period of time (modg) until it leaves the overflow situation (mode). Later,

the control gate is closed. Thus, the diagnoser must trackight mode sequence and detect and isolate
the possible faults.

Level (m)

Rain intensity (m3)

L L L L L L L Mi— L
6000 8000 10000 12000 0 2000 4000 6000 8000 10000 12000

time (s) time (s)

L L
0 2000 4000

Figure 3.9: Measurements for the simulation scenario wihrapling time of
At = 300s

Fig. 3.10 plots the set of residuals for all setsd;s.. According to the set of residuals for the
set of modes of{ A, two signature-events;, andd,;, were appropriately identified using consistency
indicators. These signature-events correspond to transif; — ¢3 andgs — ¢ with ¢; € Q,,, and
qs € Q,, detected a8300s and4500s respectively. Notice for instance that when the system mmadde
qs, ®,, # 0and®,, = 0. Both modesy;, g3 € Q represent a nominal behavior. In Fig. 3.10, red
vertical dashed lines correspond to mode changes belot@i@g U O+, and the vertical black dashed
line corresponds to a mode changes belongin@ 1. .

Later, observable event,; occurs at900s, corresponding to the control gate closing. This event
is identified instantaneously and indicates that a modegdhémtomg; to ¢; takes place. It should be
noticed in Fig. 3.10 that the residuals in maglee Q,, are consistent with measurements aftgr
occurrence, i.e®,, (k) = 0, and in mod€qy, { f2}), ®.,(k) # 0 which implies that an inconsistency
has occurred. Therefore, they are discernible and the d&mgrstate contains only modgas a feasible
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Figure 3.10: Residuals for non-discernible groups

current operation mode.

Later, a non-structural fault occurs®00s. In this case, the diagnoser detects the falltébs. The
set of consistency indicators of moggeare used to isolate the fault. The observed signatdrais 0 ]*
which, according td=S,,, corresponds to a fault in sensbggy. Finally, the hybrid diagnoser stops and
reports the diagnosis. Indeed, a non-structural fault a&ede repaired before the diagnoser can resume.

The report given by the hybrid diagnoser is shown in Tabl®.3The first column corresponds to
mode changes i/ A, whereas in the second column, the identified events areated. The third
column presents the diagnoser state information. Thewastcblumns show the occurrence time and
detection time of the identified events. It can be seen thaetis a maximum delay of two sampling
times in the mode change detection. Fig. 3.11 illustratesrthde and diagnoser state sequences.

Mode change Reported even State diagnoser | Occurrence| Detection
time (s) time (s)
q1 — g3 014 (g3,1}), (@13, {f2}) 3000 3300
3= q 041 (¢1,{}), (g0, { f2}) 4200 4500
Q= g5 To (¢5,{}), (90, {f2}) 6900 6900
45— 03 57, (@l {fs}). (. {f-}) | 9000 9300
fault f; € F,,s in Modegs

Table 3.10: Hybrid diagnoser report
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Figure 3.11: Mode sequence vs. diagnoser state sequence

3.9.6 Discussion

In general terms, the number of diagnoser states to be gedesaat the worst case greater th@p | =
2™a, which implies exponential complexity. In addition, thealonumber of residuals to be generated
is |Qn U QF,
disadvantage of this approach is the complexity of the systeodel. Consequently, the number of
modes may be a limiting factor, for the online implementatio

n.;, assuming that the number of residuals does not differ petemd@hus, the main

The active sets of non-discernible modes allow to reducectimputational cost of the residuals
computation, but the searching algorithm to update thevastts after an event occurs increases this
computational cost. The major problem of the methodologyceons the online process, because in the
offline process time is not a limiting factor even if the numbemodes is big.
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CHAPTERA4

INCREMENTAL METHODOLOGY TO
HYBRID SYSTEMS DIAGNOSIS

4.1 Principles of the method

The scheme of the incremental hybrid diagnosis architedtuprovided in Fig. 4.1. The method con-
sists in incrementally building the hybrid model througk ttomposition of automata describing system
component. The set of linear equations concerning all corapts are parametrized as a mode function.
Mode sequence tracking and incremental diagnoser builiagynchronously carried out, taking just
into account the set of modes the system is possibly opgratiand their successors.

The behavior automaton includes the so called signatueatevthat abstract the residual behaviors.
Transitions labeled by unobservable events in the hybridraaton may hence turn into observable by
means of the signature-events according to the discdtyipibperty, as explained in Chapter 3.

Incremental hybrid diagnosis is directly performed by ustinding the events and measurements
issued by the physical system on the hybrid automaton mobetrefore, just the useful parts of the
diagnoser are incrementally built, only developing thedsathat are required to explain the occurrence
of incoming events. Generally, a hybrid system operatessmall region in comparison to the entire
behavioral space defined by the hybrid automaton modes.rifisint gain can hence be expected from
the proposed approach.

Input events are identified instantaneously and signauests are determined by looking at those
successor modes whose consistency indicators are in agnéevith measurements, or checking the
consistency indicators against the fault signature matrieremental hybrid diagnosis is based on the
same principles and assumptions explained in Chapter 3k@halea is to reduce the implementation
cost of the hybrid diagnosis scheme when dealing with lagreptex systems by avoiding the offline
building of the full diagnoser.

49
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Figure 4.1: Conceptual block diagram for online diagnoséthadology

The hybrid model and the behavior automaton are updatedevieethe system reaches a new opera-
tion mode as is shown in Fig. 4.1. Thecremental Diagnoser Builddylock builds then the correspond-
ing piece of the diagnoser. Once a piece of the diagnoseiilis the set of events linking the current
diagnoser state with their successors are taken into attmtrack the system mode.

Assuming that the current mode is known, the set of residoakhe current mode and their succes-
sors are generated and used inResidualdlock. Hence, th&®esidualdlock computes the consistency
indicators needed by thHevent Processinglock. TheEvent Processinglock detects the occurrence of
an observable event: either an input event of the systemignatsrre-event generated by residuals.

The On-line Diagnosisblock displays messages about the current diagnoser stdttha possible
occurrence of a fault. The number of system modes assodcidtied diagnoser state depends on the hy-
brid system diagnosability. After an event occurrencehytarid diagnoser traces feasible mode changes
and detects and isolates potential faults.

Systematically, the steps followed into the methodologysmhematized in Fig. 4.2.

In the offline process, the initialization involves buildimitial automataH A;,,i;, Bini: and Diy¢.
These initial automata includes the information of theiahistate of the system components assuming
that the initial mode is known. The number of modes of theiahitl A;,;; varies according to the
discernibility property involving the current mode anditreiccessors. The minimal number of modes
in H At is |Suces(g;)| + 1. Otherwise the number of modes increases according to tuasessor
modes that are non-discernible with respect to the curredieminitial automata are required to start the
online diagnosis tasks.
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Figure 4.2: Steps to follow in the methodology

On the other hand, a parametrized model is generated in twdertomatically obtain the model
of the system operation modes involved in the initializatamd in the online process. The remaining
diagnosis tasks are executed online. These involve uggttéhmodel for the new operation modes and
building H A*, B¥ and D* whenever a mode change is detectddi*, B* andD* represent the hybrid
automaton, the behavior automaton and the diagnoser pomding to time instart.

The incremental diagnoser building is an adaptation of thHgordhm proposed in
[Sampath et al., 1995], such that the propagation is cawigidtaking into account the first occur-
rence of an observable event, only extending the tracesdfitynoser concerning the current state and
their successors.

4.2 Incremental hybrid model

The incremental hybrid model A* is updated whenever an event is detected. Its initial modeco
sponds to the composition of the initial state of all compuagand is defined by,, assuming that the
initial states of all components are known and under notillihe incrementall A* is defined as:

HAF =< O*x .U, Y, F.GF HF Sk TF >

Notice that some of the elements vary is size during the erdiagnosis process. As mentioned
before,H A;,;,; is built offline and required to start the online diagnossg@ss. The initialization process
is described in Algorithm 4.1.

Line 2 in Algorithm 4.1 compute#l A;,,;; through Algorithm 4.2, obtainin@;,.:¢, >inie aNd T,
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Algorithm 4.1 Initialization()
1: Setinitial state for all components and the system modeyj.e
. HAipnii:=IncrementaHA _Builder(qo)
: forall f, € Fnsdo
Yinit = {0, } U Zinit.
end for
: Bim-t:=B_BuiIder(Qimt).
: Djnit 1S built from B¢

NOoOAaR WD

which they represent the set of modes, events and trarsiiemerated in the initial composition, respec-
tively. H,;,;; must contain at least the initial mode and their successssiming they are discernible.
Fault eventsX ) are included in;,,;; in the first iteration. Besides, the set of residuals for tloeles

in Q;,i: are computed and the knowledge-base is generated takongénbunt these modes.

Algorithm 4.2 incrementally builds the hybrid model wheaea change in the system is detected
through consistency indicators or an observable eventrecdiiA* is built by the composition of au-
tomata (D A 4.) along with parametrized equations which allow to obtagrtiodel equations (3.2)-(3.3).

Algorithm 4.2 IncrementalHA _Builder(¢p)

1. Create a queug,,

2 forall ¢; € qp such thay; € Q% U Q% do
= Enqueuey onto Ly

« end for

s. while £y, is not emptydo

e ;.= dequeue,

7 forall f, € F,sdo

8 QF = {g5.,,} U Q1.

o T(4:01.,) = Qfuy

1. end for

1. DAy, :=incremental_parallel_composition(y;)
1 forall op € FAC(qi) do

13: Tk(qi,aM) = TAc(qi,oM).

14: if o ¢ »k=1 then

15: PILIES oM U Xkt

16 end if

17 if q; ¢ Qk then

18: Qk = {Qj} U Qk_l.

19 Instantiate equations for this mode.
20: Compute residual expression foi(e).
21 Update_Knowledge Base(;).

22 if OM € Yo then

23 if (¢;,q,) are non-discernible according to (3.18jen
2: Enqueuey onto Ly,

25: end if

26: end if

21 end if

2 end for

2. end while

The incremental_parallel_composition function updates the discrete part HfA*. The parallel



4.2 : Incremental hybrid model 53

composition (2.9) is adapted to only generate the succesedes of a given modg,. The function
provides the set of successor modes, the set of events amgtiséion function of this iteration. The
elements generated in every parallel composition are gadhie H A*.

The parallel composition falv components is given bip A 4., whereQa. = Qaq, X -+ X Qamys
Yac=%1U - UZnN,q0 = (q0,," »qox) @NATac((q1, -, qn), o) With Tae = Tyjp v

The knowledge-base is updated whenever a new modeé 4f is generated. The new mode is
classified into the corresponding non-discernible mode@gt, . as is shown in Algorithm 4.3.

Algorithm 4.3 UpdateKnowledgeBase(;)

1: if ¢; € Qf U QF then
2. Classifyg; into Q%. .

3. if g; creates a new groupin Q% then

4 ComputeFsS, (e).

5: Determine the subsets of isolable fauRs.
6: Determine the set of non-isolable faulfs.
7: Store in memor§sS, (o), F*, F,,.

8: endif

9: end if

10: Update and store in memog, .

The parameterized system model as a function of the opanatiale is composed of the whole set of
equations concerning the components and their interctionec The state space model of each mode in
the incremental hybrid model can be represented by equsaibh)-(4.2). State space matrices depend
on system parameters and they are instantiated for the nobdiised in the incremental composition.

X(k +1) = Ax(k) + Bu(k) + Fyf(k) + Eqy + Z pd. S (x(k), u(k))
=1 (4.1)
+ Z i D](x(k), u(k))

y(k) = Cix(k) + Dyu(k) + Fy f(k) + E,, + Z 1l S7(x(k), u(k))
=t (4.2)
+wau>m»

S? and D! functions model the saturation and dead zone nonlinesithiat appear in the evolution and
observation equations following the methodology in [Bagioet al., 2009] (see Fig. 4.3)s, andnp,
denote the number of saturation and dead zone nonlinesritieduced by a subset of componenpts,
andy) € R™ x R, p andy) € R"™ x R.
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—MJ it LIx(k) + KJu(k) < —M/
ST(x(k),u(k)) =« Lix(k)+ Klu(k) if |LIx(k) + K/ u(k)| < M/ (4.3)
M/ if LIx(k) + Klu(k) > M/

whereM? € R is athreshold [/ € R x R andK? € R x R™ are constant matrices.

0 if |[F/x(k) + ZJu(k)| < N/

D: (x(k), uk)) = { FIx(k) + Zlu(k) otherwise #4)

whereN? € R is a thresholdF/ € R x R™ andZ; € R x R" are constant matrices.

S (x(k),y(k)) DI (x(k),y(k))

M ---- N} |----
o ] Iy A

A :fo(k) + K] u(k) i |/4g) + Zu(k)

: / L
I 5 X
| ] : N/
| ) |

-—-= M - - S N/

Figure 4.3: Saturation and dead zone representation

Without loss of generality, non-linearities are includedhie system equations as a tool to efficiently

adapt the system mathematical equations to mode changésdee the on-line diagnosis. However, the
continuous dynamics in a mode are represented by lineatiegagas a result of the region combinations
of the saturation and dead zone. Therefore, the set of r@sidugenerated by Eqg. (3.8). Discernability
properties given in Section 3.6 can be applied to build thabier automatong®). Transitions between
modes depend on the non-linearities conditions and ohisieresents of the system.

Assumption 4.1. The parametrized equations using non-linearities is agplio those systems which
admit both representations, as a hybrid system and as ainea#l system.

4.3 Incremental behavior automaton

The incremental behavior automaton is defined#y=< @k,ik,Tk,qO >.
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Algorithm 4.4 exploresd A* taking into account only the modes in which physical systepoissibly
operating in at time instarit. B* is built assuming that the system can be operating in a setlafb
modes denoted byp. Then, an exploration of each successor mede Succsya(¢i), ¢ € qp 1S
carried out.

Algorithm 4.4 B_Builder(gp)
1: Create a queug.
2: forall ¢; € ¢p do
3. Enqueugy; onto L

4: end for

5. while £ is not emptydo

6: ¢;:=dequeuel

7. forall g; € Sucespa(g;) do

8: if ¢; ¢ QF N @k then

0 Q" = {4 v

10: end if

11: Leto is such as/ (¢;,0) = ¢; :
12: switch (o)

13: cases € Xk

14: Tk(qi, o) = gj.

15: cases € XF

16: if ¢; andg; are discernible according to (3.18)en
17 otr = {gf_;3u ot !,
18: 0 := fsigev(qi,q;) according to (3.34).
10: ito ¢ =" then
20: Y ={ux
21: e_r]Ld if
22: T (¢:,0) == q;_;.
23: Tk(qf_j,(S) = qj.
24: else
25: if ¢; € Qf- U Q% then
26: Enqueugy; onto L
27: end if
28: T (g:,0) = gj.
29: end if
30: end switch
31:  end for

32:  evaluatediscernability_betweensuccessor§.
33: end while
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4.4  Two-tanks sewer network example

4.4.1 Initialization

Consider the two-tanks sewer network described in Chaptéf 3;,,;; is incrementally built according
to Algorithm 4.2 as shown in Fig. 4.4. The composition in@adlso successor modes of magedue
to ¢; andgg being non-discernible (see Table 3.7).

Tlo.open.T2wo

uol
Tiwo.open.T20

uo:
Tlwo.closed.T2wo

ol

3 T1wo.So.T2wo.FP19
o 4
Iy 2 T1wo.S0.T2wo.FP16
.
8 T1lwo.So0.T2wo.FL39
f4 Tiwo.open.T2wo.FP19

T1lwo.S0.T2wo.FL41

ot

T1lwo.open.T2wo.FP16

Tiwo.open.T2wo.FL39

D000 00
J

Tlwoo.T2wo.FL41

Figure 4.4: Initial incremental hybrid automatéhA;,, ;;

Next B;,.:¢, Is incrementally built according to Algorithm 3.1 as showvrrig. 4.5. Notice thaB;,,;;
includes feasible events that may occur. These event§ aré, 4, d12, 6;,31, 6;31, 6;51, 0o, ando,,.
Finally, the corresponding diagnosky,,;; is provided in Fig. 4.6.

4.4.2 Parametrized equations

The continuous dynamics corresponding to every tank repted by means of nonlinearities functions
(4.3)-(4.4), are given by:
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Figure 4.5: Initial incrementaB;,,;;

vi(k+1) = wv(k)+ At (gﬁn(k) — B1ST(v1(k)) — M)

At
va(k+1) = wva(k)+ At (ggn(k) — B253 (va(k)) — %}M)
Lu(k) = SHwi(k)
Lu(k) = 2-SHoa(h)
H L _
Qin _ Qfluvj (k) + Bn Z Sf(vh(k)) n Z Dl(vl(Ak,)g) -7
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Figure 4.6: Initial incrementaD;,,;;

Notice that tank overflow nonlinearity can be represented igad zone function (4.4), whereas tank
output flow equation can be described by a saturation fumgda3). In this case, the dead zone and
saturation nonlinearities only depend on the tank volumigeiGthe system configuration, through this
parametrization, a general model is obtained such that wwhande change is detected new modes are
generated, and the model is properly instantiated. This @fftine procedure that is run once during the
diagnosis process.

The input flows for every tank are as follows:

¢i"(k) = Sipi1Pio(k)
g5 (k) = SapaPig(k) + (1 — a1)S5(vi(k))
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The continuous state vector is given by:

[
’Ug(k’)

while the input vector is given by:

4.4.3 Simulation scenario

Consider the same mode sequence > gs— > g1— > g5 described in the two-tank sewer network
example in Chapter 3. The diagnoser tracks the mode seqaedogetects and isolates faults. On the
other hand, the traces of the incremental hybrid autom#igimavior automaton and diagnoser are built.
The diagnoser report is provided in Table 4.1. In additiothi report described in Table 3.10, the
number of diagnoser states and residuals generated atita@tjon are also included to illustrate the
benefit of the incremental hybrid diagnoser methodology.

The set of residuals are provided in Fig. 3.10. The remaimifgymation, comprising continuous
dynamics, set of non-discernible modes, and fault sigeahatrices are described in the two-tank sewer
network example in Chapter 3.

Mode change Reported even State diagnoser Generated Occurrence| Detection
(total number of states )| residuals time (s) time (s)
01— g3 31 (@, ) (@13, (2) (D) 8 3000 3300
G a 3un (a1, 1), (490, {J2}) (13) 10 4200 4500
0 g Tor (45,11, (0, {f2}) (23) 10 6900 6900
" 37, @ . (E{fhH @3] 10 9000 9300
fault f; € F,,s in Modegs
Total 23 10

Table 4.1: Hybrid diagnoser report

The resulting diagnoser corresponding to this simulatg@mario is illustrated in Fig. 4.7. The figure
shows several iteration steps of the hybrid diagnoser spomding to its online incremental execution.
The figure represents the incremental diagnoser built upisatime. The set of consistency indicators
for the visited modes are generated and stored once in methasyavoiding duplication of procedures.
Transitions and states in red describe the trajectoryvi@tbby the diagnoser. States and transitions in
green are the generated states and events stored in merpoggasting the successors of the visited
states (in red). States in blue correspond to the new feasiliicessor states generated at the current
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moment. Transitions in blue correspond to the events thabcaur at anytime before the automaton
model have to be updated.

s 5 s
13 Tog o1 /b5 ]:32,/4 FQQM 701 541 \014 512 ]:ZQ,,l ]:39,,1 ]:lgyl

a3, { a13, {f2} ag, {}) 1 2
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soa o/ 7B, B, o,
2
s Af8}
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) motiny S ey i
ag, {f35 f10
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524 *FL 31,2

Figure 4.7: Hybrid diagnoser obtained following the incestal method

To illustrate the incremental building procedure, consttie case when evedi, is identified, which
corresponds to a transition frog — ¢3 of HA*. Fig. 4.8 shows a view of the full hybrid automaton
with respect to the incremental part generated at 3300s. Successor modes qfs and ¢4 are
included in the incrementdl A* atk = 3300 sinceqs, ¢13 andq;4 belong toQ,,. Notice that some of
the successors modes @f have been previously generated represented in green ¢ddovever, their
transitions are represented in blue color to indicate their ttorresponding events must be taken into
account for the diagnoser as feasible events at anytime.

The feasible events that may occur ang, 41, 912, 5;34, 6;34, 0o, ando,,. The incremental
behavior automato* and diagnoseD* are built att = 3300 and are shown in Figs. 4.9 and 4.10,
respectively. They are built from thié A* shown in Fig. 4.8.

4.4.4 Discussion

In the online diagnosis process, all blocks shown in Fig.cédperate. The diagnoser operates in some
stategp and waits until the occurrence of an event. Two hypothesistmalerived when a mode change
occurs: an observable discrete event of thé¢* occurs or an unobservable event occurs. Once the event
is identified, H A* and B* are updated following Algorithms 4.2 and 4.4.

The advantage of only generating an incremental part of ihgnoser is to reduce the number of
modes to be handled in the online diagnosis procedure in adsgnm to the number of modes generated
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Figure 4.8: Incrementdll A(k) model atk = 3300s

in the global model. The incremental diagnoser buildingetgm has a polynomial complexity@%,| =

nq). The depth of the exploration depends on the discernjtplioperty between the current mode and
their successors. Summarizing, the incremental methagtesthe online memory usage but increments
the online execution time, whereas the non-incrementahatkimplementation might unaffordable due

to online space requirements.

From a practical point of view, controlled systems are gaihedesigned so that the control compen-
sates for the faults that may occur, and reconfiguratiorcigdliare applied. This means that, although
the number of possible modes may be theoretically high \them really operates in a limited subset of
these modes. Our incremental diagnoser method adapts &xtie operational life of the system and
does not waste ressources in considering all the theoretmde space.

Table 4.2 provides a comparison of the results obtained tivéttpresent method and the obtained in
Chapter 3 with the complete offline diagnoser generatiatingf out the benefits of the proposed method.
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Figure 4.9: IncrementdB A(k) atk = 3300s

Non-incremental Incremental
Number of diagnosef 75 23 per iteration
states
Number of residualg 10 10 per iteration
generated
Computational com{ Exponential2™statesn ) Polynomial(Ngucesp (g5))
plexity
Nitatesp, Total number of| Ngyeesp(qp) ToOtal number
diagnoser state of successors

Table 4.2: Comparison between both methods according teetime simulation
scenario
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CHAPTERS

APPLICATION CASE STUDY

5.1 Study case description

To illustrate and validate the methodology proposed intthésis, a representative part of the Barcelona
sewer network presented in [Meseguer et al., 2010a] is ulsedeneral, sewers are pipelines that col-
lect and transport wastewater from city buildings and raiirgs to treatment facilities before being
released to the sea. Sewers are generally gravity opeithigagh pumps may be used if necessary
[Ocampo, 2007, Ocampo and Puig, 2009].

The city of Barcelona has a combined sewer system (wasteaamaater go into the same sewer)
of approximately 1500 Km. Additionally, the yearly rairifé@ not very high (600 mm/year), but it in-
cludes storms typical of the Mediterranean climate thatealot of flooding problems and combined
sewer overflows to the sea that cause pollution. Such a camspttem is conducted through a control
center in CLABSA (Barcelona Sewer Company) using a rematérobsystem (in operation since 1994)
that includes sensors, regulators, remote stations andhoomations. Nowadays, the urban drainage
system contains 21 pumping stations, 36 gates, 10 valve&@netention tanks which are regulated in
order to prevent flooding and combined sewer overflow to tvr@mment. The remote control system
is equipped with 56 remote stations including 22 rain-gawayel 136 water-level sensors which provide
real-time information about rainfall and water level inteetsewer system. All this information is cen-
tralized at the CLABSA Control Center through a supervisooptrol and data acquisition (SCADA)
system.

Fig. 5.1 shows different regions of a representative pathefBarcelona sewer network that covers
a surface of 22,8¢m? which will be used to illustrate the methodology. It compdS3 redirection
gates, 1 retention gate, 10 level sensors (limnimetersyaaih-gauges (pluviometers) and 1 retention
tank. There are two wastewater treatment plants (labelgdWit T P1 andWWT P2 in Fig. 5.2). A
wastewater treatment plant consists in plants where, ¢firphysicochemical and biological processes,
organic matter, bacteria, viruses and solids are remowend Wvastewaters before they are discharged in
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rivers, lakes and seas. Nowadays the inclusion of such elisméthin the sewer networks is of great
significance in order to preserve the ecosystem and maithtaienvironmental balance inside the water
cycle.

Figure 5.1: Different regions of the Barcelona city sewewaek

The water flows in sewers by gravity since runoff is open-ctehnHence, it is accurately modeled
by the Saint-Venant equations based on physical princgflesass conservation and energy. However,
these equations are useful for offline operations (caiitmednd simulation ) of the sewer network not
for online diagnosis. Alternatively, sewer networks mayrbedeled using the virtual tank modeling
approach. Fig. 5.2 shows the model of the considered paheoBarcelona network using the virtual
tank modeling approach [Cembrano et al., 2004]. Therettie decomposition of the sewer network
into catchments is shown in Fig. 5.2. The elements that appehe sewer are: nine virtual tanks, one
retention tank, three redirection gates, one retentioe, datr rain guages to measure the rain intensity
and ten limnimeters to measure the sewer level. The corditelgare opened or closed by a controller
depending on the flow in the sewer.

Sewer networks present several elements exhibiting numsesperating modes depending on the
sewer flows so they behave as a hybrid system. When the maxievehis reached an overflow situation
occurs [Ocampo and Puig, 2009].

5.2 Hybrid modeling

A hybrid automaton model can be obtained to represent thachghenomena concerning virtual tanks
and control gates. The complete hybrid system model will li@ioed by a composition procedure of
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Figure 5.2: A representative part of the sewer network

component automata. Except for the wastewater treatmantgathat have not taken into account.

Combining the virtual tanks approach and sewer network eftimutomata, the following elementary
models are introduced:

Virtual tanks: A virtual reservoir is a conceptual model of the sewer nekneatchment that ap-
proximates the hydraulics of the rain retention, runoff aadiage water.

The dynamic model of a virtual tank, assuming that behave=sally, is given by the following
discrete-time equation representing the water volume énadution:

Til

vi(k +1) = vi(k) + At(g}" (k) — 07" (k) — 0{*(k))

with ¢ € {0, 10}. The overflow is given by:
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es an(k) - QfUt(k) If Ul(k) Z Ei
0i** (k) = , (5.1)
0 otherwise
The input flow associated with a virtual tank is given by:
— Q;:)lu’u + Z Qouth + Z Qdesl (52)
where o?""" (k) = Siviui(k) is associated with the rain intensi?“" (k) corresponds to all output

flows of other tanks coming in to tarik andgdesl (k) corresponds to all overflow coming in to the tank
T;andh,l € ZT.

The output flow for a given tankis given by:

out ) { Bivi(k) if o (k) < ?3ut(k) 53

@ ﬂiUi if Uz(k) Z v,

The relation between level and volume, derived from a mefatietween flow and volume, is given
by:

Li(k) = g vi(k) (5.4)

The general automaton for a virtual tank involves two dikestates: overflowo] and non overflow
(wo) situation as shown in Fig. 5.3.

vi(k) >=7;
i i >=7;

wo

o™ (k) < 09"t (k)

Figure 5.3: Automaton of a virtual tarik

The list of events for all virtual tank automata are desdatilmeTable 5.1. All these events are unob-
servable and spontaneous.

The virtual tank parameters are described in Table 5.2

Gates In a real tank, a retention gate controls the outflow. Virtaak outflows can not be closed
but can be redirected using redirection gates. Rediregtides divert the flow from a nominal flow path
it follows when the redirection gate is closed. The contatbgnput flow is divided in two output flows
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T; | Unobservable spontaneous eventiabel event| code event
T U1 (k) > U1 Tu02 1
F(k) <™ (h) Tuon 2
TS 1)2(k) > Uy Oyod 3
ln(k) < qgut(k) Ouo3 4
T4 /U4(k)) 2 54 O w06 5
(k) < 47" (k) Tuos 6
Ts vs(k) > Ts Ouos 7
5 k) < qgut(k) OuoT 8
T ve(k) > Ug Ouo10 9
6" (k) < gg"* (k) T 10
T7 vr(k) > U7 Ouol2 11
a7 (k) < ¢3"" (k) Tuoll 12
Tho vi2(k) > U1 Ouold 13
qi5 (k) < 75 (k) Ouol3 14
Tg Ug(k) 2 Vg Ouol6 15
qf:b)n(k) < qsut(k) Ouol5 16
Tho vio(k) > Tho Ouol8 17
qio (k) < g26" (k) Tuol? 18
Table 5.1: List of events for virtual tank automata
Parameter description units (MKS)
Bi Volume to flow conversion factor of external tatik %
M,; Conversion factor in the output valve iy -
S; Area of virtual tankT; m>2
i Absorption factor of tank’; -
7 Maximum volume in tankl; m3

Table 5.2: Virtual tank parameters

as can be seenin Fig. 5.4.

Output flows are defined according to the following equations

{ 0uc, () = (1= ;e (K (5.5)
Obg, (k) = anlan(k)

whereq; belongs to the intervdl), 1]. 0 means that the retention gate is completely closed (i.énaulit
flow is sent 004, (k)), and1 means that the retention gate is completely open (i.e. piitiflow is
sent togy ¢, (k)).

Control gates, are described by four discrete states: thenad behaviors (open or closed) and the
faulty behaviors (stuck opeibo) or stuck closedSc)) shown in Fig. 5.5.



70 Chapter 5 : Application case study

Figure 5.4: Control gate flows

Figure 5.5: Automaton of a control gatg;

The list of events for all control gate automata are desdrib&able 5.3. Some of them are observ-
able (and controllable) and the others are unobservabligy faeents. These faulty events are related to
structural faults since they modify the system dynamicsorbter to simplify, we assume that control
gates can be either completely opened or closed. Thusiiathate positions are not considered since it
would imply an infinite number of modes.

Non-structural faults corresponds to faults in input antpatisensors of the system. The list of
non-structural faulty events are described in Table 5.4.



5.2 : Hybrid modeling

71

Control gate Event Label events| Code events

G4 close Toy 19

open 0oy 20

stuck closed Of1a 25

stuck open Tt 26

Go close Tos 21

open Oo, 22

stuck closed O fou 27

stuck open Tt 28

Gy close Oos 23

open Tos 24

stuck closed O f3q 29

stuck open O fsp 30

Table 5.3: List of events for control gate automata
Virtual tank | Liminimeter | fault label | Rain gauge| fault label
T L3g J7 Pig fi7
Ty Ly IE Pig J1s
T3 L7 Jo - -

T, L J10 Pag J19
T5 Loy fi1 Py f19
Ts Ls f12 Py f19
17 L3 f13 Py J20
Tyo Lg f1a Py J19
Ty Lsg f15 Pig f18
Tro L~ f16 Pig f18

Table 5.4: List of non-structural fault events
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5.3 Simulations and results

As stated in Chapter 4, the incremental methodology is mppeapriate than the non-incremental ap-
proach presented in Chapter 3 for the representative pdheofewer network due to its complexity.
Before online diagnosis process starts, the initial inaetal hybrid system modéf A;,,;: is built con-
sidering the initial state of all components in the sewewoek under no faulty situation. Next, the initial
incremental behavior automatdh,,;; and the initial incremental diagnosby,,;; are built fromH A;,,;;.
D;.;¢ provides information about the events to be monitored teatetome change in the system config-
uration or whether a fault occurs. During the simulati&iv*, B* and D* are updated whenever some
event is detected.

The value of the parameters used for the simulation areatetién Table 5.5.

tank | Bi(s™") M; Si(m?) vi | wi(m?)
T, | 71x107*] 6.2871 | 323576 | 1.03| 16901
T, | 5.1x10~* | 6.6130 | 164869 | 10.4| 43000
T3 | 2.1 x107* | 11.2620| 5076 - 35000
T, | 54 %1073 | 3.0602 | 15707753| 0.51 | 26659
Ts | 1.2x10~* | 5.3794 | 489892 | 1.93| 27854
Ts | 5.6 x10~* | 3.8700 | 925437 | 0.51| 26659
T | 3.5x10~* | 14.5963| 1570753 | 1.30| 79229
Ti2 | 5.0 x 10~* | 26.0610| 11345595| 1.00 | 293248
Ty | 4.1 x10"* | 55050 | 1823194 | 0.49 | 91988
Tio | 2.1 x 10~* | 34.6333| 385274 | 5.40| 175220

Table 5.5: Value of the sewer network parameters

5.3.1 Parametrized equations of the sewer network

The set of equations describing the virtual tanks are tHeviihg:
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vi(k+1) = wvi(k)+At(e" — 07" — of*) (5.6)
va(k+1) = wak)+ At(05" — 05" — 05°) (5.7)
vs(k+1) = ws(k)+ At(e5" — 05") (5.8)
va(k+1) = wva(k) + At(ef" — 03" — 0f*) (5.9)
vs(k+1) = ws(k)+ At(of" — 08" — 0§*) (5.10)
ve(k+1) = wve(k)+ At(ol" — 03" Qges) (5.11)
vr(k+1) = wvr(k) + At(of" — 05" — 0f*) (5.12)
via(k+1) = wvia(k) + At(0}3 — 095" — 0f5”) (5.13)
vo(k+1) = wo(k)+ At(0g" — 05" — 0§°) (5.14)
vio(k+1) = wio(k) + At(eff — 075" — of6") (5.15)

Virtual tank input and output flows are detailed in Table 5l'6e interconnections between compo-
nents are described in Table 5.6. The input flow of a virtuak depends on the rain intensity, an output
flow of other virtual tanks or a control gate, and the overfleming of other virtual tanks.

tank | output| input | output flows coming from other components Parameters
sensor| sensor output flow overflow p@esi
Ty L3y Py - - S1, @19, B1, M9, U1
Ty Ly Pig Qag, (k) - Sa, p16, B2, My, U2
T3 Ly7 - Oag, (k) - S3, B3, Maz
Ty Lig Py | ovg,(k) + o, (k) | 05 (k) + 055% (k) Sy, Baspao, Mig,0a
Ts Loy Py ot (k) of> (k) S5, 85,020, Maz,U5
T Lg Py 0% (k) - S6, Ber Mg, 020,06
T Lj Py 05 (k) 0% (k) Sz, Br, M3,020,07
T1o Ly Pao - - S12, 20, B12, Mo, V12
Ty Lsg P - - S9, 16, Bo, M6, Vg
Tio L Pis obg, (k) 0% (k) S10, B10, M7,016,010

Table 5.6: Virtual tank input and output flows

The flows through gates are detailed in Table 5.7. Therefloeedependence of the control gate flows
shown in Table 5.6 for virtual tanks are described in moraitigt this table. The input flow in gat€';
corresponds to the output flow of virtual taffik, the input flow in gat&;, corresponds to the output flow
of virtual tank7» and the input flow in gaté&, corresponds to the output flow of virtual taik.

Replacing the equations described in Tables 5.6 and 5.7 ubslittiting dead zone and saturation
nonlinearities, the system mode equations can be desdriteedompact form such that they depend on
the state components and system parameters. The advamtagedsent the system model equations in
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Redirection | input flow output flows parameters
gates g (k) og” (k) oz, (F)
Gy oM (k) | (1 —a1)oft (k) | (an)ofy (k) ay
Gy 077 (k)| (1= a2)07 (k) | (a2)05(K) | oo
Gy o7y (k) | (1—ou)oq' (k) | (cu)o' (k) ay
Retention gate input flow output flow parameter
CVsy o7 (k) Bs07:" (k)

Table 5.7: Redirection and retention gate parameters

this form is the easy way to obtain the different dynamicstiiervisited modes online whenever a new
mode change is detected. Besides, the dynamics remaias foreall modes. The implemented Matlab
function is described in Appendix A.

The simulator of the sewer network implemented by [OcampmbRaurig, 2009], allows us to validate
the methodology. Fig. 5.6 shows the implemented scheme ttablaData provided by rain gauges
corresponds to real episodes of rain occurred in Barcekgiatered by CLABSA. The data provided by
limnimeters is generated by the simulator shown in Fig. Bréugh the rain gauge data.

SIRAB
Simulador de la Red de Alcantarillado de Barcelona TR ETT
Universidad Politecnica de Catalunya DE PARAMETROS
ESATI - Terrassa
w6 G
2004
VOLUMEN AL MAR
VOLUMEN A LA CALLE
- -
Madidas de Pluvidmatros @—\_-
Clock1
Wiedidas de Fluvismetios
MODELODE LA
CUENCA PILOTO | &%
Safiales de Control >
Ready 100% odel

Figure 5.6: Simulator of the sewer network
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5.4 Scenariol

System dynamics evolves following the mode sequenee > ¢s— > ¢o14— > Gra0— > Qo11— >

gs— > gsss for the rain episode occurred in Barcelona shown in Fig. 5t & sampling time of
At = 300s. Modeq; refers to the situation in which no tank is in overflow. Magerefers to7; being
in overflow. g214 refers toTy, Ty, T5 and Ty being in overflow.q;49 refers toT», T, andT5 being in
overflow. Modeg,;; refers tols andT, being in overflow and mode; refers to75 being in overflow.
Fig. 5.7 shows the rain gauge measurements for the condidsreepisode.

Ple(k)

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

350

P,oK)
P1a

[ 8 osk

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

time (s) time (s)

Figure 5.7: Example of a rain episode occurred in Barcelona

The measurements provided by the limnimeters are showrgind=8. Notice that in the figure it is
possible to see which tanks are in overflow. The green hatdalashed line is the maximum level a
virtual tank can reach. Therefore, the mode sequence caachedd from system measurement.

Fig. 5.9 shows the set of residuals for the concerned modemak that the residuals in all modes
are consistent with measurements whenever system renmathem. The signature-events identified
during the simulation are shown in vertical dashed linesign B.9. These events are reported in Table
5.11.

Notice for instance that when the system is in mage ®¢7(k) = O during the time interval
[3600s, 3900s] whereas the remaining consistency relations differ from ze

Next, a non-structural fault occurs 2800s, that is detected by the diagnoser. The theoretical fault
signature matrix to isolated this fault is provided by Tabl&, which corresponds to mode € Q..

Fig. 5.10 plots the set of residuals for moge. Remark that the observed signature is
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Lse(k) (m) time (s) x10° L7(k) (m) time (s) x 10"

Figure 5.8: Levels provided by the limnimeters

frr | fis | Sro | Sao | S | fs | fo | Jrio | Ju | f12 | fi3 | f1a | f15 | Ji6
1 0 0 0 1 0|0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 0 0 0 0 0 0 0
0 0 0 0 0 1 1 0 0 0 0 0 0 0
0 0 1 0 0 0 1 1 0 0 0 0 0 0
0 0 0 0 O] 0O 0 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 O] 0O 0 0 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0 0 1 0 0
0 1 0 0 O] 0O 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 0 1 1

Table 5.8: Fault signature matriss, .,

[001 1 0 0 0 0 0 0 ]"which,accordingtdsS,.,, corresponds to a fault in sensby; (i.e.
the fault labeled withyfs in Table 5.8).

The report given by the hybrid diagnoser is shown in Tabld 5Tlhe first column represents mode
changes inif A*, the second one, the identified events. The third columresponds to the diagnoser
state information and total number of states generatedothith one shows the total number of residuals
generated. The last two columns show the occurrence timthardetection time of the identified events.

Figs. 5.11 and 5.12 show a part HfA* and B* in more detail. In red the visited modes and their
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Figure 5.9:Binary residuals
Mode change | Reported even Current diagnoser state Occurrence| Detection
time (s) time (s)
Initial modeq; - (¢1,{}) - -
q1 — g3 05667 g3, {}QO {flb}%ﬁ, {fzb}%m {fsb} 3600 3600
43 — G214 de7—70 q214, {}q238, { f1a}aos1, { f1o} 264, { for } qora, { f3a } 3900 3900
G214 — G140 070—69 q140, {}q166, { f1a} 170, { f10} 4200 4500
q140 = G211 06957 g211, { }qoas, { fio }qo61, { foo }aor1, { f3a} 5100 5400
G211 = G5 O57-58 g5, {}q23, { f1v}a38, { fov } g2, { f3a} 6600 6900
q5 — G885 Oxz, asss. { fs} 7800 7800
faultin Ly € Fs qs99, {f1u.f8}q013, { fov fs }aoor, { faafs}

Table 5.9: Hybrid diagnoser report for Scenario |

non-discernible successor modes generated in the parattglosition are represented. The total number
of modes inH A* is 697, while the number of modes B is 1506 and the total number of diagnoser
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Figure 5.10: Residuals of modg belonging toQ,,.

states is 156 H A¥, B* and D* during the simulation scenario are shown in Figs. 5.13, &ridt5.15
respectivelyt.

1 These figures are presented just to visualize the complegitpuse of the size of the problem.
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Figure 5.11: A part ofd A* for the simulation Scenario |

Figure 5.12: A part of3* for simulated Scenario |
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Figure 5.13: H A* for simulated Scenario |
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Figure 5.14: B for simulated Scenario |
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Figure 5.15: D* for the simulation Scenario |
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5.5 Scenarioll

For this scenario, the system dynamics evolves followiegtiode sequeneg — q14 — g29 — Qa7 —
qs55 for the rain episode occurred in Barcelona shown in Fig. 5.1Be initial mode isg; as in the
previous scenario, modg, corresponds to closing gafe,, modegyy refers to closing gaté&’;, mode
qa7 corresponds to a structural faulty mode (vadvein stuck closed state) angdss is a non-structural
fault in sensor.sg.

02 04 06 08 1 12 14 16 18 2 22 24 02 04 06 08 1 12 14 16 18 2 22 24
x10* x10*

02 04 06 08 12 14 16 18 2 22 24 02 04 06 08 1 12 14 16 18 2 22 24

1
time (s) x10* time (s) x10°

Figure 5.16: Example of a rain episode occurred in Barcelona

In Scenario |, the diagnosis was carried out when the raiseaoverflow in virtual tanks. In this
scenario, rain intensity does not cause overflow in virtaaks as it can be seen in Fig. 5.17. Moreover,
gate switching is simulated to test how the diagnoser behawder observable events and structural and
non-structural faults in components.

The set of consistency indicators are generated for theestoad modes (see Fig. 5.18). In this case,
when an observable event occurs, the set of residuals avs@dto detect the transitions between modes,
butin any case they must be generated. Notice that the sesidiials are consistent with measurements
when observable events occur. G&tgstays in stuck closed position when open command is trigigere
Therefore, the set of residuals for mogle is equivalent to modeqg. In this case, the set of residuals
can be used to confirm a transition given by an observable.eNénpossible to know that the system is
in stuck closed state because the set of residuals doesamgelvhen the command is executed.

Fig. 5.19 plots the set of residuals for modg;. It is possible to detect and iso-
late the non-structural fault in liminimetef.so since the corresponding theoretical signature is
[1 001 0 0 0 0 0] (see Table 5.10) which coincides with the observed fautiatigre
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Figure 5.17: Levels provided by the limnimeters

in sensorLsy shown in Fig. 5.19.

Sie | fis | fro | feo | S | fs | fo | fro | fu | Sz | fiz | fua | J15 | fie
1 0 0 0 1 0|0 0 0 0 0 0 0 0
0 1 0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 0| O 1 0 0 0 0 0 0 0
0 0 1 0 1 1 1 1 0 0 0 0 0 0
0 0 1 0 O] 0O 1 1 0 0 0 0 0
0 0 1 0 0 0 0 0 0 1 0 0 0 0
0 0 0 1 O] 0O 0 1 0 1 0 0 0
0 0 1 0 0 0 0 0 0 0 0 1 0 0
0 1 0 0 O] 0O 0 0 0 0 0 1 0
0 1 0 0 0 0 0 0 0 0 0 0 1 1

Table 5.10: Fault signature matfss,

The report given by the diagnoser for Scenario Il is providedable 5.11. The transitions are
detected instantaneously because they correspond tovabkeevents. In the case of a non-structural
fault, residuals are activated immediately after they appélhe structural fault is detected because
closing valveGG; does not produce any change in the set of residuals.

The total number of modes i A* is 260, the number of modes iB* is 637 and the number of
diagnoser states is 1301 A*, B* and D* generated during the simulation scenario are shown in Figs.
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mode g,(T.WO) modeq, (closeG,)
1M 1 2
1 ‘ —T 1 T ‘ —
B 1 11 1 11
K B Lo W =
Lol o o I R o
0 s 1 (I | N 1 (I |
U] 0 L 1 1 ¢ ol 1 1
b : Foaa 8 : '
02 L 1 [ | 021 1 [ |
B 1 11 1 11
. [ 1 (I | 1 (I |
v | T | L1 I 0§ Ll | L1 I
0 05 ! 15 2 0 05 ! 15 2
00 X0’ 1] X0’
2 modeq, (closeG,) 1 modeq (faultinG,)
9 | 4 1
1 T T 'Ir T 1 '\ T T
1 1
gy . 0g} '
Q ' Q :
o 1 o ¥
0 ! 0 1
< ot ! < ot :
b ; 8 :
024 1 028 1
1 1
0§ : | 0 :\ I I
0 5 2 0 05 t 150, !
b f fime (3) I F63 u
Figure 5.18: Binary residuals for the concerned modes fen&co Il
Mode change | Reported even Current diagnoser state Occurrence| Detection
time (s) time (s)
Initial modeq; - (q1,{}) - -
Q1 — Q14 To, q14,{}q16, { fov} q31, { f16} 933, { f3a } 3600 3600
q14 = G29 o, 429, {}q31, { f1v}qas, { f2a } G5, { fov } 3900 3900
qa7, {f3b}
420 —* qa7 T 429, {}as1, { fio}qaa, { f2a} 4200 4500
45, { fav}qar, { f3v}
Q47 — G356 d 2 4219, 1 f7}4331, { f1a f7}q345, { fov f7} 7800 7800

faultin L3g € F,6

40

4359, { f3a fr}az73, { fraf3a fr}
0387, { f2a f3a f7}

Table 5.11: Hybrid diagnoser report for Scenario Il
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Figure 5.19: Residuals of mode; belonging toQ,,
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5.20, 5.21 and 5.22 respectively.
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Figure 5.20: H A* for simulated Scenario |l
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L
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SOTTLLITCTl ~~ ~,

Figure 5.21: B for simulated Scenario Il
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Figure 5.22: D* for simulated Scenario |l
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5.6 Results analysis

5.6.1 Automata composition analysis

Components automata are shown in Table 5.12, describinguimoer of components, the number of
component discrete-states and the total number of modesriposition was carried out for the whole
sewer network (i.e. considering all possible combinatameng the discrete-state labels).

Component Num. components Num. discrete|  Num. Num. non-struct.
states transitions fault states
Virtual tanks 9 21T =512 4608 -
Real tank 1 - - -
Output sensors 10 - 10
Input sensors 4 - - 4
Redirection gates 3 43 =64
Retention gates 1 - - -
Weir overflow devices 4 - - -
Total of discrete states 32768 589824 | 14*32768=458752

Table 5.12: Automata composition analysis for the sewerort

Applying the methodology presented in Chapter 3, the nurobenodes to be generated is 32768
modes, the number of residuals to be computed is in the waess 827680 residuals. Algorithm 3.1
would require an exponential time to builgsl and D. Hence, it is not possible to easily obtain an im-
plementable hybrid automaton model. Even if binary redglo&the active groups (the current mode
and their successors) were only computed in the online dgigmprocess, the computational cost would
be high since the algorithm to update active groups reqainesxploration of the full diagnoser model.
Alternatively, incremental diagnosis deals with this desh, avoiding to build the entire hybrid model
and automaton.

5.6.2 Complexity analysis and benefits of the methodology

To study the complexity of the proposed methodology, reduttm Scenario | will be used. Table 5.13
reports the space and time complexity for this scenarioikdhe non-incremental method, the number
of visited modes increases if a mode change in the systemtéstdd. Notice that one of the main
advantages is that the number of modes increases slowly draiteration step to another. In case
of transitions to already visited modes in the system, thee@dge-base does not need to be updated.
Hence , update is not executed in the algorithms that gengrdt’, B* andD*. Similarly occurs, in the
case of non-structural faulty mode transitions.

If full mode discernibility in HA was guaranteed, the number of diagnoser states would tend to
the number of modep| ~ |Q|, depending on the depth of tHiéA* exploration. Time complexity
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Mode change oF . OF H AF BF DF
Qv U Qx| +19x| | [QIT]) 1Qp|
Initial modeq; 130, 13 61 +42 182 (199) 13
=0 240, 24 137+70 437 (495) 32+13
@ — g4 340, 34 209+70 686 (791) | 29+45=74
G214 — Q140 540 54 347+70 1180 (1383)| 74+28=102
4120 — a1 610, 61 386+42 1340 (1582)| 102+28=130
g211 — Q5 690, 69 431 +42 1506 (1781)| 130+26=156
45 — Gsss 690, 69 0 0 156
fault f; € F,,s in Modegs
Total 690,69 431 + 266 = 697 1506 (1781) 156

Table 5.13: Sewer network complexity results for Scenario |

increases sinc& A*, B* and D* are computed at the same time. To guarantee that a transitiohe
detected, residual dynamics should be faster than thersy&@0s in the sewer network application).
The algorithms are executed in an acceptable time. Time itypincreases but is much less than the
sampling time. The set of residuals to be computed dependeadtive set of non-discernible modes,
which varies between 130 and 200.

Optimal diagnosis performance depends on weather conditldnder no rain condition, water level
remains stable and transitions between modes do not vaer féign in a rain episode. Besides, rain
intensity does not imply an overflow situation as can be seehé Scenario Il. After a non-structural
fault is detected, the diagnosis stops and the number of sraxai states remains in a constant value.

5.6.3 Limitations in hybrid diagnosis

After detecting a non-structural fault, continuous dynesmust be recomputed to take into account the
fault effect. Non-structural faults affect the continuonsdel used to generated the set of residuals. The
loss of information should be compensated otherwise disigveould be erroneous. This is not a trivial
task. It could be considered whenever a new system modeldhawasonable online execution time to
update it. In the methodology, there are no mechanisms tbato Hence, until a detected fault is not
repaired, the diagnoser cannot proceed.

The occurrence time between two transitiongdn* is an important aspect to be considered. The
sampling time, the residuals dynamics and the observaleletewccurrence play an important role in
hybrid diagnosis. For this reason, the methodology assuh@atsvents can sequentially occur during
the system evolution in a minimal time between them (see igsion 3.2). This time is associated with
the dwell time and the sampling time. If multiple transitiaiook place at the same time, some of them
could not be detected (see Assumption 3.1).
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The use of a binary codification implies a loss of informasorce the residual activation may exhibit
different dynamics (slow or fast). Moreover, after a faulhoode change, the persistency of the binary
residual indicator activatiofy. (k)) of each set of residuals is independent of the others (saewsion
3.3).

In some cases, consistency indicators are active at diff@rstant times. The methodology does not
include a logic based on the transient response but in thregr@nt response. A delay is present in the
diagnosis to consider settling time of dynamical residaald is being included in the event generation
block.

Another common limitation is the instability of the mode elgton test indicator (chattering) since
the presence of noise and the binary test used. A threshokl/éy residual has been experimentally
chosen for the sewer network.



CHAPTERG

EXTENSIONS TO THE FAULT DIAGNOSIS
METHODOLOGIES FOR HYBRID
SYSTEMS

The methodology to detect and isolate faults developeddwipus chapters can be improved considering
some aspects neglected so far as robustness and noniegakitays present in systems and assuming
fault models are known. In the case of considering uncaxtgddmary residual computation is improved
generating an adaptive threshold that considers modettantty. Regarding the issue of unknown fault
models and nonlinearities, the use of structural modedssalto generate residuals even if some equations
are nonlinear. The logic applied to detect and isolate $aallbws to make hypothesis regarding multiple
fault occurrence and detect non-modeled faults using a oosmt oriented fault diagnosis approach.

6.1 Hybrid system diagnosis under model uncertainty

The diagnosis method for hybrid systems, presented in li@sid, is based on generating the set of
residuals by means of the parity space approach. The rasssimenhanced by using a passive strategy
based on generating an adaptive threshold that considetslmaocertainty in the residual evaluation
extending the results for the LTI case presented in [Vensd.e2012].

In the hybrid automaton model only the continuous dynantesasumed to be affected by modeling
uncertainty. The algorithms to build the behavior automadaand the diagnosep do not change since
they do not depend on parameter uncertainty.

93
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6.1.1 Continuous dynamics with model uncertainty

The continuous dynamics with parametric uncertainty coring mode; € Qx U Q. are defined as
follows:

X(k 4+ 1) = A;(0)x(k) + B;(0)u(k) + F.;(0)f(k) + E.;(0) (6.1)

whereA; () € R"=*ne B;(0) € R"**"v andE,,;(§) € R"**! are the state matrices in modeand

f(k) € R"f represents the system faults, with, (6 ) € R"=*nf peing the fault distribution matrix in
modei. Some of the model parametefé) are assumed to be time-invariant and unknown but bounded
by an interval set, i.e., they belong to the &t= {8 ¢ R"°|@ < 6 < 6}. This set represents the
uncertainty on the exact knowledge of the real system p&m&(@). Analogously, the measurement
system equation can be defined as follows:

y(k) = Ci(0)x(k) + Di()u(k) + Fy,(0)f(k) + E,,(8) (6.2)
whereC;(8) € R"v*"z, D, () € Rmvxmu andE, (0 f) € R™v*1 are the output matrices in modeand
Fyi(g) € R™*n/ is the fault distribution matrix in modé

Alternatively, the model given by (6.1)- (6.2) can be expsgkin input-output form using the shift
p-operator (or delay operator) assuming zero initial coodg as follows

y(k) =Mi(p~ ", 0)u(k) + Xi(p", 0)fns(k) + Enmi(p~",0) (6.3)
where:
Mi(p™,8) = Ci(0)(pl —Ai(6))"'Bi(6) + Di(0)
Yi(p~1,0) = CiB)(pl —Ai(6)) 'F.,(8) +F,,(0)
-1 3 _ p
Enmy; (0. 0) = Em(év)p_1
Epai(p™,0) = Ci(0)(pl —Ai(6))'E,;(6)——

p—1
Emi(p™",0) = Epy,(07",(8)) + Epaui(p™,0)



6.1 : Hybrid system diagnosis under model uncertainty 95

6.1.2 Residual generation

Considering that the residuals are generated using they srace approach, the residual expression
generated for each mode is given by:

ri(k:, 0) = Wl(G)\?(kz) — Wl(B)Tmyp(B)U(k) — Wi(B)TiGVP(G) (64)

wherep is the residual ordelV;(8) is a matrix such thatV;(6)0;(8) = 0, andT;, ,(8), O;() and
Tig,,(8) matrices are given by:

Because of the inclusion of uncertain parameters in theirmmomis dynamics of the hybrid sys-
tem model, the determination &¥;(€) is not a trivial task. One possible approach is proposed in
[S. and Adrot, 2006]. Here, a different approach, based eretjuivalence that there exists between
the parity space approach and input-output models [Ding},62@08], is used. Assume that the sys-
tem model input-output form at a given operating point whbeei*” output is described the following
transfer function:
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bpi(e)pp + bp—li(e)pp_l + 4+ bOi(e)
pPtap1,(0)pP~t + - +ao(0)

Yi(q,0) = u(q) (6.5)

A way to construct the parity space residuals is based onidgfihe transformation vector as follows

Wi0) = | a0,(8) - ap,(6) 1] 6.6)

This definition can be justified according to the Cayley-Hsomitheorem. It can be proved that
W, (0)obsv(A;(0),C;(0)) = 0 is satisfied by considering each output of Equation (6.5¢hdently:

whereA;(0),c;(0) denotes the state space matrices of the transfer functiem diy Equation (6.5).
Moreover,

Wi(0)Tiu(8) = | boi(6) - bp—1,(6) b,,(6) |

and
WiO)Tipy(0) = | coi(0) -+ ¢p1,(0) c0(0) |

Under this approach, the number of residuals is equal to tinger of system outputs for a given
mode.

Alternatively, the residuals can be expressed using thatioptput form [Meseguer et al., 2010a] as
follows:

ri(k,0) =y(k) = Gi(p~",0)u(k) — Hi(p~",0)y(k) — Ens(p™",6) (6.7)

whereG;(p~1,0), H;(p~1,8) andE,,;(p~*, @) can be obtained from of the input-output model in pre-
dictor form. Moreover, with the previous selection\f;(8), an equivalence between input/ouput and
parity space predictors can be established through thaafimip relations:

1obsv denotes the observability matrix
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6.1.3 Residual evaluation

The set of residuals generated for each mode are compated thiteshold value (zero in the ideal case).
When the residual is larger than the threshold, it is coraguttiat the system is faulty or a mode change
has occurred. However, by considering the effect of the aiteparameteré on the estimated output
model response, an interval fgs( k) should be determined at every time instant instead of asiajue.
Therebyy;(k, ) is bounded by the interveigi(k:, 0),7,;(k,0)|, where for each output:

7 — min(5d =5 _ ~
y; (k,0) = g;'g(yi (k,0)) and yj(k,0)= renea(;))(yz (k,0)) (6.8)

with j € {1,---ny}. In the free fault case, each system output fulfils:

yg(k‘,e) € [Q/\g(kae)vg_g(kae)} (6.9)

Alternatively, the previous fault detection test can barfolated using the residuals given by Eq.
(2.1). A convenient way of considering the effect of paraneincertainty in the residual evaluation
consists in using the nominal modgl(k, 8°) obtained under assumptién= 6° € ©. In the following,
the notatioryj? (k) = ¢ (k, 6°) will be assumed. Thus, the nominal residual can be evalstéallows:

ri (k) =y(k) —¥; (k) (6.10)

and the effect of parameter uncertainty will be bounded aomept wise by the following interval

r¥ (k) F.J‘(k)} (6.11)

-1

where:

o (k) = (k) — 577 (k) and T (k) = (k) — 57 (k) (6.12)
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beingé{(k) and?j(k) the bounds of thg*" system output estimation computed obtained according to
Eq. (6.8).

Once generated, residual (6.10) is evaluated componeeatag@inst interval (6.11) to detect a fault:

¢g(k):{ 1 if 7 (k) ¢ ZE’](k)ff](k)} (fault) (6.13)

0 otherwise (no fault)

where interval{ﬁj (k), 7 (k:)} plays the role of an adaptive threshold. Thus, the obsermudtidignature
®,;(k) = [p}(k), -+, 9" (k)] is generated in a robust way.

6.1.4 Mode discernibility under parametric uncertainty

Theoretically the discernibility between two modes is detliusing the mathematical properties devel-
oped in Chapter 3. In practice, the concept of discernjbdiepends on the residuals belonging to an
interval. Hence, non-discernibility with parametric urtainty must be defined.

Definition 6.1. Two modesq’ and¢’ are said to be weakly non-discernible if and only if resigual
r; (k) (generated considering the modenodel) andr; (k) (generated considering the mogenodel)
both belong to their intervals (i.er5 (k) € [r9(k), 7 (k)], r3(k) € [r5(k),T; (k)] holds) when they are

computed using signalg (%), u(k)) corresponding to modg or modeg;.

In the case that residuals are generated using the paritg sjpgoroach, the discernibility function is
equivalent to evaluate the following condition (deducefiocquempot et al., 2004]) without parametric
uncertainty:

rank[O;] # rank[O;] # rank| O, O, Aij} (6.14)

WhereAij = Tiu,q — Tju,q'

WhenE,; andE,, appear in the continuous dynamics of the hybrid model, aairanalysis can be
done to obtain the condition of non discernibility as folkw

rank[0;(6)] = rank[0;(8)] = rank | 0,(8) 0;(8) Ay(6) Ap,(6) (6.15)

whereA;;(0) = Ti, 4(0) — T;, () andAg,, (6) = Tig ,(0) — T;p (0).

Ju,q
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For non-structural faults, the residual fault sensitidan be determined using its internal form. In
the case of the parity space approach, this form is given lanj et al., 2006] as follows:

whereT; ; ,(8) is a matrix similar toT ;, ,(6) replacingD; (#) with F,,(8), B;(8) with F,;(0) andF (k)
is a vector similar tor (k). According to [Meseguer et al., 2010a], the residual faeiftsitivity is given
by

_ ori(k)
A(ph) = = 17
Thus, the residual fault sensitivity under the parity spggeroach is given by:
Infp_p
Inf

A non-structural fault affecting the system can be deteiftéte active residuals in the theoretical
fault signature satisfy thaf” (k) ¢ {zfj(k) F.j(k)]

E2

6.1.5 Mode tracking logic

Algorithm 6.1 briefly describes the residual-based reaspoarried out by the diagnoser to identify an
event occurrence. The algorithm checks for the currentdisgr state whethef (k) € [r9(k),T; (k)]
holds or not. In case of a mode change, the set of residuatsnud successor mode will fulfitl? (k) €
[Q(k),??(k)] . In the case of a fault, the set of binary residuals in theemirmode are compared with

the theoretical fault signature to isolate the fault.

6.1.6 lllustrative example

Let us consider only tankg, , T», T5 in the sewer network example (see Section 5.1) and assunf@-the
lowing mode sequenag — g3 — ¢1 has occurred. The full hybrid automaton model is only coregos
of four nominal modes (neglecting structural faulty modesimplify the problem) and 16 non-structural
faulty modes. The measurements provide by rain gauges mmihlieters are plot in Figs. 6.1 and 6.2,
with a sampling time ofA¢ = 300s.

Through measurements provided by limnimeters, it is oleskthiat? is in overflow €4 (k)). For
instance, the predictor used for residual generation spaeding to mode 3 is
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Algorithm 6.1 EventProcessingJncertaintyp)
1: loop

2:  waituntilr (k) ¢ [r9(k),T; (k)] or o, € X, OCCUrS

3: if o, occursthen

4: op = 0,

5. else

6: forall ¢p; € Suces(gp;) do

7: ifro(k) e [r(k), 75 (k)] then

8: COND1 := true

9: break

10: end if

11: end for

12: forall ¢p; € Suces(gp;) do

13: if @, (k) =FS,, (e, F},) then

14: COND?2 = true

15: break

16: end if

17: end for

18: if COND1 = falseand CON D2 = false then

19: print Unknown event

20: else

21: if COND1 andCON D2 then

22: op =90

23: else

24: if COND1 then

25: op =0y,

26: else

27: op = 0r:

28: end if '

29: end if

30: end if

31 return

32. endif

33: end loop
6, 0 O 03 0 0

V2k) =10 0 0 |yk)+]| 0 0 |uk) +| 6, (6.19)

0 0 6 0 0 %5

that has been obtained using the state space model of the setderk using matrixV/ (). The un-

certain parameters have been estimated using the algopitbposed by [S. and Adrot, 2006] leading

to the following intervals:9; € [0.7083,0.8657], 6> € [0.8460,1.0340], 5 € [1.0162,1.2420] - 10%,
04 € [3.3942,4.1485] andfs < [0.1196,0.1462]. The value ofW (0) for this mode is:



6.1 : Hybrid system diagnosis under model uncertainty

101

x10~
6
o |
4— —
—
4
<
@ 3 -
-
o
A |
A |
| | |
0 1000 2000 3000 4000 5000 6000 7000 8000
x10
5
WS i
< s :
<
0
-
o 2+ -
A |
| | | | 1
0 1000 2000 3000 4000 5000 6000 7000 8000
time (s)
Figure 6.1: Measurements provided by rain gauges
15
< :
<
(2]
™
- 05— -
[ 1000 2000 3000 4000 5000 6000 7000 8000
.
i i
-
x
3
— 2 —
<
-
& |
| | | | | | |
[ 1000 2000 3000 4000 5000 6000 7000 8000
15
< r .
<
4
<
- 05— -
1 | | | | | |
0 1000 2000 3000 4000 5000 6000 7000 8000
time (s)

Figure 6.2: Measurements provided by limnimeters

o o O
P o o
S O =
oS = O
= o O



102

Chapter 6 : Extensions to the fault diagnosis methodoldgigsybrid systems

Fig. 6.3 illustrates the residual evolution for the consigdiescenario. Notice that, for instance, when

a transition from mode; — g5 occurs therr$(k) ¢ [r

Remark that all modes are discernible according to therwiteexplained in Section 6.1.4.

()

(k)

2
r1

)

Finally, an additive fault in sensdrsg occurs at time3600s. Consequently the residuals of mage
are triggered and the diagnoser stops. Notice that in Figwhen the fault occuns; (k) ¢ [r$(k),
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Figure 6.3: Mode change detection using interval models
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t
holds. In fact, the observed fault signatur®igk) = [ 100 } , which corresponds to the theoreti-

cal fault signature obtained applying Eq. (6.18).
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Fig. 6.5 shows in solid line the simulated system state éimluywhereas the dashed line is the state

sequence estimated by the diagnoser.

From this results, is observed the robustness of the propos¢hodology under parametric uncer-

tainty since modeling errors are considered in the detegifocess. Parity space equations are used

to evaluate the residuals online removing the dependenstata variables. Uncertainty is determined
based on the equivalence that there exists between inpottouodels and parity equations.
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6.2 Hybrid diagnosis based on components, extending the DXpa

proach

Applying the methodologies developed, diagnosis invoblletecting and isolating a fault using the DX
approach. In previous chapters, the diagnosis task asshatdhke faults to be diagnosed are known and
can be modeled, e.g. additive faults in sensors or othetipated fault models. The contribution of the
section is to adapt the fault diagnosis methodology for tayfystems such that fault models should not
be anticipated nor modeled.

The proposed enhancement of the methodology relies on #aefusonsistency-based reasoning
through a set of ARRs along the FDI approach and proposesatize the faulty components using the
component support of the ARRs following the DX componengiotéd approach.

A hybrid automaton is used to represent the discrete-eysteérs behavior and the continuous dy-
namics associated to each system component. Given the cemipariented model, a set of component-
supported ARRs is generated for each mode using structoah)sis [Blanke et al., 2006]. The advan-
tages of applying this approach for hybrid systems are thé&ut models are needed, multiple faults are
naturally in the scope of the method, and the equations #satribe the component continuous dynamics
can be nonlinear. All these issues had not been previouslidered.

6.2.1 Hybrid model adaptation

The behavior of a component; € M in a modeg’ € Q is governed by an equation denoted(ﬁy
Model equations depend on a set of physical variables, ddrntZ, which is divided in two subsets
Z = X U K, unknown and known variables.

A componentV/; € M is represented by a set of equations as follows:

M; ={C}:Vq' € Q} (6.20)

On the other hand, the system model or system descrifiia given by the whole set of equations.
For the sake of simplicity, it is assumed that the number afponents is the same in all modes of the
hybrid automaton, and that each component behavior isidesidoy a unique equation.

Summarizing, the hybrid system model is described by tHevidhg hybrid automaton
HA =< Q7X7U7K]:5M725T>

where:
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Q={q¢" :ie{l1,2,---,w}}is aset of modes (discrete states in the automaton)arnddexes
the modesq® is the initial mode.

X is the subset of non-measured or unknown variables.

U C K is the subset of control variables.

e Y C K is the subset of measured variables.

M is the set of components, the same for each miaglél’, which are modeled as in Eq. (6.20).

fu,; € Fis asetof faults. Each fault concerns one single component.

e ¥ =Y, ,UX, is asetof events. Spontaneous mode switching evEpjsafid input eventsy(..) are
considered. A spontaneous eventC Y, is issued when the state vector intersects a jump surface
So, = {X : s,, X = 0}, with s, being a linear switching condition.

o 7 : 9 x ¥ — Qdefines a discrete state transition function.

6.2.2 Residuals generation using structural models

The structural analysis proposed by [Staroswiecki andéek| 1989] is a way to connect both ap-
proaches usingomponent-supported ARRARR support (also known gsossible conflicfswas in-
troduced in [Cordier et al., 1995] as the components whosgefsare involved in the redundancy ex-
pressions. The structural analysis approach allows teelatitomatically analytical redundancy relations
from elementary component models [Blanke et al., 2006]pkegtrack of the components used in this
process. The problem of generating ARRs from model equatiolves finding just overdeterminated
subsystems of equations (constraints) [Krysander et@G08]2

Combining the measurement models with the process modekarhlytical expressions of ARRs
[Blanke et al., 2006], which are defined as relations betvk@emn variables, can then be derived. These
relations are used in the fault diagnosis procedure to chenkistency between the observed and the
predicted system behavior. As soon as an inconsistencyastee, fault isolation is triggered to provide
an explanation in terms of feasible faults.

According to [Cordier et al., 1995], a method to compute dasis using the DX approach is based
upon the concept dR-conflict(or for shortconflictin the following). A conflict points out correctness
assumptions for the components which underly a symptom &i.@iscrepancy between the system de-
scriptionS D, the set of componentsOM P.S, and the observatio3B.S generated using a consistency
checking procedure). At least, one of the components in #icois faulty in order to account for the ob-
servations (or equivalently it cannot be the case that altimponents of the conflict behave normally).
A minimal conflict is a conflict, which does not strictly incla (set inclusion) any conflict. Using min-
imal conflicts, it is possible to give a characterization dfiimal diagnosis, which provides a basis for
computing them. This characterization is based omivémal hitting setconcept [Cordier et al., 1995].
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A hitting set for a collectiot€ of setsis asell C U{S|S € C} suchthatd NS # {} foreachS € C. A
hitting set is minimal if and only if no proper subset of it iki&ting set ofC. Thus, a (minimal) diagnosis
A given a system descriptio®iD, a set of componentSOM PS and observation® BS is obtained as
a (minimal) hitting set for the collection of (minimal) coicfis for (SD, COM PSS, OBS).

The set of residuals for each mode is given by the followinggtign:

ri(k) = g'(u(k),y(k)) (6.21)

The set of residuals are generated using structural asdhymory [Blanke et al., 2006]. A structural
model is an abstraction of the analytical model taking irtwoaint which variables are involved in which
equations, neglecting the mathematical expression ofghat®ns.

The structural model is defined as follows [Blanke et al.,6}0@dapted for hybrid systems:

Definition 6.2. Given a set of model equation§?, that depend on variables = {X U K}, with
K = {Y uU}, the structural model is defined as a bipartite gragghy = {C7, Z,¢} whereC? and Z
are the vertices anglis the set of edges defined by:

(c], 2.) € ¢ if the variablez. appears in constrainf

6.2.3 Fault detection and isolation based on components

Fault diagnosis consists in determining a set of hypothabesat component states (through conflicts)
that are consistent with observations. As already mentigthe relation between conflicts and ARRs is
provided by the concept of component-support [Cordier.ef805, Travé-Massuyes et al., 20086].

Definition 6.3. The supportof an AAR, is the set of underlying components whose primatgtions
(constraints) are involved in the ARR.

The fault signature matrix or minimal conflict matriMCM ;) in modeq; crosses ARRS in rows
against faults in columns. Every row provides the suppoatoARR and every column the fault signature
of a fault. Concerning component faults the interpretatibsome entry of{ being zero is that thé ;
component does not belong to the support of fHe ARR. Otherwise, in case of being one, tfié
component belongs to the support of tHeARR.

Then, if an ARR in mode; is not satisfied by the set of observations, the support efARR is a
conflict.

Definition 6.4. A fault fu4, is detectable in a modg, if M; belongs to thesupportof some ARR in
this mode.
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The fault diagnosis is obtained from the minimal hittingsset conflicts, and these conflicts can be
seen as the set of ARR supports not satisfied by the set ofwatheers. These conflicts can be derived
by looking at the rows of the minimal conflict matrix corresglng to violated ARRS.

Definition 6.5. Two faults fo4, and f.4,, are said to be isolable if and only if for any observationewh
[, is among the diagnosis candidatgs; never is, and conversely.

For example, for a given modg, consider the theoreticAl[CM ; in Table 6.1. Assume that the
actual signature derived from observationsfis= 1, r? = 1 andr} = 0. Thus, theMCM ; involves the
rows in Table 6.1 corresponding to ARRsandr?. Next, using theMCM ; and the actual signature, the
minimal conflicts on the hypothesis about the behavior orttimponents can be derived. Therefore, the
minimal diagnosis that can be derived, assuming that ondyammponent can fail and based only in the
set of activated residuals, is: there is a faulfin, or a faultin fa,.

Ity | o | s | e | s
T 1 [ 1010
7171 | 1 | 0 | 0| 1
5170 | 1 | 1] 0|0

Table 6.1:MCM ; for modeg;

6.2.4 lllustrative example

Let us consider the same scenario in Section 6.1.6, tor#itesthe method enhancement based on com-
ponents. The set of componens$, which in this case are the same for all modes, consist oniasté?,

T, andT3), 3 output pipes (one for each tank) and 5 sensbgs, (41, L47, P19, P1g). Each component
M; involves a single equatiosy. The set of elementary models (e.g., for modeys) are given by the
following relations:

cy: vo(k + 1) = vo(k) + At(S19919 P19 — Bovo(k))
Cco - m (k + 1) v
€3 va(k +1) = (1 — AtBa)va(k) + Atpior
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Cy : L39(k}) = ]529 ’Uo(k/’) Cg : L41(k/’) = L41m(k)
Cs : L41(k) = A?ilm Cg : L47(k/’) = L47m(k)
Cg . L47(k) = ]527 UQ(k) C10 Plg(k) = Plgm(k)
cr L3g(k) = L3gm (k) ci1: Pis(k) = Piom(k)
In each mode the system is modeled using structural analysigere

zZ = s Laz, Piom, Pi6m, Laom,  Laim, Larm}, K =
{P19m, Pi6m, L39m, Laim, Larm } @ndX = {vo, v1,v2 Pig, Pi¢, L3y, La1, Laz}.

{vo,v1,v2, Prg, P16, L3g, La1

In order to simplify the residual generation, assume thdy daults in the following compo-
nents{ M, Mg, My, M1, M1} are considered idF. These faults correspond to output sensor faults

{fL39, fr41, fra7} and input sensor faultsfp19, fr16}, respectively.

Residuals are generated using structural analysis [Blahék, 2006], by eliminating the unknown
variables between elementary relations. This processrigedaout in each mode obtaining a set of
residuals that depend on the mode. Next, a minimal conflittiria generated. For example for mode
qs, the minimal conflict matrix is given by Table 6.2.

residuals in q1
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residuals in q3
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Figure 6.6: Mode tracking based on consistency indicators
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I | Sms | fvg | v | fu
ST 1 0] o0 1 0
7‘3 0 1 0 0 0
I B R O 0

Table 6.2: Minimal conflict matrix for mode?

Fig. 6.6 shows in solid line the simulated system state eéxmluwhile the dashed line is the state
sequence estimated by the diagnoser. The figure also péosetiof residuals in each mode.

According to Fig. 6.6, the estimated mode coincides withréz¢ mode of the system as long as the
corresponding set of residuals are equal to zero (e.g,uasith (k) = 0 when in mode 1rs(k) = 0
when in mode 3, and so on).

The diagnoser report is provided in Table 6.3. Transitipr+ g3 occurs at000s and it is reported
at3300s. Then, an additive fault in sensér,; appears at tim8900s and it is detected at200s when
the system is in modg;.

Mode change Reported event State diagnosef Occurrence| Detection
time (s) time (s)
Q1 — g3 014 (g3,{}) 3000 3300
a3 — @ Oz, (63, {f2}) 3900 4200
fault f» € F,s in Modegs

Table 6.3: Hybrid diagnoser report
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CHAPTER 7

CONCLUSIONS

7.1 Contributions

A methodology and architecture to design and implementgndiser in the framework of hybrid systems
has been proposed. The diagnoser design is based on the ehtiikeystem using an hybrid automata
that is used to calculate the set of residuals for each molde ifiplementation and logic to operate the
diagnoser is based on these residuals to detect tranditgingen states in the hybrid automaton.

A method to incrementally build a hybrid diagnoser has beesgnted. The diagnoser is built when-
ever the system requires it after an event occurs (signatent or input event). The method comprises
the detection and isolation of structural and non-striafiaults which are included in the system model.
The diagnoser executes the tasks of mode recognition antifidation using consistency indicators gen-
erated from a set of residuals for every mode, and then bihigdpart of the diagnoser required according
to the system operation. Thus, the obtained diagnoserresgigiss memory space and can be efficiently
generated online.

A tool has been developed which allow to build the diagnaseni automatic way. The performance
of the proposed approach has been successfully tested preseatative part of the Barcelona sewer
network.

The methodology has been extended to build a diagnoser lmaseghsoning about components.
Consequently detection and isolation of multiple faultgassible and nonlinear models can be included
for hybrid systems diagnsis. Besides, parametric uncgytéias been considered in the methodology.
Parity space equations are used to evaluate the residuale,ogliminating the dependence on state
variables. Uncertainty is determined based on the equneal¢hat there exists between input-output
models and parity equations.

111



112 Chapter 7 : Conclusions

7.2 Directions for future research

To continue the research proposed in this thesis, some é&teasitlined below:

e The algorithms of the diagnoser building could be improvexhf the implementation point of
view. They would be adapted to incrementally compute thessary part of the diagnoser, since
currently the DIADES tool computes all the feasible tracasdul on the observable event occur-
rence.

e Theinclusion of alogic based on the delays of the residudissh takes into account the activation
order of the residuals, would be an interesting issue towital The discernibility property could
be extended taking into account to the residual activatimen Thus, the mode identification
methodology would be improved.

e Uncertainty in the parameters for hybrid systems can bendeid applying other techniques as
the set membership approach. These techniques will imghaveonsistency tests in the method-
ology (to detect and isolate a mode change). It is also plesgibstudy the noise effect in the
measurements.

e The implementation software tool that allows the automiicgeneration of the set of residuals
using structural models. The process of the residuals géaeris still carried out manually. The
possibility to generate in an automatic way would allow teetanto account nonlinearities in online
diagnosis.

e Discernibility properties could be studied in the case sfdeals being generated taking into ac-
count non-linear behaviors. From this point of view, thedeal design have to be adapted to
non-linear functions. Moreover, mathematical propettigesvaluate discernibility should be stud-
ied using non-linear models. From the practical point ofwithe consistency tests to detect and
isolate mode changes in the system operate as in the lingar ca

e To propose a solution based on distributed diagnosersibaigmentally for extremely complex
systems such as the case of the Barcelona sewer networly isltiontrolled locally. The method-
ology would include how local diagnosers interact eachatihgive a correct diagnostic.
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APPENDIXA

MATLAB CODE OF THE IMPLEMENTED

PROGRAMS

A.1 Simulink scheme for online diagnosis execution

W IMPLEMENTATION_SCHEME
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Figure A.1: Implementation scheme

A.2 Incremental composition function

case 'HA _k’

g=paraml;
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q-p=param2;

adj-mat=IncComposition{get_adj-mat’);
inc_mat=IncComposition{get_.inc_.mat’);
modes=IncComposition'get_.HA_modes’) +1;

events=IncComposition’get-HA _events’);

adj-mat.aux ={ };
inc.mat.aux ={};

[o,p]l=size(incmat);

for hh=1:0
for h=1:IncComposition(get-HA_modes")

adj_mat.aux{hh, h}=adj.mat{hh, h};

end
end
for hh=1:0
for h=1:IncComposition(get-HA_events’)
inc.mat.aux{hh,h}=inc_mat{hh, h};
end
end

modesvisited=IncComposition{get_.Qv_HA");

if find(modesvisited==q)
new.mode=find (modesvisited==q) ;

else
modesvisited =[modesvisited q];
IncComposition(set.Qv_HA’ ,modesvisited);

new.mode=size (adjmat ,1) +1;

adj-mat.aux{new.mode, qp}=1;

end

label_str=IncComposition(get_label_-mode.HAinc’ ,q);
label_num=IncComposition{get_label_.num_HAinc’ ,q);
label_modesinc=labelLnum;

label_str_.inc=label_str;
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for z=1:IncComposition(get_.Ncomponents)
incidencematrix=IncComposition(get_.incidencematrix’,z);

Gamma=incidencematrix (labeLnum(z) ,:);

for x=1:IncComposition(get_eventssize’,z)

if Gamma(1l,x)" =0
label_-modesinc (z)=Gamma(1,x);
ev_.name=IncComposition(get_.eventname’,z,Xx);
[visited ,modev]=find_mode (labelmodesinc ,adjmat);
[stored ,eventv]=find_event(evname,incmat);
if stored==
events=events +1;
IncComposition(set_-label_eventHAiInc’ ,events ,evname);

end

if label_-modesinc==labeLnum

disp (['Succsemodes.of_q’ num2str(q) '-to-q’ num2str(q) '-label

. mat2str (labelnum) -.event:... ev_name])
if stored==

inc_.mat.aux{new.mode, eveniv}=modev;

else

inc_mat.aux{new.mode, event$=modev;

end
adj_mat.aux{new.mode, g =1;
else
if visited==1
adj_mat.aux{new.mode , modev }=1;
if stored==
inc_mat.aux{new.mode, event$)=modev;
else
inc_mat_.aux{new.mode, eventv }=modev;

end
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disp (['Succsomodes.of.g’ num2str(qg) '-to.q’ num2str(modev
) '_label ...’ mat2str(labelmodesinc) ’'__event:...’
ev_name])

else

LC=IncComposition(get_label.id’ ,z,Gamma(l,x));

label_str.inc{z}=LC;

disp (['Succs.modes.of.gq’ num2str(qg) '-to.q’ num2str(modes)
‘_label ...’ mat2str(labelmodesinc) ’'__event:...’
ev_name])

adj_mat.aux{new.mode , mode$=1;

if stored==
inc_.mat_.aux{new.mode, event$=modes;

else
inc.mat.aux{new.mode, eveniv }=modes;

end

IncComposition(set_-label_-mode.HAinc’' ,modes, labelstr_inc
)
IncComposition(set-label_-num_HAinc ' ,modes,
label_-modesinc);
modes=modes +1;
end
end
end
label_str.inc=label_str;
label_modesinc=labelLnum;
end
end
IncComposition(set_.HA_events’,events);
IncComposition(set.HA_modes’, size (adimat.aux ,2));

IncComposition(set.adj-mat’,adj-mat.aux);

IncComposition(set_.inc_mat’,inc_mat.aux);

A.3 Parametrized equations of the sewer network

A.3.1 State space matrices
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function [Ai,Bi,Gi,Ci,Di,X0i]J=parametrizedmode (LM,VOLMAX_, E_,S_,CVC_,M_,DELTAT, alfa_ ,

wl,nx,nu)

virtual_tanks =9;

control_gates =3;

pos_init=virtual_tanks +1;

for k=1l:control.gates

OpenGate=strmatch’op’ ,LM(pos_init));

if “isempty(OpenGate)
if OpenGate==1;
alfa-(k)=0;
else
alfa_(k)=1;
end
else

StuckOpen=strmatch’'6c’ ,LM(pos_init));

if StuckOpen==1;
alfa_(k)=0;
else
alfa_(k)=1;
end

end

pos.init=pos_init+1;

end

Ai=zeros (nx,nx);

Ai(1,1)=((1-DELTAT*CVC_(1))*sat (LM, 1 ,VOLMAX.) ) +(1—dzn (LM, 1) ) ;

Ai(2,1)=(1—alfa. (1) )*DELTAT*CVC_(1)*sat (LM, 1 ,VOLMAX_) x(1—dzn (LM, 1) )x(1—dzn (LM, 2) ) ;
Ai(3,1)=0;

Ai(4,1)=alfa. (1)*CVC_(1)*DELTAT+(—1+dzn (LM, 1) )x(1—dzn (LM, 3) ) ;
Ai(2,2)=((1—DELTAT*CVC_(2) )*sat (LM, 2 ,VOLMAX_) ) x(1—dzn (LM, 2) ) ;

Ai(4,2)=alfa.- (2)*xCVC_(2)*DELTAT*(1—dzn (LM, 2) )*(1—dzn (LM, 3));

| Ai(3,2)=(1— alfa. (2) )*CVC_(2)+DELTAT*(1—dzn (LM, 2) ) ;
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Ai(3,3)=1-CVC_(3)+DELTAT;

Ai (4 ,3)=DELTAT*CVC_(3) ;

Ai(4,4)=(1-DELTAT+CVC_(4) )*sat (LM, 3 ,VOLMAX_) x(1—dzn (LM, 3) ) ;

Ai (5 ,4)=DELTAT*W1xCVC_(4)*sat (LM, 3 ,VOLMAX_) #(1—dzn (LM, 3) )*(1—dzn (LM, 4) ) ;

Ai (6 ,4)=DELTAT*(1—w1)*CVC_(4)*sat (LM, 3 ,VOLMAX_) #(1—dzn (LM, 3) )x(1—dzn (LM,5) ) ;

Ai(5,5)=(1-DELTAT+CVC_(5) )*sat (LM, 4 ,VOLMAX_) x(1—dzn (LM, 4) ) ;

Ai(5,9)=DELTAT*wl«(1—alfa_ (3))*CVC_(9)*(1—dzn (LM,8) )xsat (LM, 8 ,VOLMAX_) #(1—dzn (LM, 4) ) ;

Ai(6,6)=(1-DELTAT+CVC_(6))+sat (LM,5 ,VOLMAX_) x(1—dzn (LM,5) ) ;

Ai(6,9)=DELTAT*(1—w1)*(1—alfa_ (3) )*CVC_(9)*(1—dzn (LM, 8) )xsat (LM, 8 ,VOLMAX_) »(1—dzn (LM
:5));

5| Ai (7 ,7)=(1—DELTAT*CVC_(7) )*sat (LM, 6 ,VOLMAX_) x(1—dzn (LM,6) ) ;

Ai(7,5) =(DELTAT+CVC.(5) )* sat (LM, 4 ,VOLMAX_) (1—dzn (LM, 4) )x(1—dzn (LM, 6) ) ;

s0| Ai (8 ,8)=(1—DELTAT*CVC_(8))*sat (LM, 7 ,VOLMAX_) x(1—dzn (LM, 7) ) ;

Ai(9,9)=(1-DELTAT*CVC_(9) )*sat (LM, 8 , VOLMAX_) «(1—dzn (LM, 8) ) ;

52| Ai(10,10)=(1-DELTAT*CVC_(10) )xsat (LM,9 ,VOLMAX_) x(1—dzn (LM, 9) ) ;

Ai(10,9) =(DELTAT+CVC_(9)*alfa. (3))«sat (LM, 9 ,VOLMAX_) x(1—dzn (LM, 8) )x(1—dzn (LM,9) ) ; %

54| % MATRIX Bi

%nu=4;

Bi=zeros (nx,nu);
Bi(1,1)=DELTAT*S_(1)*E_(1)*(1—dzn(LM,1));
Bi(2,2)=DELTAT*S.(2)*E_(2)*(1—dzn(LM,2));
Bi(4 ,3)=DELTAT*S_(3)*E_(3)*(1—dzn (LM, 3));
Bi(5,3)=DELTAT*S_(4)*E_(4)*(1—dzn (LM, 4));
Bi(6,3)=DELTAT*S._ (5)*E_(5)*(1—dzn (LM,5));
Bi(7 ,4)=DELTAT*S_(6)*E_(6)*(1—dzn (LM,6));
Bi(8,3)=DELTAT*S._(7)*E_(7)*(1—dzn(LM,7));

4| Bi(9,2)=DELTAT*S_(8)*E_(8)*(1—dzn (LM,8));

Bi(10,2)=DELTAT*S_(9)*E_(9)*(1—dzn (LM,9));
% MATRIX Gi
Gi=zeros(nx,1);

X0i=zeros (nx,1);

Gi(1)=VOLMAX_(1)*dzn (LM, 1) ;

Gi(2)=VOLMAX_(2)*dzn (LM, 2) +(1— alfa. (1) )*xDELTAT*CVC_(1)*sat (LM, 1 ,VOLMAX.) x(dzn (LM, 1))
*(1—dzn (LM, 2));

Gi(3)=(1—alfa. (2))*CVC.(2)+DELTAT x(dzn (LM,2) ) ;

Gi (4)=VOLMAX_(3)+dzn (LM, 3) +alfa (2)+CVC_(2)+DELTAT *(dzn (LM, 2) )x(1—dzn (LM, 3) )+alfa (1)*
CVC_(1)+DELTAT %(dzn (LM, 1) )*(1—dzn (LM, 3) ) ;
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Gi (5)=VOLMAX_(4)*dzn (LM, 4) +DELTAT+W1+CVC_(4)* sat (LM, 3 , VOLMAX_) (dzn (LM, 3) )*(1—dzn (LM
,4) )+DELTAT+W1x(1— alfa_ (3) )«CVC.(9) x(dzn (LM, 8) )xsat (LM, 8 ,VOLMAX_) x(1—dzn (LM, 4) ) ;
Gi (6)=VOLMAX_(5)*dzn (LM, 5) ;

5| Gi (7) =VOLMAX_(6)*dzn (LM, 6) +(DELTAT*CVC_(5) ) sat (LM, 4 ,VOLMAX_) «(dzn (LM, 4) )x(1—dzn (LM, 6)

)i

Gi (8)=VOLMAX_(7)*dzn (LM, 7) ;

Gi(9)=VOLMAX_(8)=+dzn (LM, 8) ;

Gi(10)=VOLMAX_(9)xdzn (LM, 9) +(DELTAT*CVC_(9)*alfa. (3) )« sat (LM, 8 ,VOLMAX_) (dzn (LM, 8) )
*(1—dzn (LM, 9));

Ci= eye(nx,nx);

for j=1:nx
for cc=1:nx
if Ci(j,cc)==
Ci(j,cc)=CVC.(j)/M_(j);
end
end

end

Di=zeros (nx,nu);

end

A.4 Residual generator

y=[I;
y-max=[];
y-min=[];

measurements =[];

for i=1:n_groups %SysHybride('getautomatesize’)
y=[y; SysHybride (get-matGn’,i)*input (: ,2)+SysHybride {get_matHn’,i)*output
(:,2)+SysHybride (get-matQn’,i)];
y-max=[y-max; SysHybride (get_maxGn’,i)*input (:,2)+SysHybride(get_maxHn’, i)«
output (:,2)+SysHybride(get-maxQn’,i)];
y_min=[y_min; SysHybride (get-minGn’,i)*input (:,2)+SysHybride (get_minHn",i)x
output (:,2)+SysHybride(get-minQn’,i)];
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measurements=[measurements;output (:,1)];
end
%——— RESIDUALS GENERATION ——%
r=measurementsy;
r-max=y.max-y;

r-min=y_min-y;

% if currenttime==600
% keyboard
% end

umbs=Diagnoserl’(get_-threhold.total’);
r_bin2=abs (r»umbs;

for i=1:length (r)
if r(i)>r-max(i) || r(i)<r-min(i)
r_bin(i)=true;
else
r_bin(i)=false;
end

end

A.4.1 Matrices of the residual equations

% var_predictor %
% Parameters of the predcitor model.

%

% %

var_predictor= struct (...

‘'matHn’ ,{} ...
‘'matGn’ ,{},...
'matQn’ ,{},...
"'matHnqg’ ,{}....
'matGnq’,{},...
'matQnq’,{}...
)i

% %

% Predictor Model
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%

%

case 'get_matHn’
var_predictor (paraml).matHn = SysHybridédet-matC’,paraml)«...
SysHybride (get-matA’,paraml)x...
(SysHybride(get.matC’,paraml))"1);

return.value=varpredictor (paraml).matHn;

case 'get_matGn’
var_predictor (paraml).matGn = SysHybrideget_-matC’,paraml)«...
SysHybride (get-matB’,paraml1)+SysHybride'(get-matD ', paraml);

return.value=varpredictor (paraml).matGn;

case 'get_matQn’
var_predictor (paraml).matQn = SysHybrideget_-matC’,paraml)«...
SysHybride (get_-matGx’,paraml);

return_.value=varpredictor (paraml).matQn;

%

%

A.4.2 Fault signature matrix

function FS_.modeparametrized (i)

PARAM=IncComposition(get_-ParametersNetwork’);

VOLMAX =PARAM.VOL;
E_=PARAM.E;
S_=PARAM. S;
CVC_=PARAM.CVC;
M_=PARAM.M;
DELTAT=PARAM. Ts;
alfa_.=PARAM. alfa ;
W1=PARAM.w1;
nXx=PARAM. nx ;
nu=PARAM. nu;

ny=PARAM. ny ;

LMi=IncComposition( get_label_mode.HAinc’ ,i);
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[Ai,Bi,Gi,Ci,Dil=parametrizedmode (LMi,VOLMAX_, E_, S_,CVC_,M_,DELTAT, alfa_ ,wl,nx,nu);

Hni=CixAi x(Ci)"(—1);
%Gni=CixBi+Di;

syms q
Hngi=Cix((g+xeye (nx))"(=1))«Ai«(Ci)"(—-1);
Gnqi=Cix((qgxeye(nx)) (=1))«Bi+Di;

Fy_=[zeros(ny,nu) eye(ny)];
Fy=eye (ny);

Fx=eye(nu);

FSM.num=[];

Fx_=[-Bi zeros(ny)];
Gf=(Cix((gxeye (nx)}Ai)"(—1)))xFx_+Fy_;
FSM=(eye (ny}Hni) «Gf;

Sfy=(eye (ny)-Hnqi)*Fy;
Sfu=GnqixFx;
nfu=size (Sfu,2);
nfy=size (Sfy,2);
FSM_aux =[];
for j=1:nfu
FSM_aux=[FSMaux Sfu(:,j)];
end
for j=1:nfy
FSM._aux=[FSMaux Sfy(:,j)]:
end
FSM_=FSM.aux ;

disp (['mode~’ ,num2str(i)]);

XX=subs (FSM,q,1) ;

FSM_num.= double (XX) ;

FSM.num=double (FSMhum."=0) ; % Faults inputs / Faults outputs
Diagnoserl (set.FSM’,i,FSM.num) ;

[FSM.aux,comp, conj]=isolableset faultsl (FSMnum);
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Diagnoserl (set_.FSM_isolable_faults’,i,FSM.aux);
Diagnoserl (set.eventsfaults’,i,conj);
FSM_isolable_set{i }=FSM._aux;

Diagnoserl (set_.componentsby_sets’,i,comp);

end

A.5 B builder code implemented in Matlab

function [N_states , Ntrans ,eventsobs ,eventsfaults ,all.trans.DIADES ,labelLmodes,
N_upd_-]=...
recalculateB_incl (modeinit ,N_events ,Ngroups, Nant.inc) %,groups)

%disp ('Incremental B building ")

PARAM=IncComposition(get_-ParametersNetwork’);

VOLMAX =PARAM.VOL;

E_=PARAM.E;

S_=PARAM. S;

CVC_=PARAM.CVC;

M_=PARAM.M;

DELTAT=PARAM. Ts;

alfa_=PARAM. alfa ;

W1=PARAM.w1;

nXx=PARAM. nx ;

nu=PARAM. nu;

% mode: current mode

% N_ant.inc: firts numeric label mode that will be used by nestructural
% faulty modes

% N_upd-: the last numeric label mode used.
% N: automate size

% N_groups: number of diagnosable groups
% N_events: number of events

% groups: sets of discernable modes in HA

% initial variables
% Q-SF \cup QN
mode=modeinit;

label_-modes =[];
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all_trans.DIADES =[];
eventsobs =[];
eventsfaults =[];

% Q-NSF
label-modesNF =[];
all_trans. DIADES_NF =[];
eventsobs.NF =[];

eventsfaults.NF =[];

N_trans=0;
N_states =1;

label_-modes =[labelmodes mode];

N_modesNF=0;

N_trans.NF =0;

N_ant=N_ant.inc;

visited-m=IncComposition(get-Qv_HA");
for k=1:size (visitedm ,2)

disp(['k--" num2str(k)])

mode=visitedm (k) ;

[n, succsasmodes, eventmumber] = automatomnext.statesinc (mode);

for i=1:n
disp(['1" num2str(i)])
is_.obs=IncComposition(get_-HAeventobs’,eventsnumber(i));
are_discernible=discerniblefunction (mode, succsnodes (i) ,VOLMAX,E_,S_,CVC_,M.
,DELTAT, alfa_ ,wl,nx,nu);

is_fault_ev=IncComposition(get_HAevent_fault’,eventsnumber(i));

if sum(labelmodes==succanodes(i))==
% Do not add repeated elemensts.
label_-modes=[labelmodes succsnodes(i)];
N_states=Nstates +1;

end

if is_obs
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label_event=eventsnumber(i);

trans DIADES =[num2str(mode)’ —>_" num2str(succsmodes(i)) "=’ num2str(
label_event) "\n'];

if sum(eventsobs==eventsnumber(i))==
eventsobs=[eventsobs eventsnumber(i)];

end

all_trans. DIADES=[all_-trans.DIADES transDIADES];

N_trans=Ntrans+1;

else

if are.discernible
eid = eventid_from_residuals (mode, succmodes(i));% eid source-
destination
buff = eid — N_events;
sourcegid = mod(buff, (Ngroups+1));% source mode calcualated from eid
destgid = (buff — sourcegid)/(N_groups+1);% destination mode

calcualated from eid

label_event=eid;

if sum(eventsobs==eid)==
eventsobs=[eventsobs eid];

end

if is_fault_ev

label-mode.inter=['20" num2str(mode) num2str(i)];
labelLmodenum=str2num (labelmode.inter);
label_-modes =[labelmodes labelmodenum];

N_states=Nstates +1;

if sum(eventsfaults==eventsnumber(i))==
eventsfaults=[eventsfaults eventsnumber(i)];

end

trans.DIADES_inter=[num2str(mode)’ .—_" num2str(labelmodenum) .’
num2str(eventsnumber(i)) "\n’1];

all_trans. DIADES=[all_-trans.DIADES transDIADES.inter];
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N_trans=Ntrans+1;

trans DIADES =[num2str(labelmodenum) '_—>_." num2str(succsmodes(i)) ’
-’ num2str(labelevent) "\n’];

all_transDIADES=[all_-trans DIADES transDIADES];

N_trans=Ntrans+1;

end

else

trans DIADES =[num2str(mode)’ .—>." num2str(succsmodes(i)) '’ num2str(
eventsnumber(i)) "\n’'];
if is_fault_ev
if sum(eventsfaults==eventsnumber(i))==
eventsfaults=[eventsfaults eventsnumber(i)];
end
end

all_trans.DIADES =[all_trans.DIADES transDIADES];

N_trans=Ntrans +1;

end % are.disc

end % is_obs

end

% disp ('FS")
[N_modesNF, N_trans.NF , eventsobs_ NF , eventsfaults_NF , all_trans DIADES_NF ,
label_.modesNF ,N_upd]=...

recalculateB_FNS_incl (mode, Nant);

N_ant=N.upd;
N_upd-=N_ant;

N_trans=N.trans+Ntrans.NF;

for w=1:length (labelmodesNF)
if sum(labelmodes==labelmodesNF (w))==
label_-modes =[labelmodes labelmodesNF (w)];
N_states=Nstates +1;% update counter

end
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end

for w=1:length (eventsobs.NF)
if sum(eventsobs==eventsobs NF (w))==
eventsobs=[eventsobs eventsobs NF (w)];
end
end
for w=1l:length (eventsfaults.NF)
if sum(eventsfaults==eventsfaults_NF (w))==
eventsfaults=[eventsfaults eventsfaults_.NF (w)];
end

end

all_trans.DIADES=[all_-trans DIADES all_trans DIADES_NF];

end

A.6 Mode tracking logic code implemented in Matlab

function Outputs(block)

currenttime = getparam (HYBRID_SCHEME’,’'SimulationTime ) ;

persistent n.groups

persistent first_pass
persistentresiduals r rp rb%SM
persistent FSM.is faults_ev
persistent mode.changeev nextstates
persistent start

persistent fault.detected

currentmode=block. InputPort(2).Data% 1

if currenttime==SysHybride(get_-time_step’)

start=true,

end

if isempty(firstpass)
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currentmode =1,

residuals=zeros (SysHybridefet_outputsize’')xSysHybride(get-automatesize’) ,2);
n_groups = diagnosablegroups ();

r=cell(1,n.groups);

rp=cell(1,ngroups);

rb=cell (1,ngroups);

FSM.is=cell (1,ngroups);
start=false;

for i=1l:n_groups

FSM.is{i}=Diagnoser(get_.FSM_isolable_faults’,i);

end

total_faults_.ev= Diagnoser(get_total_eventsfaults’); %sum(lsolableset);
faults_ev=false (1,totalfaults_ev) ’;

fault.detected=false;

mode.changeev=false (1, size (Diagnoser@et_eventsid’) , 2));
next.states=buildnext.statesll (currentmode);

first_pass = 1;

end

residuals = circshift(residuals, [0,1]);
residuals (:,1)=block. InputPort(1l).Data;
i=1

aux =[1;

for i=1:SysHybride(get.automatesize’)

r{i}=residuals (j:SysHybride(get_outputsize ")xi, 1);
rp{i}=residuals (j:SysHybride(get_.outputsize ')«*i,2);
j=j+SysHybride( get_outputsize’);
rb{i}=sum(r{i})"=0;

aux= [aux;rb{i}];

end

next.states=buildnext_statesll(currentmode);
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if currenttime™=0

if find (aux==0)% there is no fault in the system
if “fault_.detected

ev_aux =[];

succs=length (nextstates);

for j=1:succs

if sum(r{next.states(j)})==0 & sum(rp{currentmode}) =0
disp (['Mode_change.detected.from._mode.’ ,num2str(currentmode), _to

-mode.’ ,num2str(nextstates (j)),-at_time.’, num2str(

currenttime)])
ev_aux=[ev.aux;1];
else

ev_aux=[ev.aux;0];

end

end

mode.changeev ((currentmode—1)xsuccs +1:currentmodexsuccs)=evaux;
if sum(evaux>1)

fprintf(’.__[t][Diagnoser.automaton LWARNING.: .multiples_events.have.
been.dropped.!\n’);

end
end
end
end

% %

EVENTS ASSOCIATED TO FSM ONLY WITH ISOLABLE FAULT SETS

if currenttime™=0 % Assuming that at instant k=0 there is no fault

if aux % all residuals are different from zero

in all modes.
if sum(rp{currentmode})”=0
[init ,final]=calcul_.index (currentmode) ; %to

isolate residuals from mode
of interest to compare with FS

init_1=init;
for i=1:size (FSMis{currentmode},2)

comps=Diagnoser’(get_.componentshy_sets’,currentmode);
if r{currentmode}==FSM.is{currentmode}(:,i)

y=comps (i) ;

disp (['-Fault.detected.in.’,y, -in_.mode.’ ,num2str(currentmode) , .

at_time:.’ ,num2str(currenttime)])
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disp (['Signature.’” mat2str (FSMis{currentmode}(:,i))])
faults_ev (init)=1;
fault_detected=true;
disp ('STOP_DIAGNOSIS")
setparam (HYBRID _SCHEME’, ’'SimulationCommand’ ’'stop’)
currenttime = getparam (HYBRID_SCHEME', 'SimulationTime ’);
end
init=init+1;
end
if sum(faultsev(init_-1:final)>1)
fprintf (' _-__[t][Diagnoser.automaton LIWARNING.: _multiples_events.have.
been.dropped.!\n");
end
end
end
end
block.OQutputPort (1) . Data=start;
block.OutputPort (2) . Data=modehangeev;
block.OQutputPort (3).Data=faultev;
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