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#### Abstract

Geometric constraint solving is a central topic in many fields such as parametric solid modeling, computer-aided design or chemical molecular docking. A geometric constraint problem consists of a set geometric objects on which a set of constraints is defined. Solving the geometric constraint problem means finding a placement for the geometric elements with respect to each other such that the set of constraints holds.

Clearly, the primary goal of geometric constraint solving is to define rigid shapes. However an interesting problem arises when we ask whether allowing parameter constraint values to change with time makes sense. The answer is in the positive. Assuming a continuous change in the variant parameters, the result of the geometric constraint solving with variant parameters would result in the generation of families of different shapes built on top of the same geometric elements but governed by a fixed set of constraints. Considering the problem where several parameters change simultaneously would be a great accomplishment. However the potential combinatorial complexity make us to consider problems with just one variant parameter. Elaborating on work from other authors, we develop a new algorithm based on a new tool we have called h-graphs that properly solves the geometric constraint solving problem with one variant parameter. We offer a complete proof for the soundness of the approach which was missing in the original work.

Dynamic geometry is a computer-based technology developed to teach geometry at secondary schools. This technology provides the users with tools to define geometric constructions along with interaction tools such as drag-and-drop. The goal of the system is to show in the user's screen how the geometry changes in real time as the user interacts with the system. It is argued that this kind of interaction fosters students interest in experimenting and checking their ideas. The most important drawback of dynamic geometry is


that it is the user who must know how the geometric problem is actually solved. Based on the fact that current user-computer interaction technology basically allows the user to drag just one geometric element at a time, we have developed a new dynamic geometry approach based on two ideas: 1) the underlying problem is just a geometric constraint problem with one variant parameter, which can be different for each drag-and-drop operation, and, 2) the burden of solving the geometric problem is left to the geometric constraint solver.

Two classic and interesting problems in many computational models are the reachability and the tracing problems. Reachability consists in deciding whether a certain state of the system can be reached from a given initial state following a set of allowed transformations. This problem is paramount in many fields such as robotics, path finding, path planing, Petri Nets, etc. When translated to dynamic geometry two specific problems arise: 1) when intersecting geometric elements were at least one of them has degree two or higher, the solution is not unique and, 2) for given values assigned to constraint parameters, it may well be the case that the geometric problem is not realizable. For example computing the intersection of two parallel lines. Within our geometric constraint-based dynamic geometry system we have developed an specific approach that solves both the reachability and the tracing problems by properly applying tools from dynamic systems theory.

Finally we consider Henneberg graphs, Laman graphs and tree-decomposable graphs which are fundamental tools in geometric constraint solving and its applications. We study which relationships can be established between them and show the conditions under which Henneberg constructions preserve graph tree-decomposability. Then we develop an algorithm to automatically generate tree-decomposable Laman graphs of a given order using Henneberg construction steps.
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## CHAPTER 1

## Introduction

The reachability problem is a fundamental issue in the context of many models and abstractions which describe different computational processes. Analysis of the computational traces and predictability questions for such models can be formalized as a set of different reachability problems. Reachability can be formulated in general as

Given a computational system with a set of allowed transformations, also called functions, decide whether a certain state of a system is reachable from a given initial state by a set of allowed transformations.

A huge amount of literature on reachability have been published mainly in the field of abstract computational models see for example [10]. Examples of classical fields where the reachability problem is considered are graphs theory, [14, 93, 95, 111], Petri nets, [ $80,81,85,110]$, motion planning, [54, 76, 77], geographical navigation, $[2,3,32,92]$ and robotics, $[69,77,109,112]$. A feature common to most of the referred works deal with systems the behavior of which can be basically captured by identifying a set of well-defined discrete states.

An emerging field where the reachability problem plays an important role is dynamic geometry, [70, 108]. Dynamic geometry is a discipline that appeared during the 80 's as a new tool in geometry. A number of software systems were designed for teaching geometry in secondary schools where the ruler and compass were replaced by computers featuring
high resolution color screens for user-computer interaction. The key concept in dynamic geometry is interaction, that is, select a geometric object in the screen, move it and see immediately how the geometric construction changes.

Compared to ruler-and-compass drawings on the paper, dynamic geometry systems offer two clear advantages. First they provide tools to create accurate drawings (intersection points, tangencies, etc). Second the computer can record the way the user constructed the geometric elements that allows it to quickly rebuild the construction every time the user changes the values assigned to some parameters. As a consequence, exploration and experimentation are encouraged by showing to the user which parts of the construction change and which remain unchanged.

In this context, a reachability problem naturally arises and can informally be stated as follows.

Let $I_{s}$ and $I_{e}$ be two instances of a well defined geometric construction where $I_{s}$ is called the starting instance and $I_{e}$ the ending instance. Are there continuous transformations that, preserving the incidence relationships established in the geometric construction, brings $I_{s}$ to $I_{e}$ ?

Now the scenario is different from the one described above. Notice that in dynamic geometry no set of well defined states can be identified. Moreover, the reachability problem in dynamic geometry belongs to a continuous domain.

A problem in dynamic geometry tightly related to the reachability problem is the tracing problem which can be informally defined as

Let $I_{s}$ and $I_{e}$ be two specific instances of a well defined geometric construction where $I_{s}$ is called the starting instance and $I_{e}$ the ending instance. Let $I_{0}, I_{1}, \ldots, I_{i}, \ldots, I_{n}$ be a sequence of well defined geometric constructions such that $I_{i+1}$ is a continuous incremental variation of $I_{i}$ which preserves incidence relationships. If we set $I_{0}=I_{s}$, does the sequence of incremental constructions end at $I_{n}=I_{e}$ ?

When using current dynamic geometry systems, the user can find that strange things happen from time to time. An object might suddenly jump into a different position or disappear completely or a group of objects may converge to the same position. It turns out that these effects are caused by a number of non-trivial mathematical issues. Since they have a dramatic effect on both reachability and tracing in dynamic geometry, they must be properly addressed.

The main sources of these problems are ambiguities and unfeasibility of geometric constructions when some parameters are changed continuously. One source of ambiguity is
the fact that, in general, geometric operations have more than one solution, for example, intersecting a line and a circle. Another ambiguity appears when a problem with a welldefined solution whenever geometric elements are in general position, say computing the point where two straight lines intersect, reaches a degenerate configuration, for example, the straight lines became parallel.

Examples of unfeasibility of the geometric construction appears whenever solving the equations underlying the geometric problem requires dividing by zero or computing square roots of negative values. The set of parameter values where constructions are unfeasible are called critical points.

In order to work out a satisfactory solution for both the reachability and tracing problems in dynamic geometry a well-defined method for handling both ambiguities and geometric unfeasibility must be found.

There is a paucity of works concerning reachability and tracing problems in dynamic geometry. Richter-Gebert and Kortenkamp in [90] formalized the reachability problem in computational geometry and proved that its complexity is NP-hard in $\mathbb{R}$. To deal with the tracing problem, authors describe a method based on applying a detour to the tracing whenever it gets close to conditions that, according to numerical heuristics, are close to critical points.

In $[15,16]$, Denner-Broser describes a decision algorithm to solve the reachability problem in dynamic geometry using Voronoi diagrams. In a first step the algorithm computes the Voronoi diagram defined by the sites corresponding to critical points. The reachability problem is solved by checking whether there is a path of Voronoi edges connecting the starting and ending points in the Voronoi partition associated to the starting and ending geometric instances such that avoids the Voronoi sites. However, no evidences of any implementation are given.

### 1.1 Goals

The main goal of this thesis is to establish a theoretical framework to solve the reachability and tracing problems in dynamic geometry.

As a proof of concept we aim at actually developing a software system based on our theoretical conceptualization. The system shall be built on top of a graph-based, constructive geometric constraint solving system already developed by our research group.

### 1.2 Scientific contributions

The scientific contributions of this work belong to one of two categories: Basic tools and main goals. Among the basic tools we find
h-graphs : We introduce a new representation for tree-decomposable Laman graphs, which we call $h$-graphs, which includes the information about its tree-decomposition and presents some nice properties. H-graphs are used with different purposes in this work.
van der Meiden soundness : We describe in detail the method to compute the domain of a geometric constraint problem with one degree of freedom reported by van der Meiden in [105]. We formalize the underlying concepts and prove for the first time that the method is correct.

Henneberg graphs : We establish some relationships between Henneberg graphs, treedecomposable graphs and Laman graphs. We then develop a correct algorithm which computes tree-decomposable Laman graphs of a given size using Henneberg constructions. Here h-graphs play a central role.

Contributions to the main goals are

Reachability : We define a theoretical framework to solve the reachability problem in dynamic geometry. We show that the approach is correct and that it finds a solution whenever one exists. We develop a specific implementation in the framework of a dynamic geometry system based on constructive geometric constraint solving.

Tracing : We develop a solution to the tracing problem as a derivation of the solution to the reachability problem. The approach is implemented as a unit in our dynamic geometry system.

### 1.3 Organization of the work

This thesis includes eight chapters organized in four main parts. First, in Chapter 2 we introduce the basic concepts used in subsequent chapters. We recall elementary definitions on graphs, geometric constraint problems and dynamic geometry.

The second part includes Chapter 3 and is devoted to introduce h-graphs, a new way to represent tree-decomposable Laman graphs. h-graphs capture both a geometric constraint
problem and the associated tree-decomposition. Later on in this work, h-graphs will play a central role.

The third part includes Chapters 4, 5 and 6 . It is devoted to solve the reachability and tracing problems in geometric constraint-based dynamic geometry. In Chapter 4 we prove for the first time that the van der Meiden approach to compute critical points is correct. Then we describe our own implementation based on h-graphs. In Chapter 5 we develop our approach to solve the reachability problem in dynamic geometry. A proof of the optimality of the searching algorithm is presented. We describe the prototype implemented on top of our geometric constraint-based dynamic geometry system. Chapter 6 describes our solution to the tracing problem. Some remarks about continuity in our system are highlighted. The implementation on top of our geometric constraint-based dynamic geometry system is also described.

The last part of this work includes Chapter 7. Here we develop a correct method to automatically build tree-decomposable Laman graphs of a given size using Henneberg constructions. The approach heavily relays on h-graphs.

Finally, in Chapter 8 we offer some conclusions and describe open problems we aim at exploring in the near future.

## CHAPTER 2

## Preliminaries

Now, in order to answer the question, "Where do we go from here" which is our theme, we must first honestly recognize where we are now.

Martin Luther King

In this chapter we review some basic facts about graphs, geometric constraint solving and dynamic geometry which we will use in this work. Readers already familiarized with these fields may skip it, although we shall refer to the concepts presented here all along the manuscript.

This chapter is by no means intended to be comprehensive. Most of the concepts introduced here are explained in more detail and in a wider context in any basic text book on the subject. For further information concerning the recalled topics see the related references.

### 2.1 Graphs

Although we assume that most of the readers are already acquainted with the issues addressed in this section, we introduce now the main topics on graphs due to the key role they play all along this work. Both the outlined problems, and the proposed solutions are abstracted as graphs.

The information in this section is commonly known and can be found in many books on this topic, for example books in references from [6] and [33]. You can also see [13]. We will focus on the main features of the particular class of graphs concerned in this work.

A graph can be seen as a diagram consisting of a set of vertices, also called nodes, together with lines joining certain pairs of these vertices. For example, the vertices could represent airports, and the lines the flights connecting them. Graphs are mathematical abstractions of this kind of situations. More precisely,

## Definition 2.1.1

A graph $G$ is an ordered pair ( $V, E$ ) consisting on a nonempty set of vertices $V$ and a set of edges $E$. Elements in $E$ are pairs of elements of $V$, not necessarily distinct, called the endpoints of the edge.

Graphs are so named because they can be represented graphically, and it is this graphical representation which helps us to understand many of their properties. Each vertex is indicated by a point, and each edge by a line joining the points which represent its endpoints. Figure 2.1 shows a collection of graphs. Their vertices are A, B, C, D, E, F, G, and H .

There is not a unique way of drawing a graph, as the relative positions of points representing vertices and lines representing edges have no significance. We shall, however, often draw a diagram of a graph and refer to it as the graph itself.

If vertex $v \in V$ is an endpoint of edge $e \in E$, then $v$ is said to be incident on $e$, and $e$ is incident on $v$. An edge is said to join its endpoints, and a vertex is adjacent to another vertex if they are joined by an edge. The notation $V(G)$ and $E(G)$, or $V_{G}$ and $E_{G}$, will be used for the vertex and edge sets respectively in case that $G$ is not the only graph in consideration.

When the endpoints of an edge are the same vertex, the edge is said to be a loop. When they are different, the edge is said to be a proper edge. A multi-edge is a collection of two or more edges having identical endpoints. A simple graph is a graph that has no loops or multi-edges. Notice that graph in Figure 2.1b is a simple graph, for it has no loops nor multi-edges. In this work, we shall only consider simple graphs.

A directed edge is an edge $e$, one of whose endpoints is designated as the source vertex,


Figure 2.1: Different kinds of graph. a) Graph. b) Simple graph. c) Partially directed graph.
and whose other endpoint is designated as the sink vertex. They are denoted source(e) and $\operatorname{sink}(e)$, respectively. Directed edges are usually denoted by an arrow. Edges for which this distinction does not exist are called undirected. A directed graph is a graph whose edges are directed. Analogously, an undirected graph is a graph whose edges are undirected. A partially directed graph, is a graph that has undirected and directed edges. Graphs in Figures 2.1a and 2.1b are undirected and Figure 2.1c shows a partially directed graph, for some of its vertices are directed and some others not.

The degree of a vertex $v \in V$ in a graph $G$, $\operatorname{denoted} \operatorname{deg}(v)$, is the number of proper edges incident on $v$ plus twice the number of loops. For simple graphs, which are our subject of study, the degree is simply the number of adjacent vertices.

A graph $H$ is a subgraph of $G$, written $H \subseteq G$, if $V(H) \subseteq V(G)$ and $E(H) \subseteq E(G)$. In this case, $G$ is a supra-graph of $H$. Assuming that $V^{\prime}$ is a nonempty subset of $V$, the subgraph of $G$ whose vertex set is $V^{\prime}$ and whose edge set is the set of those edges of $G$ that have both ends in $V^{\prime}$ is called the subgraph of $G$ induced by $V^{\prime}$ and is denoted by $G\left[V^{\prime}\right]$.

a

b

c

Figure 2.2: Subgraphs. a) Graph with vertices $\{\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{D}, \mathrm{E}, \mathrm{F}, \mathrm{G}\}$. b) Subgraph of the graph depicted in a). c) Subgraph of the graph depicted in a) induced by the set of vertices $V^{\prime}=\{B, C, D, E, F\}$.

Figures 2.2 b and 2.2 c show two graphs which are subgraphs of the graph depicted in Figure 2.2a. Figure 2.2a is then a supra-graph of the graphs in Figures 2.2b and 2.2c. Figure 2.2c is also the subgraph induced by the set of vertices $\{B, C, D, E, F\}$.

### 2.1.1 Connection of graphs

A walk in $G$ is a finite non-null sequence $W=v_{0} e_{1} v_{1} e_{2} v_{2} \ldots e_{k} v_{k}$, whose terms are alternately vertices and edges, such that, for $1 \leq i \leq k$, the ends of $e_{i}$ are $v_{i-1}$ and $v_{i}$. We say that $W$ is a walk from $v_{0}$ to $v_{k}$. The integer $k$ is the length of $W$. In a simple graph, a walk is determined by the sequence of its vertices. If the edges of a walk $W$ are distinct and also the vertices are distinct, then $W$ is called a path. We shall also use the word 'path' to denote a graph or subgraph whose vertices and edges are the terms of a path.

Two vertices $u$ and $v$ of $G$ are said to be connected if there is a path in $G$ from $u$ to $v$. Connection is an equivalence relation on the vertex set $V$. Thus there is a partition of $V$ into nonempty subsets $V_{1}, V_{2}, \ldots, V_{\omega}$ such that two vertices $u$ and $v$ are connected if and only if both $u$ and $v$ belong to the same set $V_{i}$. The subgraphs $G\left[V_{1}\right], G\left[V_{2}\right] \ldots, G\left[V_{\omega}\right]$ are called the connected components of $G$. If $G$ has exactly one connected component, $G$ is connected. Otherwise, $G$ is disconnected. Notice that a path is connected if between every pair of vertices there is a path. The distance between two vertices in a graph is the length of the shortest path between them.

Graphs in Figure 2.1 are all three disconnected, with two connected components each. Graphs in Figures 2.2a and 2.2c are connected, and the one depicted in Figure 2.2b is disconnected.

### 2.1.2 The shortest path problem and the $\mathrm{A}^{*}$ algorithm

With each edge $e$ of $G$ let there be associated a real number $w(e)$, called its weight. Then $G$, together with these weights on its edges, is called a weighted graph. In the airport graph example cited above, weights could represent the number of flights between each pair of airports. If $H$ is a subgraph of a weighted graph, the weight $w(H)$ of $H$ is the sum of weights on its edges. The shortest path problem consists on finding, in a weighted graph, a path of minimum weight connecting two specified vertices. The weight of a path is also called its length, and similarly the minimum weight of a path from $u$ to $v$ will be also called the distance between $u$ and $v$ in $G$.

A classic algorithm to solve the shortest path problem is the known as Dijkstra algorithm, [19], discovered by Dijkstra in 1959 and, independently, by Whitling and Hillier in 1960. For a complete review of the existing methods to solve the shortest path problem, see [93]. In this work we focus on the A* algorithm, [14], a more efficient method which
is complete and optimal under certain conditions. We describe the basics of this method following [91], where more information on this algorithm can be found.

The $\mathrm{A}^{*}$ algorithm is based on the minimization of an evaluation function $f$ which is actually the sum of two other functions:

$$
f(n)=g(n)+h(n)
$$

where $g(n)$ is the path-cost function and $h(n)$ an heuristic function. The $g(n)$ function gives the path cost from the starting node to the node $n$, and the $h(n)$ function is the estimated cost of the cheapest path from node $n$ to the goal. Then, $f(n)$ is the estimate cost of the cheapest solution through $n$.

In order the $\mathrm{A}^{*}$ algorithm to be complete and optimal, function $h(n)$ must never overestimate the real cost to reach the goal. Such an $h(n)$ is called an admissible heuristic. If $h(n)$ is admissible, then $f(n)$ never overestimates the actual cost of the best solution through $n$. A final observation is that among optimal algorithms of this type, $\mathrm{A}^{*}$ is optimally efficient, that is, no other optimal algorithm is guaranteed to expand fewer nodes than A*. A proof of this result appears in [14].

### 2.2 Geometric constraint problems

In this work we model the problems we deal with as geometric constraint problems. A geometric constraint problem is made of a set of different geometric objects, related by a set of constraints among them. Many different approaches have been reported to solve the geometric constraint problem. In this section we formalize the notion of geometric constraint problem, analyze different solutions already known and describe thoroughly the one known as constructive.

### 2.2.1 Formal definition and properties

Geometric constraint solving is arguable a core technology of computer aided design and, by extension, geometric constraint solving is also applicable in virtual reality and is closely related in a technical sense to geometric theorem proving. For solution techniques, geometric constraint solving also borrows heavily from symbolic algebraic computation and matroid theory.

Many formulations of a geometric constraint problem have been given all along the literature, $[9,45,48,99,106]$. Following Hoffmann et al. geometric constraint problems can be categorized as either the general problem and the basic problem. The general problem can be characterized by means of a tuple $\Pi=<\Pi_{E}, \Pi_{O}, \Pi_{X}, \Pi_{C}>$ where

- $\Pi_{E}$ is the geometric space constituting a reference framework into which the problem is embedded. $\Pi_{E}$ is usually Euclidean.
- $\Pi_{O}$ is the set of specific geometric objects which define the problem. They are chosen from a fixed repertoire including points, lines, circles and the like.
- $\Pi_{X}$ is a, possibly empty, set of variables whose values must be determined. In general, variables represent quantities with geometric meaning: distances, angles and so on. When the quantities are without a geometric meaning, for example, when they quantify technological aspects and functional capabilities, those variables are called external.
- $\Pi_{C}$ is the set of constraints. Constraints can be geometric or equational. Geometric constraints are relationships between geometric elements chosen from a predefined set, e.g., distance, angle, tangency, etc. The relationship (the distance, the angle, ...) is represented by a tag. If the tag represents a fixed value, known in advance, then the constraint is called valuated. If the tag represents a value to be computed as part of solving the constraint problem, then the constraint is called symbolic, [43].
Equational constraints are equations some of whose variables are tags of symbolic constraints. The set of equational constraints can be empty.

The general geometric constraint solving problem can be now stated as follows:

Given a geometric constraint problem $\Pi=<\Pi_{E}, \Pi_{O}, \Pi_{X}, \Pi_{C}>$,

1. Are the geometric elements in $\Pi_{O}$ placed with respect to each other in such a way that the constraints in $\Pi_{C}$ and equations in $\Pi_{X}$ are satisfied? If the answer is positive, then
2. Given an assignment of values to the valuated constraints and external variables, is there an actual construction that satisfies the constraints and equations?

When dealing with geometric constraint solving, the first issue that needs to be settled is the dimension of the embedding space $\Pi_{E}$. In 2 D Euclidean space, $\Pi_{E}=\mathbb{R}^{2}$, a number of techniques have been developed that successfully solve the geometric constraint solving problem. For an in-depth review see Jermann, [60]. However, there remain open questions such as characterizing the competence (also called domain) of the known techniques.

Spatial constraint solving, where $\Pi_{E}=\mathbb{R}^{3}$, include problems in fields like molecular modeling, robotics, and terrain modeling. Here, both a good conceptualization and an effective solving methodology for the geometric constraint problem has proved to be difficult.

Pioneering work has been reported by Hoffmann and Vermeer, [49, 50] and by Durand, [20].

Presented in this way, the geometric constraint solving problem includes in general issues concerning how to deal with external variables. Here we refer the interested reader to the work by Hoffmann and Joan-Arinyo, [43], and Joan-Arinyo and Soto, [65].

The basic constraint problem only considers geometric elements and constraints whose tags are assigned a value. It excludes external variables, constraints whose tags must be computed, and equational constraints. So the basic problem is stated in the following way.

Given a set $\Pi_{O}$ with $n$ geometric elements and a set $\Pi_{C}$ with $m$ geometric constraints defined on them

1. Is there a placement of the $n$ geometric elements such that the $m$ constraints are fulfilled? If the answer is positive,
2. Given an assignment of values to the $m$ constraints tags, is there an actual construction of the $n$ geometric elements satisfying the constraints?

In what follows we will focus on the basic geometric constraint solving problem.
Geometric constraint problems can be represented by a graph. The vertices shall represent the geometric elements of the problem and the edges shall represent the constraints among them. Given a geometric constraint problem $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$, the graph $G=(V, E)$ such that $V=\Pi_{G}, E=\Pi_{C}$ and the edges are labeled with the parameters $\Pi_{P}$ represents the problem $\Pi$. The graph $G$ is a simple graph, because constraints are defined upon two different geometric objects (thus, no loops are allowed) and between any two objects there is no more than one constraint (thus, no multi-edges are allowed). $G$ is also undirected, since relations among geometric objects are non oriented.

Figure 2.3a shows an example of geometric constraint problem consisting of six points $\{a, b, c, d, e, f\}$ and nine point-point distance constraints $\left\{d_{i}, 1 \leq i \leq 9\right\}$ defined among them. Figure 2.3 b shows the geometric constraint problem abstracted as a graph where each node represents one geometric element and each labeled edge represents a geometric constraint defined on the two geometric elements the edge connects. In what follows we shall represent geometric constraint problems as graphs.

Constraint solving community is mainly interested in objects which are invariant under rigid transformations of translation and rotation. This property is known as rigidity. Different kinds of rigidity have been defined, such as minimal or global rigidity, see [55, $58]$ and some works have been published describing operations which preserve it [68]. The intuitive concept of rigidity, the one that will be used in this work, is defined from


Figure 2.3: Geometric constraint problem example. a) Geometric sketch. b) Geometric constraint problem abstracted as a graph.
the number of solutions of the considered problem. In this context, geometric constraint problems are categorized in three different families:

1. Well-constrained problems are geometric constraint problems with a non-empty and finite set of solutions. In this work, we shall define rigid problems as well-constrained problems.
2. Over-constrained problems are those problems with no actual solution. Generally, the elimination of one or more constraints results in a well-constrained problem.
3. Under-constrained problems are geometric constraint problems for which an infinite set of solutions exists. Generally, the addition of one or more constraints results in a well-constrained problem.

Rigidity, as defined above, only refers to the problem's structure, and no other questions are considered. However, inconsistent situations in which specific assigned values given to the parameters result in a change of category may arise. Some works concerning this topic are for example from Laman, [75], and the more recent ones from Fudos and Hoffmann, [28], Hoffmann et al., [43], Whiteley, [107], Henneberg [35] or Graver et al. [55].

As stated above, we identify well-constrained graphs with rigid graphs, that is, graphs which actually represent ruler-and-compass constructions. They are also known as Laman graphs after Gerard Laman, who first described them in 1970, [75]. Specifically, a graph $G=(V, E)$ is called Laman if $|V| \geq 3$ and $G$ fulfills

1. $|E|=2|V|-3$,
2. For every subgraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ holds $\left|E^{\prime}\right| \leq 2\left|V^{\prime}\right|-3$.

It is straightforward to see that Laman graphs have no disconnecting points and no vertices with degree zero nor one. An in depth discussion on Laman graphs will be presented in Chapter 7.

From now on, we will consider only well-constrained geometric constraint problems represented by undirected simple graphs, that is, graphs with no loops, no multi-edges and no direction established in their edges.

### 2.2.2 Constructive geometric constraint problems solving

Many techniques have been reported in the literature that provide powerful and efficient methods for solving geometric problems defined by constraints, which can be classified in three big groups: equational, based on the degree of freedom and constructive. For a complete review see [5, 45].

Equational methods are for example the numeric methods based on the Newton-Raphson algorithm [67], such as the systems described in [36, 78, 79, 82], or the algebraic symbolic methods which calculate the Gröbner basis of the equations system, like [12]. Methods based on the analysis of the degree of freedom are, among others, the works of Kramer, [71, $72,73]$, or Hsu, [52, 53]. Among the constructive methods we find [8, 26, 27, 28], by Fudos et al. or [102], by Todd.

Among all the geometric constraint solving techniques, our interest here focuses on the one known as constructive. For an in depth discussion on this topic see, for example, $[1,9,11,28,47,48,59,64,66,84,101]$ and the references there in. Computer programs that solve geometric problems defined by constraints are called solvers.

Constructive solvers yield the solution to the geometric problem defined by constraints as a sequence of construction steps that places each geometric element with respect to each other in such a way that the constraints are fulfilled. This sequence is called the construction plan. Construction plans represent a possibly exponential number of different solutions. In general, the construction plan that solves a constraint problem is not unique.

Figure 2.4 shows a construction plan for the constraint problem given in Figure 2.3. The meaning of each construction step is the usual. For example, origin() stands for the origin of an arbitrary framework, $b=\operatorname{dist} D\left(a, d_{3}\right)$ places point $b$ at distance $d_{3}$ from point $a, c_{2}=\operatorname{circle} C R\left(a, d_{1}\right)$ defines the circle $c_{2}$ with center $a$ and radius $d_{1}$ and $\operatorname{intCC}\left(c_{1}, c_{2}\right)$ defines a point as the intersection of circles $c_{1}$ and $c_{2}$. Notice that symbols $c_{i}$ do not represent entities in the problem. They are intermediate results introduced to increase readability.


Figure 2.4: Construction plan for the example problem in Figure 2.3.

Constructive solvers are also known as decomposition-recombination planners (DRplanners), [48], since they follow the following strategy: first, perform the decomposition of the problem at hand in a concrete way, then analyze the obtained decomposition and finally construct the solution by recombining the different parts.

We shall refer as decomposition step to the split of a graph $G$ into three different subgraphs $G_{1}, G_{2}, G_{3}$, called clusters, in such a way that $G_{1} \cup G_{2} \cup G_{3}=G$ and $G_{1} \cap G_{2}=$ $\left\{h_{1}\right\}, G_{1} \cap G_{3}=\left\{h_{2}\right\}, G_{2} \cap G_{3}=\left\{h_{3}\right\}$. Figure 2.5 illustrates the situation. Shared geometric elements $h_{1}, h_{2}, h_{3}$ are called hinges. The set of three hinges of a tree-decomposition step shall be called triple of hinges or hinge triple. If the three clusters $G_{1}, G_{2}, G_{3}$ include two vertices and one edge each, we say that the decomposition step is a basic step. For a more formal rational on this topic see [28] and [64].

If a graph $G$ can be decomposed by applying successively decomposition steps to each cluster until every subgraph contains only two vertices and one edge between them, we shall say that the graph $G$ is tree-decomposable and that the successive decomposition steps are a tree-decomposition for $G$. We shall also say that the problem represented by the graph $G$ is tree-decomposable by extension. Unfortunately, not all rigid graphs can be decomposed in such a way, and in those cases the method will fail. An in depth discussion


Figure 2.5: Sibling clusters pairwise share one geometric element.


Figure 2.6: Construction plan as a tree decomposition.
on tree-decomposable graphs can be found in Chapter 7.
The tree-decomposition is a different and more convenient way to represent the construction plan, [66]. Figure 2.6 shows a decomposition tree for the construction plan in Figure 2.4. Notice that sibling clusters pairwise share one geometric element, for example clusters $\{a, b, c, d, e\},\{f, e\}$ and $\{c, f\}$ pairwise share $c, e$ and $f$ respectively.

Once a graph has been decomposed, the tree-decomposition is used to construct a solution instance of the problem. Leaf nodes represent elemental placement problems corresponding to two geometric elements and the constraint defined on them. For example: two points at a given distance, a point and a straight segment at a given distance, two straight segments at a given angle and so on. The method starts by determining the position relative to each other of the two elements in a leaf node. Edges in the decomposition tree represent the combination of three solved clusters into a larger rigid cluster by application of a specific solving rule. Each node in the tree stands for a rigid object, built on the geometric objects included in the curly brackets list and whose position relative to each other has already been determined. The root node includes all the geometric elements in the problem and represents a solution instance.

In general, the tree-decomposition of a constraint problem is not unique. However, it has been proved that the tree-decomposition as defined above is canonical, [27, 64]. That means that the order in which the tree-decomposition is done is irrelevant, since they will always be the same decomposition steps. A consequence of that fact is that the hinge triples defined by the decomposition steps of a graph will always be the same, regardless of the concrete tree-decomposition at hand. That feature will give rise below to some interesting properties.

Solving a geometric constraint problem can be seen as solving a set of, in general, non linear equations. Therefore, each equation can have as many roots as the equation degree.

Obviously, each specific root will result in a different placement for the geometric elements in the problem. Selecting the desired root is known as the root identification problem, firstly addressed in [9]. A number of techniques have been developed to deal with the root identification problem. See, for example, $[9,61,62,104]$.

With each root we associate a sign which will characterize unequivocally the corresponding solution. We will call index to the set of all signs of a problem. The index in the construction plan in Figure 2.4 is $I=\left\{s_{1}, s_{2}, s_{3}, s_{4}\right\}$. For an in depth study of the index and the role it plays in geometric constraint solving see [24]. A similar definition can be found in [94]. The number of possible combinations of signs is bounded, as shown in [7].

The specific solution to the constraint problem $\Pi$ identified by an assignment of values to the index $I$ is called the intended solution. In what follows we consider that the intended solution has been fixed and that the degree of the equations underlying the geometric constraint problem is at most two, that is, signs $s_{i}$ in the index take values in, say, $\{+,-\}$.

### 2.3 Problems with one variant parameter

When interacting with a computer featuring a mouse as an input device, mouse cursor position as it moves around the screen is captured in discrete steps. Therefore, intermediate positions are unknown. In dynamic geometry software, it is common practice to assume that the paths of free variables between two subsequent mouse events are linear, [70]. Thus, only one degree of freedom is left for the geometric element motion. In a more general framework, [15], the path is assumed to be polynomial in time $t$ and the computation of the path itself is encoded leaving just one free variable $t$ and in this way boiling down the problem to the situation with just one degree of freedom.

In this section we present basic concepts concerning geometric constraint problems for which the value of a given constraint parameter is not fixed, that is, geometric constraint problems with one variant parameter.

### 2.3.1 The construction plan as a function

In general, the concept of free geometric element in dynamic geometry can be captured in constructive geometric constraint-based dynamic geometry by considering the value assigned to a given constraint as a variable value. As we will see in Section 2.4.2, this does not have an effect on the constraint solving process and all what is needed is to reevaluate the construction plan as many times as needed.

To introduce the concept of movement in geometric constraint problems, we define geometric constraint problems with one variant parameter. Figure 2.7 illustrates the following


Figure 2.7: Geometric constraint problem with one variant parameter $\lambda$.
definition.

## Definition 2.3.1

A geometric constraint problem with one variant parameter $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ is a wellconstrained geometric constraint problem such that all parameters in $\Pi_{P}$ have been assigned a given value except for one, say $\lambda$, which can take arbitrary values in $\mathbb{R}$.

The variant parameter may represent either a distance or an angle. We shall consider always positive distances, and angles defined inside the interval $[-\pi / 2, \pi / 2]$. Angles not included in this interval shall be wrapped to it modulo $\pi$.

Let T be a construction plan which solves the constraint problem $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$. Construction plans depend on the set of constraint parameters and on the index and they are valid for any problem derived from $\Pi$ by considering one of its parameters as variant. Therefore, we can define the function construction plan as follows.

## Definition 2.3.2

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem and T a construction plan for $\Pi$. Then, $\mathrm{T}(\sigma, \lambda)$ represents the evaluation of the construction plan T for the index assignment $\sigma$ and a value $\lambda$ of the variant parameter.

Figure 2.8 shows from left to right objects in the family defined by the problem in Figure 2.7 for index value $\sigma=\left\{s_{1}=+, s_{2}=+, s_{3}=+, s_{4}=+\right\}$, distance constraint values $d_{1}=3, d_{2}=3, d_{4}=3.5, d_{5}=3.5, d_{6}=4, d_{7}=4.5, d_{8}=4, d_{9}=3.5$ and values of the variant parameter $\lambda$ in $\{2.5,4.5,5.9\}$. That is, $\mathrm{T}(\sigma, 2.5), \mathrm{T}(\sigma, 4.5)$ and $\mathrm{T}(\sigma, 5.9)$.

For some values of the variant parameter $\lambda$, however, it may not be possible to satisfy the set of constraints in $\Pi_{C}$, that is the construction plan T is unfeasible for such variant parameter values. The failure to instantiate the model poses naturally the question of how to compute ranges for parameters such that model instantiation is feasible. This problem


Figure 2.8: Objects belonging to the family defined by the problem in Figure 2.7. From left to right, $\mathrm{T}(\sigma, 2.5), \mathrm{T}(\sigma, 4.5)$ and $\mathrm{T}(\sigma, 5.9)$.
or restricted versions of it have been addressed in the literature.
Shapiro and Vossler, [96], and Raghothama and Shapiro, [86, 87, 88], developed a theory on validity of parametric family of solids by investigating the relationship between Brep and CSG schemas in systems with dual representations for solid modeling. The formulation is built on formalisms of algebraic topology. Unfortunately, it seems a rather difficult problem transforming these formalisms into effective algorithms.

Joan-Arinyo and Mata [63] reported on a method to compute feasible ranges for parameters in geometric constraint solving under the assumption that values assigned to parameters are non-trivial-width intervals. The method applies to complex systems of geometric constraints in both 2D and 3D and has been successfully applied in the dynamic geometry field, [25]. It is a general method, the main drawback, however, is that it is based on numerical sampling.

Hoffmann and Kim [46] developed a constructive approach to calculate parameter ranges for systems of geometric constraints that include sets of isothetic line segments and distance constraints between them. Model instantiation for distance parameters within the ranges output by the method preserve the topology of the set of isothetic lines.

In an illuminating work, van der Meiden and Bronsvoort, [105], reported on a constructive method to calculate parameter ranges for systems of geometric constraints. Constraint systems are restricted to systems of distance and angle constraints on points in 2D or 3D spaces that are well-constrained and decomposable into triangular and tetrahedral subproblems. The method automatically determines the allowable range for a single parameter of the system, called variant parameter, such that an actual solution exists for any value in the range. The van der Meiden method is one of the subjects of our study. In Chapter 4

```
1. a =origin()
2. b = distD (a,d, )
3. c}\mp@subsup{c}{1}{}=\operatorname{circleCR}(b,\mp@subsup{d}{2}{}
4. l = linePA(a,\lambda)
5. c = intCL(c,l,s)
```



Figure 2.9: Critical values for a triangle defined by two sides and the angle supported by one of them. Construction plan and actual construction.
we shall prove that it is correct and complete, for it will be at the core of our approach to solve the reachability problem for geometric constraint based dynamic geometry.

Gao and Sitharam, in [29], described a general result concerning the computation of critical values for 2D problems with one degree of freedom which include just distance constraints and such that can be abstracted as one degree of freedom Henneberg graphs. Here we consider problems including distance and angle constraints such that can be abstracted as tree decomposable graphs, a superset of Henneberg graphs.

To formalize concepts related to construction plan feasibility, we call critical variant parameter value, or simply critical value, to the values $\lambda_{c}$ of the variant parameter for which the feasibility of T changes. For the same critical value $\lambda_{c}$, a set of different constructions can be made depending on the chosen index.

To illustrate critical values, consider the construction shown in Figure 2.9 where a triangle is defined by giving the constraints $b=\operatorname{dist} D\left(a, d_{1}\right), c=\operatorname{dist} D\left(b, d_{2}\right)$, and $\lambda=$ $\operatorname{angle}(a b, a c)$. If we assume that $d_{1} \geq d_{2}$ and consider $\lambda$ as the variant parameter, the construction plan shown on the left of Figure 2.9 is feasible for values of $\lambda$ in the range $\left[0, \sin ^{-1}\left(d_{2} / d_{1}\right)\right]$. The bounds of this range are the critical values of $\lambda$ for this construction.

The situation described can be found for each basic construction in a constructive solver and the corresponding feasibility ranges can be collected in a dictionary. Table 2.1 shows examples for some basic constructions.

In this situation, we define the domain of $\lambda$ as the set of values for which $T$ is feasible. In general the domain of a variant parameter is a set of disjoint intervals bounded by critical variant parameter values. For a more formal definition of these concepts, see Chapter 4.

In the context that a construction plan is considered a function of the variant parameter, and considering that construction plan feasibility changes only at critical values, the solution instance generated by $T(\lambda)$ traces a path in the space of solutions to problem $\Pi$


Table 2.1: Feasibility conditions for some basic construction steps. $\lambda$ is the variant parameter.
as the value of $\lambda$ changes continuously in its domain.

### 2.4 Dynamic geometry

Dynamic geometry appeared in the 80 's, together with a number of software programs, as Juno, [82], which simulated in a computer the geometric ruler and compass constructions on paper. Two of the most relevant programs were Cabri Geometry $[4,74]$ and the Geometer's Sketchpad [56, 57], which are counted among the first dynamic geometry Systems.

The main feature of dynamic geometry is the dynamic character of the constructions. The system is able to record the way in which the user makes the construction, and can therefore redo it each time the user changes the value of a parameter or the position of a geometric element. Although the original purpose was merely constructive, the possibility of interacting with the construction and see how it changes in real time gave these kind of programs the notoriety they have nowadays.

Dynamic geometry systems are widely used in secondary schools for the teaching of geometry and mathematics, as they provide an intuitive and very accurate way of visualizing geometric objects and the relations between them. They are also multidisciplinary systems, since they can be used not only to represent geometric objects but also to represent graphs, functions, visualize transformations and introduce students into theorem proving and mathematical reasoning.

In this section we recall some of the basics in dynamic geometry, and present an architecture for a dynamic geometry system based on geometric constraint solving. A prototype with this architecture has been developed by Freixas et al., [25], which will be the framework on top of which we build our work.

### 2.4.1 Basic concepts on dynamic geometry

A number of dynamic geometry systems have been reported in the literature. Besides those cited above, Cinderella [70, 89], developed by U. Kortenkamp and J. Richter-Gebert, or GeoGebra [31], have achieved an outstanding success due to its portability and the wiki associated to GeoGebra, [30], which provides teachers with lots of material for the teaching of geometry and mathematics.

Although every system is different to the others, and some of them have particular features that the others have not, as pointed out by Hözl, [51], all dynamic geometry systems share the following properties:

- they simulate ruler and compass constructions following Euclid's Elements.

| 1. | $p_{1}=\operatorname{FREE}$ |
| :--- | :--- |
| 2. | $l_{0}=\operatorname{JOIN}\left((0,0), p_{1}\right)$ |
| 3. | $c_{1}=\operatorname{CIRCLE}((0,0), 10)$ |
| 4. | $c_{2}=\operatorname{CIRCLE}\left(p_{1}, 11\right)$ |
| 5. | $p_{2}=\operatorname{MEET}\left(c_{l}, c_{2}\right)$ |
| 6. | $l_{1}=\operatorname{JOIN}\left((0,0), p_{2}\right)$ |
| 7. | $c_{3}=\operatorname{CIRCLE}\left(p_{1}, 15\right)$ |
| 8. | $p_{3}=\operatorname{MEET}\left(l_{1}, c_{3}\right)$ |



Figure 2.10: Example of GSP. Left) A GSP. Right) A GSP instance.

- they support macros simplifying the repetition of construction series, which can be defined by the user.
- they allow the user to move some parts of the construction without changing the underlying geometric constraints.

Different representations of geometric constructions in dynamic geometry have been proposed in the literature, [70, 83]. According to Kortenkamp and Denner-Broser, [16, 70], a convenient way to represent geometric constructions in dynamic geometry is Geometric Straight-Line Programs (GSP). A GSP consists of free points and dependent elements like a line through two points, the point where two lines intersect or the bisector of a segment. A GSP can be seen as a sequence of construction steps such that once values have been assigned to the free points, generates an actual construction that places free and dependent elements with respect to each others. Figure 2.10, shows a GSP and an actual construction, [15, 16].

The most important problem dynamic geometry must face is derived from ambiguities. Many constructions have not a unique solution (think for example in the intersection of a line and a circle), and to decide which one is the correct one, or at least the one the user is expecting to see, is not a simple question. Some characteristics, which we now explain, have been stated to define the behavior of the systems with respect to ambiguity, see for example [70].

Determinism is the property by which, in a dynamic geometry system, when performing the same movements from the same starting instance the system yields always the same
motion of the dependent elements. Determinism assures that, when passing through a point of multiple solutions, the system will always show the same one.

Conservatism in a dynamic geometry system guarantees that the final position of the dependent objects are the same for the same final position of the free objects, regardless of the path followed by them. That means that the final solution instance is independent from the path followed to reach it.

Finally, continuity is the property by which the movements of the dependent objects are continuous for continuous movements of the free elements. Continuity assures that no undesired "jumps" occur in the position of the geometric objects in the construction, and is a very desirable property, since users are expecting to see always a continuous behavior. Many works state that continuity and determinism are mutually exclusive, [16, 70, 83]. We will elaborate on this point in Chapter 6.

The main difference arising between geometric constraint solving and dynamic geometry is that, in dynamic geometry, the user is in charge of actually defining step by step the construction process that eventually will lead to the solution of the problem under study.

Setting up a problem in geometric constraint solving entails the geometric sketching of the problem by means of a user interface in which the set of geometric objects and relations among them are established. The solver analyzes then the problem, yielding the construction plan to solve it, if possible. Finally, a solution instance is shown on the screen, and the user is able to test the behavior of the construction by changing the specific parameter assignment given to the variant parameter.

Setting up a problem in dynamic geometry also entails the geometric modeling of the problem by means of a user interface, but the construction plan is actually given by the user when sketching the problem. Therefore a dynamic geometry system usefulness is basically limited by the user's abilities. The solution instance is shown on the screen, and the user is able to generate the motion of the whole construction by dragging a free geometric object in the model.

Table 2.2 summarizes the different actions necessary to set up a problem in geometric constraint solving and in dynamic geometry systems, specifying the actor of each action.

### 2.4.2 Constraint-based dynamic geometry

Constructive geometric constraint solving provides tools specifically well suited to support dynamic geometry systems. In particular, the construction plan of the problem at hand is stored, allowing to re-construct it for each possible value given to the variant parameter. Also, the index identifies uniquely each solution instance among the set of possible solution instances for a variant parameter value.

| Action | Actor |  |
| :--- | :---: | :---: |
|  | Dynamic geometry | Geometric constraint |
| Geometric modeling | user | user |
| Construction plan | user | system |
| Testing | user | system/user |

Table 2.2: Actions necessary to set up a problem, and their actors.

Although traditionally static, geometric constraint problems represent suitably dynamic geometry behaviors when we let a degree of freedom to move the system. In this way, dynamic geometry can be parameterized by the degree of freedom of the geometric constraint problem.

As pointed out above, the main drawback of dynamic geometry with respect to geometric constraint solving is the necessity of the intervention of the user in the construction of any geometric instance. Geometric constraint solving skips this problem thanks to the solver, which computes the placement of each geometric object observing the constraints among them.

We call constraint-based dynamic geometry to the inclusion of a constructive geometric constraint solver into a dynamic geometry system. Thanks to the constructive solver, constraint-based dynamic geometry is able to construct a solution instance without the need of the user, settling the problem above. Moreover, for any value given to the variant parameter, the system is able to compute the solution instance following the construction plan yield by the solver, and show the result in real time.

Setting up a problem in constraint-based dynamic geometry entails the geometric sketching of the problem by means of the dynamic geometry system user interface, specifying geometric objects and relations among them. The solver analyzes then the problem, yielding the construction plan to solve it, if possible. Finally, a solution instance is shown on the screen, and the user is able to test the behavior of the construction by changing the specific parameter assignment given to the variant parameter.

In [25], Freixas et al. reported on a Constraint-Based dynamic geometry System based on constructive geometric constraint solving. In this technology, the user defines a geometric problem by sketching some geometric elements taken from a given repertoire (points, lines, circles, etc) and annotates the sketch with a set of geometric relationships (point-point distance, point-line distance, angle between two lines and so on) that must be fulfilled.

Constructions in dynamic geometry can be easily transformed into Geometric Constraint Problems simply by expressing the relations existing among the geometric objects as constraints. Assume that the problem in Figure 2.10 has been defined at a Dynamic


Figure 2.11: Geometric problem in Figure 2.10 expressed as a geometric constraint solving problem.

Geometry System interface, and that the set of geometric elements includes four points and two straight lines, $G=\left\{p_{0}, p_{1}, p_{2}, p_{3}, l_{0}, l_{1}\right\}$. Then, Figure 2.11 shows an equivalent way of defining the same problem $G$ in a constraint based geometric system where $d_{0}, d_{1}$ and $d_{2}$ denote point-point distances and on denotes incidence.

The architecture for constructive solvers in which [25] is based is illustrated in Figure 2.12. Square boxes are functional units and rounded boxes are data entities. The functional units include the analyzer, the index selector and the constructor. The data entities are the geometric constraint problem, the construction plan, the parameters assignment and the index assignment.

Given a geometric constraint problem, $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$, the analyzer is responsible for figuring out whether the solver is able to solve the problem up to degenerated configurations, that is, whether it can find a description placement for the geometric objects. If the answer is positive, the analyzer outputs the construction plan, that will place the geometric elements in the position such that the constraints hold.

Selecting the desired root, which implies to solve the root identification problem, defined in Section 2.2.2, is the goal of the index selector that associates with each equation with several roots an index that unambiguously identifies the desired root. The index selection can be changed by the user at the user interface.

Finally, once a set of actual values have been assigned to the constraint parameters and the intended solution has been selected by assigning values to the index signs, the constructor builds an instance of a placement for the geometric objects, a solution instance, provided that no numerical incompatibility arises due to geometric degeneracy.


Figure 2.12: An architecture for the constructive solving technique.

We will consider the system in [25] as a basis on top of which we will build our approaches to solve the reachability and tracing problems in Geometric Constraint Based dynamic geometry. This architecture, known generically as DR-planner, [48], shows some nice properties.

First, the nature of the computations in each step is quite different. The analyzer requires symbolic computation while the constructor only performs numerical computations.

Second, determining whether the problem is solvable by the solver at hand or not is performed in the analysis step and it does not depend neither on the actual parameter values nor on the geometric computations.

Next, with the proposed decoupling, when computing instances for different parameter values, only the construction step needs to be carried out. This allows to skip the analysis step, which is computationally the most expensive, as well as the index selection.

Finally, given a symbolically solvable geometric constraint problem and a parameters assignment, the object can be instantiated if there are not numerical impossibilities, for example trying to intersect two disjoint circles that entails computing the square root of a negative value. These impossibilities are detected while carrying out the geometric computations, and we say that the construction plan is unfeasible.

## CHAPTER 3

## The hinges graph

We are all dependent on one another, every soul of us on earth.

George Bernard Shaw

Construction plans of tree-decomposable graphs expressed by means of tree-decompositions are used to construct the solution instances of the geometric constraint problems associated to the graphs. However, tree-decompositions give no information about the internal structure of the graph at hand.

In this chapter we present a new representation for tree-decomposable Laman graphs which captures the intrinsic relations established between the different tree-decomposition steps of the associated geometric problem. The representation is based on hyper-graphs and captures additional useful properties of tree-decomposable graphs.

### 3.1 Dependency between tree-decomposition steps

In Chapter 2, tree-decomposable Laman graphs are characterized by having a tree-decomposition, represented as a tree. Tree-decompositions are made of tree-decomposition steps,


Figure 3.1: Dependence. a) Scheme of two directly dependent problems. b) Scheme of two indirectly dependent problems. In this case, problem with hinges ( $u_{1}, v_{1}, w_{1}$ ) depends indirectly on the problem with hinges $\left(u_{2}, v_{2}, w_{2}\right)$. c) Scheme of two independent problems.
in which the graph is split in three subgraphs called clusters by means of the hinge triple. The canonicity of the so defined tree-decomposition as stated by [27,64] implies that a fixed tree-decomposition step in two different tree-decompositions of the same graph may split different subgraphs. The generation step is then not represented by the subgraph it splits or the clusters it creates, but by its hinge triple.

Consider a tree-decomposable Laman graph $G=(V, E)$, and a tree-decomposition. As said in Section 2.2.2, each tree-decomposition step identifies a set of three elements, called hinges, to which we refer as hinge triple. The hinge triple unequivocally defines the treedecomposition step. From now on, we shall identify a tree-decomposition step by its hinge triple, and we shall represent this identification by bracketing the hinges.

In the process of decomposing a tree-decomposable Laman graph, some hierarchical relations among tree-decomposition steps may appear. As hierarchical level we must understand that necessary relations of priority are defined between the tree-decomposition steps, forcing the higher levels to be generated after the generation of the steps in lower levels. That happens, for example, when the construction of a specific tree-decomposition step must be performed necessarily before the construction of a different tree-decomposition step. We call this hierarchical relations dependences. We will distinguish two different kinds of dependence: direct and indirect. The direct dependence is defined as follows.

## Definition 3.1.1

Let $G=(V, E)$ be a tree-decomposable Laman graph and $T$ be a tree-decomposition of $G$. Let $T_{i}, T_{j}$ be two different tree-decomposition steps in $T$ with hinge triples $\left(u, v, w_{1}\right)$ and $\left(u, v, w_{2}\right)$ respectively. We say that $T_{i}$ and $T_{j}$ depend directly on each other if the edge $e=(u, v) \in E$.

We will consider from now on that $\mathcal{E}$ is the set of graphs $G=(V, E)$ such that $|V|=2$ and $|E|=1$, that is, the graph made of a unique edge, also called edge graph. We will denote as $G_{(a, b)}$ the graph $(\{a, b\},\{(a, b)\}) \in \mathcal{E}$.

Figure 3.1a shows two directly dependent tree-decomposition steps. Tree-decomposition step $T_{1}$ merges clusters $G_{2}^{1}, G_{3}^{1}$ and $G_{(u, v)} \in \mathcal{E}$ by means of hinges $u, v$ and $w_{1}$. Treedecomposition step $T_{2}$ merges clusters $G_{2}^{2}, G_{3}^{2}$ and $G_{(u, v)} \in \mathcal{E}$ by means of hinges $u, v$ and $w_{2}$. Both tree-decomposition steps share two of their hinges, and the edge joining them belongs to the graph. Then, the two generation steps depend directly on each other.

In plain words, direct dependence occurs when two tree-decomposition steps share a cluster with just one edge. That fact assures that the construction of one of the treedecomposition steps is straightforward once the other has been already done. Notice that the direct dependence is symmetric, that is, if a tree-decomposition step $T_{i}$ depends directly on the tree-decomposition step $T_{j}$, then also $T_{j}$ depends directly on $T_{i}$. Thus, direct dependence fixes which tree-decomposition steps lie in the same hierarchical level.

The indirect dependence of two tree-decomposition steps is defined as follows.

## Definition 3.1.2

Let $G=(V, E)$ be a tree-decomposable Laman graph and $T$ be a tree-decomposition of $G$. Let $T_{i}, T_{j}$ be two different tree-decomposition steps in $T$ with hinge triples $\left(u_{1}, v_{1}, w_{1}\right)$ and $\left(u_{2}, v_{2}, w_{2}\right)$ respectively. Let $G_{1}$ be the cluster merged by $T_{i}$ including $u_{1}, v_{1}$. We say that $T_{i}$ depends indirectly on $T_{j}$ if $u_{2}, v_{2}, w_{2} \in V\left(G_{1}\right)$ and there is no tree-decomposable Laman subgraph $L$ in $G_{1}$ such that $V(L)$ contains $u_{1}, v_{1}$ but not $u_{2}, v_{2}, w_{2}$.

Indirect dependence states the hierarchical relations between the tree-decomposition steps of a tree-decomposition of a graph. It represents the fact that for the proper building of a tree-decomposition step, the previous construction of other steps must have been already made. Figure 3.1 b shows an scheme of two indirectly dependent problems. Cluster $G_{1}$ of the tree-decomposition step $T_{i}$ defined by hinges $u_{1}, v_{1}, w_{1}$ includes the three hinges $u_{2}, v_{2}, w_{2}$ of the tree-decomposition step $T_{j}$. Figure 3.1c shows the case in which a treedecomposable Laman subgraph $L$ like the one described in Definition 3.1.2 exists.

Notice that the indirect dependence is asymmetric, that is, if a tree-decomposition step $T_{i}$ depends indirectly on the tree-decomposition step $T_{j}$, then it is impossible that $T_{j}$ depends indirectly on $T_{i}$. In particular, if $G_{1}$ is the cluster merged by $T_{i}$ including $u_{1}, v_{1}$ and including also the hinges of $T_{j}, u_{2}, v_{2}, w_{2} \in V\left(G_{1}\right)$, it is impossible that the merging vertex $w_{1}$ of $T_{i}$ is included in any of the three clusters merged by $T_{j}$.

Indirect dependence is also transitive: if $T_{i}$ depends indirectly on $T_{j}$, and $T_{j}$ depends indirectly on $T_{k}$, then also $T_{i}$ depends indirectly on $T_{k}$. The hinges of $T_{k}$, by definition, must be included in one of the clusters merged by $T_{j}$. The hinges of $T_{j}$ are included in one of the clusters merged by $T_{i}$, say $G_{1}$, and then, all the clusters merged by $T_{j}$ are included


Figure 3.2: Strong dependence. a) Strong dependence in the case that $T_{2}$ contains a hinge of $T_{1}$. b) Strong dependence in the case that a tree-decomposition step $T_{3}$ in which $T_{2}$ depends indirectly contains a hinge of $T_{1}$.
in $G_{1}$. Then, $G_{1}$ includes the merging vertices of $T_{k}$.
Let $T_{i}=(u, v, w)$ be a tree-decomposition step of a tree-decomposable graph $G=(V, E)$ and $(u, v),(u, w),(v, w) \in E$. Then $T_{i}$ has no indirect dependences, and it is called a basic tree-decomposition step. If at least one of the edges $(u, v),(u, w),(v, w)$ is not in $E, T_{i}$ has necessarily some indirect dependences and is called a merge tree-decomposition step.

We consider a particular case of indirect dependency, which we call strong dependency, defined as follows. Refer to Figure 3.2.

## Definition 3.1.3

Let $G=(V, E)$ be a tree-decomposable Laman graph and $T$ be a tree-decomposition of $G$. Let $T_{i}, T_{j}$ be two different tree-decomposition steps in $T$ with hinge triples $\left(u_{1}, v_{1}, w_{1}\right)$ and $\left(u_{2}, v_{2}, w_{2}\right)$ respectively such that $T_{i}$ depends indirectly on $T_{j}$. We say that $T_{i}$ depends strongly on $T_{j}$ if

1. either $u_{1}=u_{2}$, or there exists a tree-decomposition step $T_{k}$ with hinges $\left(u_{3}, v_{3}, w_{3}\right)$ such that $T_{j}$ depends indirectly on $T_{k}$ and $u_{1}=u_{3}$, and
2. there is no tree-decomposition step $T_{l}$ such that $T_{i}$ depends indirectly on $T_{l}$ and $T_{l}$ depends indirectly on $T_{j}$.

For each cluster, there exist at least one and up to two different tree-decomposition steps in which $T$ strongly depends. We will explain this point in detail in Section 3.5.

It may also happen that no dependence is defined between some pairs of problems. We say that two tree-decomposition steps are independent if they are not related by a direct nor
an indirect dependence. The formal definition of independence between tree-decomposition steps, illustrated in Figure 3.1c, is the following one.

## Definition 3.1.4

Let $G=(V, E)$ be a tree-decomposable Laman graph and $T$ be a tree-decomposition of $G$. Let $T_{i}, T_{j}$ be two different tree-decomposition steps in $T$ with hinge triples $\left(u_{1}, v_{1}, w_{1}\right)$ and $\left(u_{2}, v_{2}, w_{2}\right)$ respectively. Let $G_{1}$ be the cluster merged by $T_{i}$ including $u_{1}, v_{1}$. We say that $T_{i}$ and $T_{j}$ are independents if $T_{i}$ and $T_{j}$ are not related by any direct nor indirect dependence.

### 3.2 Definition of the hinges graph

We define now a graph, which we will call the hinges graph, or h-graph in short, associated to a tree-decomposable Laman graph $G$. It represents the tree-decomposable graph $G$ together with its tree-decomposition. The h-graph is a hyper-graph which captures dependences among the tree-decomposition steps of the tree-decomposition. Vertices represent treedecomposition steps of a tree-decomposition of $G$, symbolized by the hinge triples into brackets. Edges represent relations of dependence among them. For the sake of readability, we will refer to vertices of the h-graph as nodes.

As seen in Section 3.1, indirect dependence is transitive, thus a h-graph specifying all relations of indirect dependence between the tree-decomposition steps of a tree-decomposable Laman graph would be unnecessarily complicated. We consider therefore only direct and strong dependences. We will show later on that strong dependence suffices to represent relations of indirect dependence between tree-decomposition steps.

## Definition 3.2.1

Let $G=(V, E)$ be a tree-decomposable Laman graph. The hinges graph, or h-Graph, associated to $G$ is the graph $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$, where $\mathcal{V}$ is the set of hinge triples of $G, E_{D}$ is the set of pairs $\left(V_{1}, V_{2}\right)$ such that the tree-decomposition steps represented by nodes $V_{1}, V_{2}$ depend directly on each other, and $E_{S}$ is the set of pairs $\left(V_{1}, V_{2}\right)$ such that the tree-decomposition step represented by node $V_{2}$ strongly depends on the tree-decomposition step represented by node $V_{1}$.

Direct dependence is represented by non-directed edges which will be called d-edges. Strong dependency is represented by directed edges which will be called s-edges. Figure 3.3a shows a tree-decomposable Laman graph example $G$. Figure 3.3 b shows the associated hgraph.

In an intuitive way, d-edges represent the fact that the two joined nodes are at the same hierarchical level, whereas s-edges represent that one of the nodes is at a higher hierarchical level than the other, that is, that one of the nodes must be constructed necessarily before
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Figure 3.3: Example of h-graph. a) Tree-decomposable Laman graph $G$. b) h-graph $\mathcal{H}(G)$ associated to $G$.
the construction of the other.
Notice that in Figure 3.3a, tree-decomposition step $(b, e, f)$ indirectly depends on treedecomposition step $(a, c, d)$. However, since the dependence is not strong, no s-edge from $(a, c, d)$ to $(b, e, f)$ exists in Figure 3.3b. We will explain in detail this point in Section 3.5.

According to what has been explained in Section 3.1, nodes to which no s-edge arrives correspond to basic steps and nodes to which a s-edge arrives, represent merge steps.

By the canonicity of the tree-decomposition stated in [27, 64], all possible tree-decompositions of $G$ share the same tree-decomposition steps. Based on that fact, we will see that the h-graph associated to a tree-decomposable Laman graph is unique.

## Theorem 3.2.1

Let $G$ be a tree-decomposable Laman graph and $\mathcal{H}(G)$ the associated h-graph. Then $\mathcal{H}(G)$ is unique.

## Proof

In $[27,64]$ it has been shown that every tree-decomposition of a tree-decomposable Laman graph $G$ have the same set of tree-decomposition steps. That means that the set of hinge triples is fixed. Then, the set of nodes of $\mathcal{H}(G)$ does not depend on the specific treedecomposition considered.

Also, edges are defined according to the relations of dependence arising between the different tree-decomposition steps in the graph. This reasoning shows that the hinges graph is unique.

Notice that the unicity of the h-graph associated to a tree-decomposable graph assures that the h-graph is independent from any concrete tree-decomposition. We can establish an injective relation from the set of tree-decomposable graphs to the set of h-graphs, as
every tree-decomposable Laman graph has a different associated h-graph.
The hinges graph shows some other nice properties. For example, the h-graph can be interpreted as the graph $G$ enhanced with the information about its tree-decomposition, it gives information about the structure of the graph and that it can be easily constructed from the construction plan of the graph. We justify these properties in the following sections. More features of h-graphs will be described in Section 7.

### 3.3 H-graph from a construction plan

In this section we analyze the intrinsic relation between construction plans and h-graphs, showing how to construct h-graphs from construction plans and explaining how to derive any possible construction plan from the h-graph associated to the problem at hand.

We present first a simple algorithm which computes the h-graph of a tree-decomposable Laman graph once it has already been tree-decomposed by a solver. Consider that we decompose the graph $G$ into clusters $G_{1}, G_{2}, G_{3}$ by means of hinges $u, v, w$, such that $u, v \in V\left(G_{1}\right), u, w \in V\left(G_{2}\right)$ and $v, w \in V\left(G_{3}\right)$. Assume that we know the h-graphs $\mathcal{H}\left(G_{1}\right)$, $\mathcal{H}\left(G_{2}\right)$ and $\mathcal{H}\left(G_{3}\right)$. Then, for each cluster $G_{i}$, and depending on whether the edge joining the two hinges in $G_{i}$ is included in $G$, we compute the nodes of direct or strong dependence and join them to the new node $(u, v, w)$.

Algorithm 1 shows the recursive algorithm which computes the h-graph of a treedecomposable Laman graph from its construction plan. T represents the tree-decomposition, where each node stores the information of the elements included in each cluster and the sons it has as well as the three hinges h1, h2, h3 which decompose the step. HG represents a h-graph and stores the sets HV, ED and ES standing for the nodes set, the set of direct dependences and the set of strong dependences respectively. If $\mathrm{HG}_{1}$ and $\mathrm{HG}_{2}$ represent the h-graphs with sets $H V_{1}, E D_{1}$ and $E S_{1}$, and $H V_{2}, E D_{2}$ and $E S_{2}$ respectively, we indicate by $\mathrm{HG}_{1} \cup \mathrm{HG}_{2}$ the unions $\mathrm{HV}_{1} \cup \mathrm{HV}_{2}, \mathrm{ED}_{1} \cup \mathrm{ED}_{2}$ and $\mathrm{ES}_{1} \cup \mathrm{ES}_{2}$. The function Compute_Strong_Dependences is shown in Algorithm 2, Section 3.5.

We show now how to derive a tree-decomposition or construction plan for $G$ from $\mathcal{H}(G)$. That will show that $\mathcal{H}(G)$ is a unique representation of all possible tree-decompositions of $G$.

In general, it is not possible to begin the tree-decomposition of a graph by an arbitrary hinge triple. We must find a triple which splits the graph into three clusters pairwise sharing one element. If a tree-decomposition step $T_{i}$ depends indirectly on another step $T_{j}$, it is impossible that the hinges of $T_{j}$ represent a tree-decomposition step of the graph, see Figure 3.1b. Then, the triples defining a tree-decomposable step of the graph are those on which no other node depends indirectly. These triples are easily determined in a h-

```
Algorithm 1 Computing the hinges graph from the tree decomposition
    Input: T , the tree-decomposition of a graph G
    Output: \(\mathrm{HG}=(\mathrm{HV}, \mathrm{ED}, \mathrm{ES})\), the h-graph associated to G
    function Compute_Node()
    \(\mathrm{HG}=\emptyset\)
    \(\mathrm{V} 0=(\mathrm{T} . \mathrm{h} 1, \mathrm{~T} . \mathrm{h} 2, \mathrm{~T} . \mathrm{h} 3)\)
    if Number of sons of \(T>0\) then
        for each \(\mathrm{T}_{i}\) son of T do
            \(\mathrm{HG}_{i}=\) Compute_Node( \(\mathrm{T}_{i}\) )
            \(\mathrm{HG}=\mathrm{HG} \cup \mathrm{HG}_{i}\)
            if \(\mathrm{i}==0\) then
                HG.HV \(=\) HG.HV \(\cup\{\mathrm{V} 0\}\)
            end if
            h1 \(:=\) First hinge in \(\mathrm{HG}_{i}\) and T.hinges
            \(\mathrm{h} 2:=\) Second hinge in \(\mathrm{HG}_{i}\) and T.hinges
            if ( \(\mathrm{h} 1, \mathrm{~h} 2\) ) in E then
            \(\mathrm{D}=\) Compute_Direct_Dependences( V0, \(\mathrm{HG}_{i}\) )
            for each \(\mathrm{D}_{i}\) in D do
                    HG.ED \(=\mathrm{HG} . E D \cup\left\{\left(\mathrm{D}_{i}, \mathrm{~V} 0\right)\right\}\)
            end for
        else
            \(\mathrm{S}=\) Compute_Strong_Dependences( V0, \(\mathrm{HG}_{i}\) )
            for each \(S_{i}\) in \(S\) do
                    \(\mathrm{HG} . \mathrm{ES}=\mathrm{HG} . \mathrm{ES} \cup\left\{\left(\mathrm{S}_{i}, \mathrm{~V} 0\right)\right\}\)
            end for
        end if
        end for
        return HG
    else
        \(\mathrm{HV}=\mathrm{HV} \cup\{\mathrm{V} 0\}\)
        return HG
    end if
    endfunction
```

graph. If no triple depends on node $V$, no s-edge will have $V$ as source. Going back to the graph depicted in Figure 3.3a, notice that the only tree-decomposition steps for which a tree-decomposition step of the graph is possible are ( $a, f, h$ ) and ( $f, h, j$ ). In Figure 3.3b we can find the nodes representing these tree-decomposition steps simply by following the direction of the s-edges.

Once the first tree-decomposition step is chosen, we decompose the graph $G$ by its hinges. The h-graph $\mathcal{H}(G)$ is decomposed in the same way just by removing the chosen triple and the s-edges having it as sink node. If the resulting $\mathcal{H}(G)$ has more than one connected component the same will occur in $G$. The decomposition is repeated then in each one of the resulting connected components recursively.

In Figure 3.3a, consider that the first chosen tree-decomposition step has $\{a, f, h\}$ as hinges. Graph $G$ is split into three subgraphs one of which is in $\mathcal{E}$. The node ( $a, f, h$ ) in the h-graph $\mathcal{H}(G)$ in Figure 3.3b is removed, as well as all the s-edges arriving to it. Then, the h-graph is split into two subgraphs, associated to each of the two clusters not in $\mathcal{E}$. The cluster in $\mathcal{E}$ has no associated h-graph.

As seen, in order to generate a construction plan from a h-graph, nodes in the h-graph must be decomposed following the dependences established among them, represented by the s-edges. However, in the case that the triples are related only by direct dependences, there is no priority in the order of tree-decomposition of the nodes. Each one of the choices in the order in which these tree-decomposition steps are decomposed will give rise to a different final tree-decomposition. In the subgraph made of vertices $a, b, c, d, e$ in Figure 3.3a, the order of decomposition of the nodes $(a, b, c),(a, c, d),(c, d, e)$ can give rise to up to 6 different construction plans.

### 3.4 Subgraphs and complete subgraphs

In this section we describe the subgraphs $\mathcal{H}^{\prime}(G)$ of a h-graph $\mathcal{H}(G)$, and analyze the conditions under which they are the associated h-graphs of tree-decomposable Laman subgraphs $G^{\prime}$ of the original graph $G$. In the first place we give a definition of h-graphs subgraphs, which will be analogous to the regular subgraph concept.

## Definition 3.4.1

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $\mathcal{H}(G)$ be the h-graph associated to $G$. The h-graph $\mathcal{H}^{\prime}(G)=\left(\mathcal{V}^{\prime}, E_{D}^{\prime}, E_{S}^{\prime}\right)$ is a subgraph of $\mathcal{H}(G)$ if $\mathcal{V}^{\prime} \subseteq \mathcal{V}, E_{D}^{\prime} \subseteq E_{D}$ and $E_{S}^{\prime} \subseteq E_{S}$.

Among the possible subgraphs of a h-graph, we are interested in those which are associated to a Laman graph. This type of subgraph is called a complete subgraph, and is defined as follows. We denote by $\operatorname{dep}_{\mathcal{H}}(V)$ the set of nodes that depend on node $V$ in the
h-graph $\mathcal{H}(G)$.

## Definition 3.4.2

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $\mathcal{H}(G)$ be the h-graph associated to $G$. Let $\mathcal{H}^{\prime}(G)=\left(\mathcal{V}^{\prime}, E_{D}^{\prime}, E_{S}^{\prime}\right)$ be a subgraph of $\mathcal{H}(G)$. Then $\mathcal{H}^{\prime}(G)$ is called complete if for all $V \in \mathcal{V}^{\prime}, \operatorname{dep}_{\mathcal{H}}(V) \subseteq \mathcal{V}^{\prime}$.

Subgraphs $\mathcal{H}^{\prime}(G)$ fulfilling this condition are called complete because they include all the dependences of every node in them. In other words, every tree-decomposition step in a complete subgraph can be constructed because the subgraph contains all the necessary nodes to perform the construction. Then, the whole subgraph can be constructed, generating a tree-decomposable Laman graph. In particular, the tree-decomposable Laman graph associated to a subgraph of a h-graph fulfills the following property.

## Lemma 3.4.2

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $\mathcal{H}(G)$ be the h-graph associated to $G$. Let $\mathcal{H}^{\prime}(G)$ be a complete subgraph of $\mathcal{H}(G)$. Then there exists a tree-decomposable Laman subgraph $G^{\prime} \subseteq G$ such that $\mathcal{H}^{\prime}(G)=\mathcal{H}\left(G^{\prime}\right)$.

## Proof

Since $\mathcal{H}^{\prime}(G)=\left(\mathcal{V}^{\prime}, E_{D}^{\prime}, E_{S}^{\prime}\right)$ is complete, it is the h-graph associated to a Laman graph, say $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$. We will prove that $G^{\prime}$ is a subgraph of $G$.

The set of vertices in $V^{\prime}$ are the elements in the nodes of $\mathcal{V}^{\prime}$, which in turn are a subset of the nodes in $\mathcal{V}$. Those nodes are made with triples of vertices of $V$. Therefore, $V^{\prime} \subseteq V$.

A h-graph defines unequivocally the edges which are included in the associated Laman graph, because each cluster different from an edge graph is represented by a subgraph. Consider an edge $e=\left(v_{1}, v_{2}\right) \in E^{\prime}$. In [106], Vila showed that to each edge $e=\left(v_{1}, v_{2}\right)$ in $G$ corresponds a leaf $\left\{v_{1}, v_{2}\right\}$ in the tree-decomposition of $G$, which means that every edge is a cluster in at least one tree-decomposition step. Then, there is at least one node $V$ in $\mathcal{V}^{\prime}$ including vertices $v_{1}, v_{2}$ as hinges. The existence of $e$ implies that, in the treedecomposition step $V$, no cluster has been defined upon vertices $v_{1}, v_{2}$. Since $\mathcal{V}^{\prime}$ includes all the dependences of $V$ in $\mathcal{H}(G)$, no cluster is defined upon vertices $v_{1}, v_{2}$ in $\mathcal{H}(G)$, and then $e \in E$. Therefore, $E^{\prime} \subseteq E$.

Lemma 3.4.2 tells that every complete subgraph of $\mathcal{H}(G)$ induces a tree-decomposable Laman subgraph in the graph $G$. Now we prove that inclusion is preserved when computing h-graphs.

## Lemma 3.4.3

Let $G_{1}$ and $G_{2}$ be two tree-decomposable Laman graphs, and $\mathcal{H}\left(G_{1}\right), \mathcal{H}\left(G_{2}\right)$ the associated h-graphs, respectively. Then, $\mathcal{H}\left(G_{1}\right) \subseteq \mathcal{H}\left(G_{2}\right)$ if and only if $G_{1} \subseteq G_{2}$.

## Proof

For the only if part, apply the same proof from Lemma 3.4.2 for $G_{1}=G^{\prime}$ and $G_{2}=G$.
For the if part, consider that $G_{1} \subseteq G_{2}$. Then, for every tree-decomposition step of $G_{2}$ with hinges $(u, v, w)$ and clusters $C_{1}, C_{2}, C_{3}$, either $G_{1}$ is included in one of the clusters, or $(u, v, w)$ is a hinge triple of $G_{1}$. To show that, consider that $G_{1}$ is not included in any of the clusters $C_{1}, C_{2}, C_{3}$. Then there are elements of $G_{1}$ in at least two of the clusters, say $C_{1}$ and $C_{2}$, which share only one node. Since $G_{1}$ is Laman, there must be elements of $G_{1}$ also in $C_{3}$, otherwise $G_{1}$ would have a disconnecting point. Then, $(u, v, w)$ is also a hinge triple of $G_{1}$.

Applying the same rational to every cluster yielded by the decomposition step $(u, v, w)$, we conclude that every decomposition step of $G_{1}$ is included in the set of decomposition steps of $G_{2}$. By the canonicity of the tree-decomposition, there exists a tree-decomposition of $G_{2}$ such that $G_{1}$ is one of the clusters of a tree-decomposition step. By Algorithm 1, $\mathcal{H}\left(G_{1}\right) \subseteq \mathcal{H}\left(G_{2}\right)$.

From now on, all the subgraphs of h-graphs considered in this work will be complete subgraphs.

### 3.5 Representative nodes of complete subgraphs

In this section we analyze the relation between strong dependency and complete subgraphs. In order to better explain how indirect dependence is represented in a h-graph, we introduce the concept of minimum complete subgraph of $\mathcal{H}(G)$ spanned by a set of nodes $Q$.

## Definition 3.5.1

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$ be the $h$ graph associated to $G$. Let $Q \subset \mathcal{V}$ a subset of nodes. Then the minimum complete subgraph spanned by $Q, \mathcal{H}_{Q}(G)$, is defined as the minimum complete subgraph of $\mathcal{H}(G)$ including all the nodes in $Q$.

Notice that the minimum complete subgraph of $\mathcal{H}(G)$ spanned by a set of nodes is complete by definition, which means that it is the h-graph associated to a Laman subgraph of $G$.

An example is shown in Figure 3.4. Figure 3.4a shows the minimum subgraph spanned by nodes $(a, b, c),(b, e, f)$ from graph $\mathcal{H}(G)$ in Figure 3.3b. Figure 3.4 b shows the treedecomposable Laman graph associated to this h-graph, which clearly is a subgraph of the one represented in Figure 3.3a, and it is also complete. Figure 3.4a is also the minimum tree-decomposable Laman subgraph spanned just by node ( $b, e, f$ ).

Every complete subgraph of $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$ can be spanned by a set of its vertices,

a

b

Figure 3.4: Complete subgraph. a) H-graph $\mathcal{H}\left(G^{\prime}\right)$ which is a subgraph of the h-graph depicted in Figure 3.3b. b) Tree-decomposable Laman subgraph $G^{\prime}$ associated to $\mathcal{H}\left(G^{\prime}\right)$, which is a subgraph of the graph depicted in Figure 3.3a.
since $\mathcal{H}(G)=\mathcal{H}_{\mathcal{V}}(G)$. In particular, since $\mathcal{H}(G)$ is also a complete subgraph of itself, every h -graph can be spanned by a set of its vertices. We call the minimum set of vertices which span $\mathcal{H}(G)$ the representative nodes of $\mathcal{H}(G)$. The formal definition is stated as follows. We define the distance between two nodes $v_{1}, v_{2}$ of a h-graph as the length of the shortest path connecting nodes $v_{1}$ and $v_{2}$.

## Definition 3.5.2

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$ be the $h$ graph associated to $G$. The representative nodes of $\mathcal{H}(G)$ are the nodes in the set $Q \subset \mathcal{V}$ such that $\mathcal{H}_{Q}(G)=\mathcal{H}(G)$ and the sum of distances in $\mathcal{H}(G)$ between every pair of nodes in $Q$ is minimum.

Going back to the example graph in Figure 3.4b, the representative vertex of the hgraph is $(b, e, f)$. The distance between the nodes of a set with just one node is considered zero.

Once a set of nodes which spans a h-graph has been determined, the distance between a pair $v_{1}, v_{2}$ of them can be minimized by checking if the different nodes $v_{i}$ in the path from $v_{1}$ to $v_{2}$ also span the h-graph. We will show now how to compute the nodes on which a tree-decomposition step strongly depends. First, we introduce the minimum h-graph subgraph including a set of elements of $G$.

## Definition 3.5.3

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$ be the $h$-graph associated to $G$. The minimum complete subgraph spanned by the set $P \subset V$, $\mathcal{H}_{P}(G)=\left(\mathcal{V}_{P}, E_{D}^{P}, E_{S}^{P}\right)$, is the minimum complete subgraph of $\mathcal{H}(G)$ such that for each $v_{i} \in P$ there is a node $V_{i} \in \mathcal{V}_{P}$ with $v_{i} \in V_{i}$.

Since the minimum complete subgraph spanned by a set of vertices $P$ is complete, it has
an associated tree-decomposable Laman graph. Assuming the notation as in the previous definition, we denote by $G_{P}$ this graph. Using Lemma 3.4.2 we can easily check that $G_{P}$ is the minimum tree-decomposable Laman subgraph of $G$ containing all the elements in $P$.

## Lemma 3.5.4

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$ be the $h$ graph associated to $G$. Let $\mathcal{H}_{P}(G)$ be the minimum complete subgraph spanned by the set $P \subset V$. Then, $G_{P}$ is the minimum tree-decomposable Laman subgraph of $G$ containing all the elements in $P$.

## Proof

By Lemma 3.4.2, $G_{P}$ is a tree-decomposable Laman subgraph of graph $G . G_{P}$ contains all the elements in the nodes of $\mathcal{H}_{P}(G)=\left(\mathcal{V}_{P}, E_{D}^{P}, E_{S}^{P}\right)$, and by definition, for each $v_{i} \in P$ there exist a node $V_{i} \in \mathcal{V}_{P}$ with $v_{i} \in V_{i}$. Then, $G_{P}$ contains all the elements in $P$.

Consider that $G_{P}$ is not minimum. Then, there exists a tree-decomposable Laman subgraph $G_{0}$ of $G$ containing all the elements in $P$ and such that $G_{0}$ is also a subgraph of $G_{P}$. Then, by Lemma 3.4.3, $\mathcal{H}\left(G_{0}\right) \subseteq \mathcal{H}\left(G_{P}\right)$, which is a contradiction with the fact that $\mathcal{H}\left(G_{P}\right)$ is the minimum complete subgraph spanned by the set $P \subset V$.

In the scope of this work, only subgraphs spanned by sets of two elements in $V$ will be considered. Thus, if $P=\{u, v\}$, we shall denote $\mathcal{H}_{P}(G)$ as $\mathcal{H}_{u, v}(G)$ and $G_{P}$ as $G_{u, v}$.

Consider a tree-decomposition step $T_{i}$ of a graph $G$ with hinges $(u, v, w)$. We prove now that $T_{i}$ depends indirectly on the tree-decomposition steps necessary to construct $\mathcal{H}_{u, v}(G)$, $\mathcal{H}_{u, w}(G)$ and $\mathcal{H}_{v, w}(G)$.

## Theorem 3.5.5

Let $G=(V, E)$ be a tree-decomposable Laman graph and $\mathcal{H}(G)$ the associated h-graph. Let $T$ be a tree-decomposition of $G$, and $T_{i}$ a tree-decomposition step in $T$ with hinges $u, v, w$. Let $\mathcal{H}_{u, v}(G)$ be the graph spanned by the two hinges $u, v$. If $(u, v) \notin E$, then $T_{i}$ depends indirectly on the nodes in $\mathcal{H}_{u, v}(G)$ and is independent on the other ones.

## Proof

Let $G_{1}$ be the tree-decomposable Laman cluster merged by the tree-decomposition step $T_{i}$ such that $u, v \in V\left(G_{1}\right)$. Then, the associated h-graph $\mathcal{H}\left(G_{1}\right)=\left(\mathcal{V}_{1}, E_{D}^{1}, E_{S}^{1}\right)$ is complete, and as $u, v \in V\left(G_{1}\right)$, there exist at least two nodes $U, V \in \mathcal{V}_{1}$ such that $u \in U$ and $v \in V$. Since $\mathcal{H}_{u, v}(G)$ is the minimum h-graph fulfilling this last property, $\mathcal{H}_{u, v}(G) \subseteq \mathcal{H}\left(G_{1}\right)$. Consider the tree-decomposable Laman graph $G_{u, v}$ associated to the complete h-graph $\mathcal{H}_{u, v}(G)$. By Lemma 3.4.3, $G_{u, v} \subseteq G_{1}$, see Figure 3.5a.

Then, the hinges of every tree-decomposition step $\left(u^{\prime}, v^{\prime}, w^{\prime}\right)$ in the tree-decomposition $T$ leading to $G_{u, v}$ are included in $G_{1}$. Moreover, since $G_{u, v}$ is the minimum tree-decomposable Laman graph including $u, v$, there is no tree-decomposable Laman subgraph in $G_{u, v}$


Figure 3.5: Illustration of Theorem 3.5.5. a) The minimum subgraph $G_{u, v}$ including $u, v$ is included in the cluster $G_{1}$ which contains $u$ and $v$. b) Tree-Decomposition Step ( $u, v, w$ ) depends indirectly on every tree-decomposition step in $G_{u, v}$.
including $u, v$ but not including the hinges $u^{\prime}, v^{\prime}, w^{\prime}$, see Figure 3.5b. This proves that $T_{i}$ depends indirectly on the nodes in $\mathcal{H}_{u, v}(G)$.

Besides, the hinges of a tree-decomposition step $T_{j}$ in $G_{1}$ but not in $G_{u, v}$ are included in $G_{1}$ but not in $G_{u, v}$. Then, there exists a tree-decomposable Laman subgraph, $G_{u, v}$, including $u, v$ but not the hinges of $T_{j}$. The tree-decomposition step is then independent from $T_{i}$.

Subgraphs $\mathcal{H}_{u, v}(G)$ spanned by a pair of vertices $u, v \in G$ are subgraphs of $\mathcal{H}(G)=$ $\left(\mathcal{V}, E_{D}, E_{S}\right)$, and therefore can be spanned by the set of its representative nodes $R \subset \mathcal{V}$. It is easy to see that either $|R|=1$ or $|R|=2$. By definition, $\mathcal{H}_{u, v}(G)$ is the minimum complete subgraph of $\mathcal{H}(G)$ such that there exist nodes $V_{1}, V_{2} \in \mathcal{V}$ with $u \in V_{1}, v \in V_{2}$. Then, the minimum subgraph spanned by $V_{1}, V_{2}$ is $\mathcal{H}_{u, v}(G)$.

We prove now that the representative nodes of the three h-graphs spanned by two of the three hinges of a tree-decomposition step $T_{i}$ are the nodes in which $T_{i}$ depends strongly.

## Theorem 3.5.6

Let $G=(V, E)$ be a tree-decomposable Laman graph and $\mathcal{H}(G)$ the associated h-graph. Let $T$ be a tree-decomposition of $G$, and $T_{i}$ a tree-decomposition step in $T$ with hinges $u, v, w$. Let $\mathcal{H}_{u, v}(G)$ be the graph spanned by the two vertices $u$, $v$. Then $T_{i}$ strongly depends on the representative vertices of $\mathcal{H}_{u, v}(G)$.

## Proof

Graph $\mathcal{H}_{u, v}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$ is the minimum graph such that there exist nodes $V_{1}, V_{2} \in \mathcal{V}$
with $u \in V_{1}, v \in V_{2}$. Consider $R$ the set of representative nodes of $\mathcal{H}_{u, v}(G)$, then $|R|=1$ or $|R|=2$. Consider an element $R_{0} \in R$, we prove that $T$ strongly depends on $R_{0}$.

We show first that either $R_{0}$ contains $u$ or $v$, or it exists a step $T_{0}$ wich contains $u$ or $v$ and $R_{0}$ depends indirectly on it. We show, by contradiction and for the two possible cases $|R|=1$ and $|R|=2$, that in the case that $R_{0}$ does not contain $u$ nor $v$, a step $T_{0}$ like the one described exists.

If $|R|=1, R_{0}$ does not contain $u$ nor $v$, and no step $T_{0}$ in which $R_{0}$ depends indirectly contains $u$ nor $v$, then it is impossible that $R_{0}$ spans the subgraph $\mathcal{H}_{u, v}(G)$, because it does not contain $u$ nor $v$. This is a contradiction, and then this case is proven.

Consider $|R|=2$, with $R=\left\{R_{0}, R_{1}\right\}$, $R_{0}$ does not contain $u$ nor $v$, and no step $T_{0}$ in which $R_{0}$ depends indirectly contains $u$ nor $v$. Consider the minimum path $P=\left\{P_{i}\right\}_{i=0}^{n}$ in $\mathcal{H}_{u, v}(G)$ between $R_{0}$ and $R_{1}$, such that $P_{0}=R_{0}$ and $P_{n}=R_{1}$. Then, the graph spanned by nodes $P_{1}, P_{n}$ will include all the elements in $\mathcal{H}_{u, v}(G)$ but the ones included in the graph spanned by $P_{0}, \mathcal{H}_{P_{0}}(G)$. In particular it will include elements $u$, $v$, because they are not included in $\mathcal{H}_{P_{0}}(G)$.

The graph spanned by nodes $P_{1}, P_{n}$ is a subgraph including $u, v$ and either is the same or is smaller than $\mathcal{H}_{u, v}(G)$. In the case that it is the same, $P_{0}$ can not be a representative node of the graph, which is a contradiction, because the distance from $P_{1}$ to $P_{n}$ is less than the distance from $P_{0}$. In the case that it is smaller, since $\mathcal{H}_{u, v}(G)$ is the minimum graph by defintion, we find a new contradiction, and then this case is also proven.

We show now by contradiction that there is no tree-decomposition step $T_{j}$ such that $T_{i}$ depends indirectly on $T_{j}$ and $T_{j}$ depends indirectly on $R_{0}$, for the two possible cases $|R|=1$ and $|R|=2$. Consider then that there exists a tree-decomposition step $T_{j}$ such that $T_{i}$ depends indirectly on $T_{j}$ and $T_{j}$ depends indirectly on $R_{0}$.

If $|R|=1, R_{0} \in R$ spans $\mathcal{H}_{u, v}(G)$. Since $T_{j}$ depends indirectly on $R_{0}, T_{j}$ can not be included in the graph spanned by $R_{0}, \mathcal{H}_{u, v}(G)$. Then, by Theorem 3.5.5, $T_{j}$ is independent on $T_{i}$, which is a contradiction. This case is not possible then.

If $|R|=2$, and $T_{j}$ depends indirectly on $R_{0}, T_{j}$ must be in the minimum path between $R_{0}$ and $R_{1}$. Otherwise, the nodes in this minimum path together with the nodes in which they depend indirectly will span a graph, including $R_{0}$ and $R_{1}$, in which $T_{j}$ is not included, which is a contradiction. Then the representative node of $\mathcal{H}_{u, v}(G)$ must be $T_{j}$ instead of $R_{0}$, as every graph containing $T_{j}$ will also contain $R_{0}$. This case is also a contradiction, which proves that no such a tree-decomposition step $T_{j}$ may exist.

We have shown that a tree-decomposition step merging three clusters by means of hinges $u, v, w$ strongly depends on the representative nodes of the minimum graphs spanned by the three possible pairs of its hinges. We present in Algorithm 2 a method to compute
the strong dependences of a tree-decomposition step with respect to one cluster using Theorem 3.5.6. Given two hinges, the algorithm first finds the minimum path between two nodes in the h-graph each one including one of the two hinges. The found path must be included in the minimum subgraph $M$ spanned by the two hinges, and must include the representative nodes of $M$. In order to find them, the algorithm checks if the graph spanned by the different elements in the path is $M$, and takes the two closer ones for which this holds.

```
Algorithm 2 Compute strong dependences
    Input: HG, the h-graph of the cluster whose dependences we search for
            u , v , the hinges included in HG
    Output: \(\mathrm{R}_{1}, \mathrm{R}_{2}\) the strong dependences of the step
    function Compute_Strong_Dependences()
    \(\mathrm{U}:=\) Set of nodes in HG including u
    \(\mathrm{V}:=\) Set of nodes in HG including v
    \(\mathrm{P}:=\) Minimum path between any two nodes, one in U , one in V
    while P.length \(\geq 1\) and (GraphSpannedBy ( \(\mathrm{P}[1], \mathrm{P}[\mathrm{P}\). length \(])==\operatorname{GraphSpannedBy}(\)
    \(\mathrm{P}[0]\), \(\mathrm{P}[\) P.length \(])\) ) do
        P.delete[0]
    end while
    while P.length \(\geq 1\) and ( GraphSpannedBy( \(\mathrm{P}[0], \mathrm{P}[\) P.length - 1] ) \(==\)
    GraphSpannedBy ( P [0], P[P.length] )) do
        P.delete[P.length]
    end while
    return \(\mathrm{P}[0]\), \(\mathrm{P}[\mathrm{P}\). length \(]\)
    endfunction
```

Consider the graph spanned only by one node, say $v$. This graph only includes the nodes which are essential for the construction of node $v$, which in practice corresponds to the constructions steps necessary to construct $v$. That is, the graph spanned by one node $v$ only includes the nodes in which $v$ depends indirectly, either strongly or not. This is a very interesting property which will be useful to find the nodes in which a given node depend. To compute this graph, we have developed a recursive algorithm which determines the set of clusters in which $v$ depends indirectly. Then, for every node in a cluster, we apply the same algorithm until the node under study has no indirect dependences.

### 3.6 Conclusions

In this chapter we have introduced h-graphs, a new representation for tree-decomposable Laman graphs which summarizes in the same graph the information about the graph and its tree-decomposition. This later feature, and the way they explicit the relations of dependence between the decomposition steps of the graph, make h-graphs very efficient in order to search for certain sub-structures in tree-decomposable Laman graphs.

We have shown different ways to construct the h-graph associated to a tree-decomposable Laman graph. Basically, it can be constructed at the same time than the graph, when the graph is constructed from the triangle graph $K_{3}$ by means of a constructive sequence, or from the construction plan or tree-decomposition of the graph, once the graph has been already tree-decomposed. The main drawback of h-graphs is that, for a given graph $G$ of any order, to build the h-graph is equivalent to decomposing $G$. Also, an analysis could be done to determine if some primitives of h-graphs could be speeded-up.

## CHAPTER 4

## Parameter ranges

Every word or concept, clear as it may seem to be, has only a limited range of applicability.

Werner Heisenberg

The computation of parameter ranges in which the geometric constraint problems with one degree of freedom or variant parameter have an actual realization is a challenging and longtime addressed problem. In dynamic geometry, the computation of the domain, which is the set of parameter ranges for each one of the possible index assignments where the constraint problem solution is actually realizable, is an essential step in the process leading to the solution of the reachability problem.

Until the publication in 2008 of the van der Meiden works, [103, 105], the search for parameter ranges in which the geometric constraint problem have an actual realization was made by regular sampling. But in his PhD dissertation [103], van der Meiden presents a simple method which computes efficiently the parameter ranges of a given geometric constraint problem. Despite the rigorous description of the approach, no correctness proof is presented in [103] and no implementation evidence is given.

In this chapter we will study the van der Meiden method, presenting an accurate correctness proof, the key points of our implementation and a case study which will illustrate
the whole process. The result of this work can also be found in Hidalgo et al. [37, 42].

### 4.1 Preliminaries

The van der Meiden method is an algorithm which efficiently computes the parameter ranges of a given geometric constraint problem. It is based on the decomposition of the problem in different tree-decomposition steps and in identifying the dependence of these tree-decomposition steps with respect to the variant parameter.

In this section we present some concepts necessary for the complet understanding of the van der Meiden method, as well as a formal definition of the domain of a geometric constraint problem with one degree of freedom.

### 4.1.1 The domain of a geometric constraint problem with a variant parameter

In geometric constraint problems with one variant parameter, the construction feasibility of the problem depends on the value of the variant parameter. As defined in Section 2.3.1, Chapter 2, critical values of the variant parameter are those values in which the feasibility of the problem changes.

The domain of the geometric constraint problem with one variant parameter is defined as the set of values for which a construction plan for the problem is feasible. In general, the domain of a geometric problem is made of a set of disjoint intervals, each bounded by critical variant parameter values. We formalize now these concepts following to Freixas et al [25].

## Definition 4.1.1

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Given an index assignment $\sigma_{j}$, we define a domain interval of the variant parameter $\lambda$ as the $i$-th connected set $D_{j}^{i} \subseteq \mathbb{R}$, such that for all $\lambda \in D_{j}^{i}$ the construction plan $T\left(\sigma_{j}, \lambda\right)$ is feasible.

Notice that a domain interval $D_{j}^{i}$ bounded by the critical values $\lambda_{l}$ and $\lambda_{u}$ is closed in $\lambda_{l}$ or in $\lambda_{u}$ if $T\left(\sigma_{j}, \lambda_{l}\right)$ or $T\left(\sigma_{j}, \lambda_{u}\right)$ are instances of the construction plan $T(\sigma, \lambda)$, respectively. Otherwise, it is open at that points.

## Definition 4.1.2

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter


Figure 4.1: Dependency of a construction step. a) Directly dependent. b) Indirectly dependent. c) Independent.
$\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. We define the domain of $\lambda$ as the union of domain intervals for all possible index assignments in the construction plan, $D(\lambda)=\cup_{i, j} D_{j}^{i}(\lambda)$.
This definition of domain fits perfectly within the abstract notion given in Section 2.3.1, Chapter 2.

### 4.1.2 Dependence on the variant parameter

From now on, we consider that the geometric constraint problem $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ is represented by the graph $G=(V, E)$, where $V=\Pi_{G}$ are the geometric elements in $\Pi$ and $E=\Pi_{C}$ are the constraints defined among them. We assume that the variant parameter is an edge $\lambda=(u, v) \in E$ and a generation sequence for $G$ has been computed.

Dependency of a tree-decomposition step on the variant parameter is a central concept in this work. Each tree-decomposition step in a tree-decomposition will depend on the variant parameter in one of the following three different ways illustrated in Figure 4.1.

We define these concepts in the following definitions. The first definition states the concept of direct dependence of a tree-decomposition step with respect to the variant parameter.

## Definition 4.1.3

Let $G=(V, E)$ be a tree-decomposable Laman graph representing a geometric constraint problem with variant parameter $\lambda=(u, v) \in E$. Consider a tree-decomposition step $T_{i}$ of a tree-decomposition $T$ with hinge triple $\{u, v, w\}$. Then, we say that $T_{i}$ depends directly on the variant parameter $\lambda$.

Direct dependency is the simplest one of the two types of dependency. It is illustrated in Figure 4.1a. Notice that every tree-decomposition step including hinges $u, v$ depends directly on the variant parameter $\lambda=(u, v)$.

Computing critical values of the variant parameter in directly dependent tree-decomposition steps is straightforward since a feasibility rule can be defined for each treedecomposition step, depending on the constraints defined between the different elements. One can construct a dictionary, see Table 2.1, with the different critical values of the variant parameter for each tree-decomposition step, as seen in Section 2.3.1. The dictionary will be used subsequently in Section 4.2 in the van der Meiden method.

## Definition 4.1.4

Let $G=(V, E)$ be a tree-decomposable Laman graph representing a geometric constraint problem with variant parameter $\lambda=(u, v) \in E$. Consider the tree-decomposition step $T_{i}$ of a tree-decomposition $T$ with hinge triple $\left\{u^{\prime}, v^{\prime}, w^{\prime}\right\}$. Let $G_{1}$ be a cluster of the treedecomposition step $T_{i}$. We say that the tree-decomposition step $T_{i}$ depends indirectly on the variant parameter $\lambda$ if $u, v \in G_{1}$ and there exists no subgraph $L \in \mathcal{T} \cup \mathcal{E}$ in $G_{1}$ such that $V(L)$ contains $u^{\prime}, v^{\prime}$ but not $u, v$.

Figure 4.1 b illustrates this case. Indirectly dependent tree-decomposition steps represent the most important obstacle for a straightforward computation of the parameter ranges of a problem. In Section 4.2 we will explain how to solve this problem.

Finallywe define the problems which are independent on the variant parameter.

## Definition 4.1.5

Let $G=(V, E)$ be a tree-decomposable Laman graph representing a geometric constraint problem with variant parameter $\lambda=(u, v) \in E$. Consider a tree-decomposition step $T_{i}$. We say that $T_{i}$ is independent from the variant parameter $\lambda$ if $T_{i}$ does not depend neither directly nor indirectly on the variant paramter.

This situation is shown in Figure 4.1c. Notice that in independent tree-decomposition steps the construction can be actually carried out without taking into account the value of the variant parameter. Effectively, the placement of elements $u^{\prime}, v^{\prime}$ is fixed whenever the subgraph $L$ is fixed. Then, the other two clusters not including $L$, clusters $G_{2}$ and $G_{3}$ in Figure 4.1a, can be merged with $L$ regardless of the variant parameter's value.

### 4.1.3 Dependence and h-graphs

Dependence of the different tree-decomposition steps of a graph representing a geometric constraint problem with respect to the variant parameter of the problem can be determined efficiently using h-graphs, introduced in Chapter 3.

Consider the tree-decomposable Laman graph $G=(V, E)$ representing the geometric constraint problem $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ with variant parameter $\lambda=(u, v) \in E$. Consider now the h-graph $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$ associated to $G$, as defined in Section 3.2. $\mathcal{V}$ is the set of hinge triples of $G$, representing the set of generation steps in any tree-decomposition $T$ for $G . E_{D}, E_{S}$ represent the different hierarchical dependences stablished among the generations steps.

Although dependences between two tree-decomposition steps, as defined in Section 3.1, Chapter 3, and dependences of a tree-decomposition step on the variant parameter represent different concepts and are used for different purposes, there is a clear analogy between them. In fact, we can determine the dependence of a tree-decomposition step on the variant parameter from the dependence between two tree-decomposition steps. We show that for each kind of dependence.

For direct dependences, assume that the variant parameter of the problem is the edge $\lambda \in E$. Consider two tree-decomposition steps of $G$ which depend directly on each other. By Definition 3.1.1, both tree-decomposition steps share two hinges $a, b$, and the edge $(a, b) \in E$. If the edge $(a, b)$ is the variant parameter $\lambda$, then both tree-decomposition steps depend directly on the variant parameter $\lambda$.

For indirect dependences, let $V_{1} \in \mathcal{V}$ be a tree-decomposition step, represented by the hinge triple $(u, v, w)$, which depends directly on the variant parameter $\lambda=(u, v)$. Let $V_{2} \in \mathcal{V}$ be a tree-decomposition step which depends indirectly on $V_{1}$. By Definition 3.1.2, one of the clusters of $V_{2}$, say $G_{1}$, includes the three hinges of $V_{1}$, in particular $u$ and $v$, and the edge defined by them. Besides, no Laman subgraph $L$ exists like the one in Definition 4.1.5. Then, the variant parameter $\lambda=(u, v)$ is included in $G_{1}$, and thus, $V_{2}$ depends indirectly on the variant parameter $\lambda$.

For independent problems, let $V_{1} \in \mathcal{V}$ be now a tree-decomposition step, represented by the hinge triple $\{u, v, w\}$, which depends directly on the variant parameter $\lambda=(u, v)$. Let $V_{2} \in \mathcal{V}$ be a tree-decomposition step represented by the hinge triple $\left\{u^{\prime}, v^{\prime}, w^{\prime}\right\}$ which does not depend on $V_{1}$. By Definition 3.1.4, one of the clusters of $V_{2}$, say $G_{1}$, includes the three hinges of $V_{1}$, the edges defined among them, and a Laman subgraph $L$ including two hinges, say $u^{\prime}, v^{\prime}$, but not $u, v$. Then, $G_{1}$ includes the variant parameter $\lambda=(u, v)$ and a Laman subgraph $L$ like the one in Definition 4.1.5, and thus, $V_{2}$ depends indirectly on the variant parameter $\lambda$.

Since h-graphs are precisely graphs which represent the different kinds of dependences arising between the tree-decomposition steps of a tree-decomposable Laman graph, they can be used to determine the kind of dependence of the tree-decomposition steps with respect to the variant parameter. The dependence of any tree-decomposition step with respect to the variant parameter is computed following a three steps algorithm.


Figure 4.2: Dependence on the variant parameter. a) Graph $G$ representing the geometric constraint problem $\Pi_{\lambda}$. b) H-graph $\mathcal{H}(G)$ associated to $G$.

First, if the variant parameter is defined upon vertices $u, v$, we can use the h-graph to find the set of nodes including $u, v$ as hinges. These nodes are those depending directly on the variant parameter. We call the set of such nodes $\mathcal{D}$.

Then, for every node $V$ in $\mathcal{D}$, we use the h-graph to find all the nodes $V_{R}$ depending indirectly on $V$. Every node $V_{R}$ joined with $V$ by means of a concatenation of s-edges depends indirectly on $V$. Nodes $V_{R}$ will depend indirectly on the variant parameter.

Finally, all nodes not included in $\mathcal{D}$ nor depending indirectly on any node in $\mathcal{D}$ are independent on the variant parameter.

Algorithm 3 shows the algorithm used to compute the dependences of the tree-decomposition steps of a tree-decomposition of a graph $G$ by means of the h-graph $\mathcal{H}(G)$. HG represents a h-graph and stores the sets HV, ED and ES standing for the nodes set, the set of direct dependences and the set of strong dependences respectively. The algorithm returns two sets, D and S , including the nodes depending directly and indirectly on the variant parameter, respectively. The nodes in HV not included in D or I are independents on the variant parameter.

To illustrate how the algorithm works, consider the graph $G$ depicted in Figure 4.2a representing a geometric constraint problem with variant parameter $\lambda=(a, b)$, and the associated h-graph $\mathcal{H}(G)$ in Figure 4.2 b . Nodes in $\mathcal{H}(G)$ including hinges $a, b$ depend directly on $\lambda$. These nodes are $(a, b, c),(a, b, d)$. Nodes depending indirectly on nodes $(a, b, c),(a, b, d)$ depend indirectly on $\lambda$. There is just one such node, $(c, d, e)$. Finally, nodes independent from nodes $(a, b, c),(a, b, d)$ are also independent on $\lambda$. Node $(c, e, f)$ is then independent on the variant parameter $\lambda$.

```
Algorithm 3 Compute the type of dependency
    Input: \(\mathrm{HG}=(\mathrm{HV}, \mathrm{ES}, \mathrm{ED})\), the h-graph associated to G
            \(\mathrm{u}, \mathrm{v}\), the vertices upon which stands the variant parameter
    Output: (DD, ID ) sets including the directly and indirectly dependent nodes
    function Compute_Dependence
    \(\mathrm{DD}=\) Elements in HV incuding \(\mathrm{u}, \mathrm{v}\)
    ID = Ø
    \(\mathrm{S}=\mathrm{DD}\)
    while Size of \(S>0\) do
        \(\mathrm{E}=\) Edges in ES beginning at \(\mathrm{S}[0]\)
        for each \(E[j]\) in \(E\) do
            \(S=S \cup\{\) Opposite to \(S[0]\) in \(E[j]\}\)
            \(\mathrm{ID}=\mathrm{ID} \cup\{\) Opposite to \(\mathrm{S}[0]\) in \(\mathrm{E}[\mathrm{j}]\}\)
        end for
        Remove \(\mathrm{S}[0]\) in S
    end while
    return ( DD, ID)
```


### 4.2 The van der Meiden method

The van der Meiden method to compute the domain of the variant parameter is based on the identification of a set of points which could be the endpoints of the parameter domain intervals. These points will be referred to as candidate points.

The maximum possible domain of a problem, understood as the domain of a problem if no constraint restricts it, depends on the type of the variant parameter. Specifically, for distance type variant parameters the maximum possible domain is the set $\mathbb{R}^{+}$, as we only consider positive distances. For angle type variant parameters the maximum possible domain is the set $[-\pi / 2, \pi / 2]$, as we consider angles defined inside this interval. The computed candidate points will however split this maximum domain in different regions or intervals, where feasibility remains constant. This observation will be proven in Section 4.4. In a subsequent phase, the actual endpoints of the domain intervals are selected from the set of candidate points, determining the final domain of the problem.

The method has therefore two steps, [105]. In the first one the candidate points are computed. In this step index assignments are irrelevant. In the second step, we need to fix a specific index assignment and select from the set of candidate points which ones will determine the endpoints of the domain intervals associated to this concrete index assignment. The process must be repeated for every possible index assignment.

In this section we explain in detail the van der Meiden method. Firstly we introduce the method to determine the candidate points and then we explain the selection of the actual endpoints of the domain intervals. Finally we discuss the main drawbacks of the method.

### 4.2.1 Computing the candidate points

Since only one variant parameter is considered, degenerate situations appear only in those tree-decomposition steps that depend on it, whether directly or indirectly. Depending on the kind of dependency, two different procedures to determine the candidate points are considered.

For tree-decomposition steps $(u, v, w)$ depending directly on the variant parameter $\lambda=(u, v)$, their critical values define the candidate points. In the case that the treedecomposition step is a basic step, all edges between hinges exist and the critical values can be computed applying the dictionary that collects for each degenerate case a specific solution method. This dictionary is shown in Table 2.1, Section 2.3.1. These critical values are the candidate points generated by the step $(u, v, w)$.

In the case that the tree-decomposition step is not a basic step, then at least one of the two edges $(u, w),(v, w)$ is missing. For each missing edge there is a tree-decomposable Laman subgraph including either $u, w$ or $v, w$. Specifically, the distance or angle between the included pair of hinges will be measurable. Then, a basic equivalent tree-decomposition step can be constructed by replacing the cluster by the rigid bar $(u, w)$ or $(v, w)$ and assigning to this new constraint the measured value. The critical values of this new problem can be computed applying the dictionary shown in Table 2.1, Section 2.3.1, as above. These critical values are the candidate points generated by the step $(u, v, w)$.

For indirectly dependent tree-decomposition steps, the computation of the critical values must be done indirectly. Consider a tree-decomposition step $\left(u^{\prime}, v^{\prime}, w^{\prime}\right)$ which depends indirectly on the variant parameter $\lambda=(u, v)$. Assume that $G_{1}$ is the cluster merged by $\left(u^{\prime}, v^{\prime}, w^{\prime}\right)$ including the variant parameter $\lambda=(u, v)$ and that the hinges included in $G_{1}$ are $u^{\prime}, v^{\prime}$. The method to compute the critical values transforms in the first place the indirect dependence into a direct one. Constraint $\lambda=(u, v)$ is removed and a new variant parameter $\mu=\left(u^{\prime}, v^{\prime}\right)$ is added. In that way, direct dependence of $\left(u^{\prime}, v^{\prime}, w^{\prime}\right)$ on the variant parameter is assured.

Then, critical values for this new modified problem are calculated as in the basic treedecomposition step case by using the dictionary of direct dependency as described above. Finally, the modified problem is solved and constructed for each of those critical values, and the candidate points are computed by measuring the value of the relation between geometric elements $u, v$ at each construction. Figure 4.3 shows the different steps of the


Figure 4.3: Candidate points computation process for indirectly dependent tree-decomposition steps. a) Tree-decomposition step that depends indirectly on $\lambda$. b) Transformed problem that depends directly on $\mu$. c) Construction where values for the variant parameter $\lambda$ are measured.
process.
Figure 4.4 shows the graphic of the relation between the values of the variant parameter $\lambda$ and the values of $\mu$. Notice that both variant parameters have different maxima and minima. Notice also that, as $\mu$ increases its value, $\lambda$ increases rapidly up to a local maximum and then decreases slowly again. Finally, notice that the value of $\lambda$ for the minimum and maximum values of $\mu$ is the same, zero.

Intuitively, the candidate points of an indirectly dependent tree-decomposition step are the values of $\lambda$ measured when the new variant parameter $\mu$ takes critical values, that is, the values of $\lambda$ for which the feasibility of the construction may change.

### 4.2.2 Computing the domain

Once all candidates have been computed, it is necessary to elucidate which of them are actually bounds of interval domains. At this point of the method a specific index assignment must be fixed, as computations to determine the domain include the actual construction of the problem.

The second step of the method consists on checking for the constructibility of the problem at each region resulting from the splitting of the maximum possible domain of the problem by the candidate points. We consider each interval defined by two subsequent critical values, pick in it a value for the variant parameter and check whether the construction plan is feasible or not.


Figure 4.4: Relation between the values of the variant parameter $\lambda$ and the values of $\mu$.

The approach relies on the fact that, under the assumption that the variant parameter continuously changes within the interval bounded by two subsequent critical values, see Section 4.4, construction plan feasibility does not change inside such intervals. Therefore, checking for feasibility in one point within each such interval is enough to establish feasibility over it.

Besides, feasibility on the candidate points must also be checked to elucidate the topology of the feasible intervals or the existence of isolated points of feasibility. A feasible interval is closed at a bound whenever the construction at this bound is feasible. On the contrary, an interval is open at a bound if the construction at this bound is not feasible. Many configurations can appear, such as isolated points of feasibility or isolated points of unfeasibility. In principle, intuition suggests to consider as a single interval two feasible intervals sharing a feasible bound. A discussion on this topic is developed at the end of Section 5.1.3.

All this feasibility computations must have been done after the selection of a specific index assignment $\sigma$. The resulting domain intervals are the domain intervals associated to $\sigma$. For the computation of the domain, it is necessary to settle one by one all the possible index assignments of the problem and carry out the computation of their feasible intervals. The union of all feasible intervals for all possible index assignments will lead to the complete domain of the problem.

### 4.2.3 Limitations of the method

Analyzing the method proposed in this section, we easily see that, in order to compute the domain of the problem $\Pi$, the solver must solve not only $\Pi$ but a number of new problems
derived from the indirectly dependent tree-decomposition steps defined in it. Indeed, for the method to succeed, all considered problems must be tree-decomposable.

Unfortunately, in the van der Meiden method there is no election in the change of driving parameter, and the definition of the different problems is given by the situation of the variant parameter with respect to the indirectly dependent tree-decomposition steps. The tree-decomposability can not be then assured. Moreover, chances are that as the problem size increases, so does the possibility of including transformed problems which are not tree-decomposable. In the case that one of the derived problems is not tree-decomposable, either a different solving approach is applied to solve the transformed problem or the method fails.

### 4.3 Our implementation

Let T be the decomposition tree that solves the constraint problem at hand. In our implementation, each node in T stores:

1. T.built: A boolean flag that takes value true whenever the coordinates of the geometric object have been actually computed with respect to a local framework,
2. T.coordinates: An array of coordinates that places every geometric object with respect to a local framework,
3. T.rule: An identifier for the solving rule. If the node is a leaf, the rule is a basic placement. Otherwise the rule identifies the merging of three clusters,
4. T.hinges.u, T.hinges.v, T.hinges.w: Pointers to the hinges in the set of geometric objects on which the merging was carried out, and
5. T.left and T.right point to the left and right tree child respectively.

Without loss of generality and for the sake of simplicity and convenience, we assume that the variant parameter is always defined upon hinges $u$ and $v$ in the leftmost cluster in each set of sibling nodes of a tree-decomposition step of T. Since we consider problems with just one variant parameter and the order in which siblings are depicted in the decomposition tree is meaningless, this assumption just implies that the tree has been conveniently rewritten.

We assume that the set of geometric elements, G, the set of constraints, C, the vector of parameters in $\mathrm{C}, \mathrm{P}$, the index in P of the variant parameter, i , and, the decomposition tree of the problem being solved, T are stored as static variables. Moreover, T.built value is true for the leaf nodes and false otherwise. Our implementation is based on the algorithms listed in Algorithm 4 through Algorithm 6.

```
Algorithm 4 Computing de Domain
    Input: \(\mathrm{HG}=(\mathrm{HV}, \mathrm{ES}, \mathrm{ED})\), the h-graph associated to G
            T, the tree-decomposition of G
            ( \(\mathrm{u}, \mathrm{v}\) ), the variant parameter of G
    Output: The domain of the problem represented by G
    function Compute_Domain()
    D := \(\emptyset\)
    ( DD, ID ) = Compute_Dependence( HG, u, v )
    K := Compute_Critical_Values( T, DD, ID )
    for each possible index assignment \(\sigma\) do
        for each subsequent interval [ \(\mathrm{c} 1, \mathrm{c} 2\) ] in K do
            \(\mathrm{p}=(\mathrm{c} 1+\mathrm{c} 2) / 2\)
            if \(\mathrm{T}(\mathrm{p}, \sigma)\) is feasible then
            Check for feasibility at interval bounds c1 and c2
            \(\mathrm{I}=\) Interval from c1 to c 2 , with the measured topology
            \(\mathrm{D}=\mathrm{D}+\mathrm{I}\)
            end if
        end for
    end for
    return D
    endfunction
```

```
Algorithm 5 Computing Critical Values
    Input: The subtree T whose root is the current tree-decomposition step
            DD, the set of nodes directly depending on the variant parameter
            ID, the set of nodes indirectly depending on the variant parameter
            \(\lambda=(\mathrm{u}, \mathrm{v})\), the variant parameter of G
    Output: The set of critical values K
    function Compute_Critical_Values()
    if not T.left.built then
        Compute_Critical_Values( T.left )
    end if
    if T.left in DD then
        \(\mathrm{K}:=\mathrm{K}+\) Critical_Values_From_Dictionary( T.rule, ( u, v ) )
    else if T.left in ID then
        \(\mu=\) Dummy_Parameter( T.hinges.u, T.hinges.v )
        \(\mathrm{P}_{\mu}=\left\{\mathrm{P}^{\prime}-\lambda\right\} \cup\{\mu\}\)
        \(\mathrm{T}_{\mu}=\) Solve_Problem( G, C, \(\mathrm{P}_{\mu}\) )
        \(\sigma:=\) Significative index associated with the dummy parameter \(\mu\)
        \(\mathrm{Q}:=\) Critical_Values_From_Dictionary \(\left(\mathrm{T}_{\mu}\right.\).rule, \(\mu\) )
        for each \(q\) in \(Q\) do
            for each possible index assignment \(\sigma_{i}\) in \(\sigma\) do
                \(\mathrm{R}=\) Build_Realization( \(\mathrm{T}_{\mu}, \mathrm{q}, \sigma_{i}\) )
                \(\mathrm{K}=\mathrm{K}+\) Measure_In_Realization \((\mathrm{R}, \lambda)\)
            end for
        end for
    end if
    T.built := true
    return K
```

```
Algorithm 6 Compute Dummy Parameters
    Input: \(u, v\), , hinges in cluster \(C_{1}\)
    Output: Type of needed dummy constraint
    function Dummy_Parameter
    if IsApoint ( \(u\) ) and isApoint ( v ) then
        return point-point-distance
    else if (IsApoint( \(u\) ) and isAline( \(v\) ) ) or (IsApoint( v ) and isAline( \(u\) ) ) then
        return point-line-distance
    else if IsAline( \(u\) ) and isAline ( v ) then
        return line-line-angle
    end if
```


### 4.4 Algorithm correctness

In this section we show the correctness of our algorithm. In [29], a general result concerning the computation of critical values of constraint problems over points and distances constraints with one degree of freedom is presented. Here we consider problems which include distance and angle constraints and the underlying graphs must be Laman and tree decomposable, that is, a super set of Henneberg-I graphs. The results presented in Sections 4.4.1 and 4.4.2 are collected in [41].

### 4.4.1 The transformation

We shall start the van der Meiden method correctness proof by showing that the transformation defined in Section 4.2 is always possible. That is, the constraint corresponding to the variant parameter in the problem can always be replaced with another constraint. We will see that, in an indirectly dependent tree-decomposition step, no constraint is defined between the two hinges upon which the new variant parameter will be defined. Then, when the van der Meiden method is applied, the new variant parameter can be defined because it did not exist before.

## Theorem 4.4.1

Let $G=(V, E)$ be a tree-decomposable Laman graph associated to the geometric constraint problem $\Pi$ with one variant parameter $\lambda \in E$. Let $(u, v, w)$ be a generation step of $G$ which depends indirectly on the variant parameter and $G_{1}$ the cluster in which $\lambda$ is included. If $u, v$ are the hinges included in $G_{1}$ then no constraint is defined between hinges $u$ and $v$.

## Proof

For a contradiction assume that there is a constraint defined between hinges $u$ and $v$, say $e=(u, v) \in E$. Then $e \neq \lambda$, otherwise the construction step would depend directly on $e$. Define the cluster $L \subset G_{1}$ including only edge $e$ and vertices $u, v$. Then, $L$ is an element in $\mathcal{E}$ and therefore $(u, v, w)$ does not depend on $\lambda$. We have found the contradiction.

Consider a generation step $\left(u^{\prime}, v^{\prime}, w^{\prime}\right)$ of the graph $G$ which depends indirectly on the variant parameter $\lambda$. Then, Figure 4.5 shows the only two possible locations for $\lambda$ inside the problem. Since no constraint is defined between the two hinges in the cluster in which $\lambda$ is included, $u^{\prime}$ and $v^{\prime}, \lambda$ in particular can not be defined upon these two hinges.

This result assures the feasibility of the variant parameter change in the case of an indirect dependency. Since there exists no constraint defined upon the desired hinges, the removal of the original variant parameter and the addition of the new one is always possible.

a

b

Figure 4.5: In well-constrained problems which indirectly depend on the variant parameter $\lambda$, the only two possible locations for $\lambda$ are shown in this Figure. a) The variant parameter is defined upon two elements different to the hinges $u^{\prime}, v^{\prime}$. b) The variant parameter is defined upon one of the hinges, say $u^{\prime}$, and another arbitrary element different to the other hinge $v^{\prime}$.

### 4.4.2 The set of solution instances

As seen in Section 4.2, in case that a problem depends indirectly on the variant parameter, the van der Meiden method computes ranges for feasible values of variant parameters transforming the problem by removing the variant parameter in the given problem and adding a convenient, new variant parameter. Thus, we need to prove that the sets of solution instances for the given problem and for the transformed one are the same set.

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a well-constrained geometric constraint problem and T a construction plan that solves $\Pi$. We shall denote by $\mathrm{T}(P, I)$ the instance of T resulting from evaluating T for the specific values in $\Pi_{P}$ of the parameters in the constraints $\Pi_{C}$ and index signs fixed in $I$. We will denote by $\mathcal{T}$ the set of all possible instances $\mathrm{T}(P, I)$ for problem $\Pi$. We start the proof by stating a trivial lemma.

## Lemma 4.4.2

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a well-constrained geometric constraint problem. Let T be a construction plan that solves $\Pi$ and let $\mathrm{T}(P, I)$ be a realization of the solution instance. Then for any pair of geometric objects $g_{i}, g_{j} \in G$ any relationship between them can be measured in $\mathrm{T}(P, I)$.

Proof
Since the problem is well-constrained, any realization $\mathrm{T}(P, I)$ places all the geometric elements in $G$ with respect to a common reference.

Next we state and prove a lemma that relates solution instances for different geometric
constraint problems defined on the same set of geometric elements for which tree decompositions are known.

## Lemma 4.4.3

Let $\Pi_{1}=<\Pi_{G}, \Pi_{C}^{1}, \Pi_{P}^{1}>$ and $\Pi_{2}=<\Pi_{G}, \Pi_{C}^{2}, \Pi_{P}^{2}>$ be two well-constrained geometric constraint problems defined on the same set of geometric elements $G$. Let $\mathrm{T}_{1}$ and $\mathrm{T}_{2}$ be construction plans that respectively solve problems $\Pi_{1}$ and $\Pi_{2}$ and let $\mathrm{T}_{1}\left(P_{1}, I_{1}\right)$ be a solution instance for the problem $\Pi_{1}$. If parameters in $\Pi_{P}^{2}$ and indices in $I_{2}$ are assigned values measured in the actual solution $\mathrm{T}_{1}\left(P_{1}, I_{1}\right)$, then $\mathrm{T}_{2}\left(P_{2}, I_{2}\right)$ is a solution instance for $\Pi_{2}$.

## Proof

By Lemma 4.4.2, we can measure a value for any constraint parameter in $C_{2}$ and derive any sign in $I_{2}$ in the actual solution instance $\mathrm{T}_{1}\left(P_{1}, I_{1}\right)$. The construction plan $\mathrm{T}_{2}\left(P_{2}, I_{2}\right)$ represents all possible solution instances to problem $\Pi_{2}$ and in particular the solution instance corresponding to values of $P_{2}$ and $I_{2}$ measured from the actual construction $\mathrm{T}_{1}\left(P_{1}, I_{1}\right)$.

To illustrate this lemma, consider a set of geometric objects including four points $p_{1}, p_{2}, p_{3}$ and $p_{4}$ and two lines $l_{1}, l_{2}$. Now consider two different geometric constraint problems defined on them, say $\Pi_{1}$ and $\Pi_{2}$. Problem $\Pi_{1}$ the constraint graph of which is depicted in Figure 4.6a includes six point-point distance constraints, $d_{1}^{1}, d_{2}^{1}, d_{3}^{1}, d_{4}^{1}$ an angle constraint $a_{1}^{1}$ plus four point-on-line incidence. If constraints are given values $d_{1}^{1}=$ $5, d_{2}^{1}=5, d_{3}^{1}=8, d_{4}^{1}=4$ and $a_{1}^{1}=53.13$, Figure 4.7a shows an instance solution to problem $\Pi_{1}$.

Problem $\Pi_{2}$ whose graph depicted in Figure 4.6 b is defined by means of five pointpoint distances $d_{1}^{2}, d_{2}^{2}, d_{3}^{2}, d_{4}^{2}, d_{5}^{2}$ plus four point-on-line incidences. By Lemma 4.4.2 we can measure any relationship between the geometric elements placed with respect each other in the solution instance of $\Pi_{1}$ shown in Figure 4.7a. If constraints in problem $\Pi_{2}$ are assigned values measured in this way, we get $d_{1}^{2}=4, d_{2}^{2}=4, d_{3}^{2}=8, d_{4}^{2}=8.94, d_{5}^{2}=6.4$. In these conditions problem $\Pi_{2}$ is feasible. If additionally we measure in the $\Pi_{1}$ solution instance signs corresponding to the step constructions in $\Pi_{2}$ with more than one possible solution, we get the specific solution instance to $\Pi_{2}$ show in Figure 4.7b.

Finally, we prove that the set of solution instances of both the original problem and the modified one are the same.

## Theorem 4.4.4

Let $\Pi_{\lambda}=<\Pi_{G}, \Pi_{C}^{\lambda}, \Pi_{P}^{\lambda}>$ and $\Pi_{\mu}=<\Pi_{G}, \Pi_{C}^{\mu}, \Pi_{P}^{\mu}>$ be two well-constrained geometric constraint problems, defined on the same set of geometric elements $\Pi_{G}$ with variant parameters $\lambda$ and $\mu$ respectively, and such that $\Pi_{C}^{\lambda}-\{\lambda\}=\Pi_{C}^{\mu}-\{\mu\}$. Moreover, let $\mathrm{T}_{\lambda}$ and $\mathrm{T}_{\mu}$ be construction plans that respectively solve $\Pi_{\lambda}$ and $\Pi_{\mu}$. Then the sets of solution instances $\mathcal{T}_{\lambda}$ and $\mathcal{T}_{\mu}$ for problems $\Pi_{\lambda}$ and $\Pi_{\mu}$ generated by arbitrarily varying $\lambda$ and $\mu$ respectively


Figure 4.6: Two problems defined over the same set of geometric objects. a) Problem $\Pi_{1}$. b) Problem $\Pi_{2}$.

a

b

Figure 4.7: Solution instances. a) Instance for problem $\Pi_{1}$. b) Instance for problem $\Pi_{2}$.
are the same set.

## Proof

We will prove $\mathcal{T}_{\lambda}=\mathcal{T}_{\mu}$ by a double inclusion. First we take an arbitrary element on $\mathcal{T}_{\lambda}$ and show that it is also contained in $\mathcal{T}_{\mu}$. Consider the instance $T_{\lambda}\left(P_{\lambda}, I_{\lambda}\right) \in \mathcal{T}_{\lambda}$. It fulfills all common constraints in $\Pi_{\lambda}$ and $\Pi_{\mu}$, which are the fixed constraints in problem $\Pi_{\mu}$. By Lemma 4.4.2, we can measure the value of the constraint corresponding to $\mu$. Since $T_{\lambda}\left(P_{\lambda}, I_{\lambda}\right)$ actually exists, this value will be a real number and, by Lemma 4.4.3, the instance will be also instance of problem $\Pi_{\mu}$. Then $T_{\lambda}\left(P_{\lambda}, I_{\lambda}\right) \in \mathcal{T}_{\mu}$ and the inclusion is proved. The reverse inclusion is made analogously, proving that $\mathcal{T}_{\mu} \subseteq \mathcal{T}_{\lambda}$. That completes the proof.

This result states that two problems defined on the same set of geometric elements whose constraints only differ in the variant parameter have always the same set of possible instances. In other words, this assures that when a problem has one degree of freedom, the constraint considered as variant parameter does not matter. The set of solution instances generated by the variation of the value of the degree of freedom in the resulting construction is always the same.

### 4.4.3 Correctness

In this last section we finally prove that the algorithm proposed by van der Meiden in [103] is correct and it finds the parameter ranges of a geometric constraint problem. First we will see that values of the original variant parameter measured at critical values of the transformed problem are critical values of the given problem.

## Lemma 4.4.5

Let $\Pi_{\lambda}=<\Pi_{G}, \Pi_{C}^{\lambda}, \Pi_{P}^{\lambda}>$ be a geometric constraint problem and $P_{i}$ a tree-decomposition step that indirectly depends on $\lambda$. Let $\Pi_{\mu}=<\Pi_{G}, \Pi_{C}^{\mu}, \Pi_{P}^{\mu}>$ be the problem resulting after replacing $\lambda$ by $\mu$, in such a way that $P_{i}$ directly depends on $\mu$. Let $T_{\mu}$ be a solution tree to $\Pi_{\mu}$ for some index $I_{\mu}$, and let $\mu^{*}$ be a critical value of $T_{\mu}$. If $T_{\mu}\left(\mu^{*}\right)$ exists and $\lambda^{*}$ is the value of parameter $\lambda$ measured in it, then constructibility of $T_{\lambda}$ changes at $\lambda^{*}$. That is, $\lambda^{*}$ is a critical value for the problem $\Pi_{\lambda}$.

## Proof

Let $\mu^{*}$ be a critical value for $\Pi_{\mu}$ and $\lambda^{*}$ be the measure in $T_{\mu}$ for parameter $\lambda$. Assume that $C_{1}, C_{2}$ and $C_{3}$ are the three clusters involved in the indirectly dependent problem with $C_{1}$ being the cluster that undergoes the problem transformation.

Since the problem is well-constrained, and according to Theorem 4.4.4, continuously changing $\lambda$ in cluster $C_{1}$ of $T_{\lambda}$, will result in $\lambda$ reaching the value $\lambda^{*}$. Then, $\mu$ will take the value $\mu^{*}$ and constructibility of $T_{\lambda}$ will change accordingly to the constructibility of the
problem defined over $C_{1}, C_{2}$ and $C_{3}$. Therefore $\lambda^{*}$ is a critical value for $\Pi_{\lambda}$.
This result assures that every critical value in the modified problem is also a critical value in the original one, as long as the construction is feasible at that point. With all these preliminary results, we will show now that the proposed algorithm figures out all the critical values and only critical values of a geometric constraint problem.

## Theorem 4.4.6

Let $\Pi_{\lambda}=<\Pi_{G}, \Pi_{C}^{\lambda}, \Pi_{P}^{\lambda}>$ be a geometric constraint problem and $T_{\lambda}$ be a construction plan that solves $\Pi_{\lambda}$. Then, Algorithm 4 computes exactly the set of critical values of $\Pi_{\lambda}$.

## Proof

Correctness: We show that every point returned by the system is a bound in the domain of the problem. This is assured by the second part of the algorithm, which tests feasibility at the critical values bounding an interval domain and in a point within the interval. Each critical value $\lambda_{c}$ separates two intervals: the one ending in it, say $D_{1}$, and the one beginning in it, say $D_{2}$. If a $\lambda_{c}$ is not a bound of an interval of the domain of the problem, feasibility at $D_{1}$ and at $D_{2}$ will be the same, and the system will not pick it up as bound. Then the algorithm only picks up correct points.

Completeness: We show now that every bound of any interval domain of the problem is selected. Effectively, a bound of an interval domain the domain of the problem must be critical value of at least one of its tree-decomposition steps. Since the algorithm returns all critical values of each considered tree-decomposition step, and it visits once and only once each tree-decomposition step in $T_{\lambda}$ that is directly or indirectly dependent on $\lambda$, it returns necessarily all bounds of the problem's domain.

This theorem proves that the van der Meiden method given in [103] effectively is correct and computes the feasible ranges of problems with one variant parameter.

### 4.5 Case study

To further illustrate how our algorithm works, we develop the piston and connecting rod crankshaft problem as a case study. This is a good example to highlight the full methodology of our algorithm as it involves all kinds of dependence in its tree-decomposition steps.

The case study we develop is depicted in Figure 4.8. From left to right, the figure shows a piston and connecting rod crankshaft, an abstraction of the piston represented as a geometric constraint problem, and an actual construction plan that solves the problem. The set of geometric elements includes four points and a straight line $\Pi_{G}=\left\{p_{0}, p_{1}, p_{2}, p_{3}, l\right\}$. The set of constraints includes four point-point distances and three


Figure 4.8: Case study. a) Piston and connecting rod crankshaft. b) Geometric abstraction. c) Construction plan.
point-on-line incidences, $\Pi_{C}=\left\{d\left(p_{1}, p_{0}\right)=d_{0}, d\left(p_{1}, p_{2}\right)=d_{1}, d\left(p_{2}, p_{3}\right)=d_{2}, d\left(p_{0}, p_{3}\right)=\right.$ $d_{3}$,onPL( $\left.p_{0}, l\right)$,onPL $\left(p_{2}, l\right)$,on $\left.P L\left(p_{3}, l\right)\right\}$. The set of parameters includes the parameters related to the distances, $\Pi_{P}=\left\{d_{0}, d_{1}, d_{2}, d_{3}\right\}$. We consider as variant parameter $\lambda=d_{2}=d\left(p_{2}, p_{3}\right)$.

Figure 4.9a shows the graph $G$ of the geometric constraint problem $\Pi_{\lambda}=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$. Figure 4.9b is the tree decomposition $T_{\lambda}$ of the construction plan that solves the problem yielded by the solver. Figure 4.9c shows the associated h-graph $\mathcal{H}(G)$.

From $\mathcal{H}(G)$ we extract that $\Pi_{\lambda}$ has three tree-decomposition steps: $\left(l, p_{2}, p_{3}\right),\left(p_{0}, p_{1}, p_{2}\right)$ and $\left(p_{0}, p_{3}, l\right)$. Tree-decomposition step $\left(l, p_{2}, p_{3}\right)$ depends directly on $\lambda$ for $p_{2}, p_{3} \in\left(l, p_{2}, p_{3}\right)$, tree-decomposition step ( $p_{0}, p_{1}, p_{2}$ ) depends indirectly on $\lambda$ for it depends indirectly on $\left(l, p_{2}, p_{3}\right)$, and finally tree-decomposition step $\left(p_{0}, p_{3}, l\right)$ is independent on $\lambda$. Notice that in the tree-decomposition, the cluster with hinges ( $p_{0}, p_{3}, l$ ) is decomposed after $\lambda$ is fixed in a separated branch. This tree-decomposition step is not considered by the algorithm, and can always be constructed.

For the tree-decomposition step $\left(l, p_{2}, p_{3}\right)$ the dictionary provides the critical values. The construction places point $p_{2}$ on the line through points $p_{0}$ and $p_{3}$ at a distance $\lambda$ from $p_{0}$. Since we do not consider signed distances, the construction is clearly feasible for all $\lambda$ with $0 \leq \lambda<\infty$.

Finally, we consider tree-decomposition step ( $p_{0}, p_{1}, p_{2}$ ), which depends indirectly on the variant parameter $\lambda$. The hinges included in the cluster containing $\lambda$ are $p_{0}, p_{2}$. Thus
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Figure 4.9: Piston and connecting rod crankshaft. a) Problem graph $G$. b) Treedecomposition of the problem. c) Associated h-graph $\mathcal{H}(G)$.
the problem is transformed by replacing the constraint $\lambda=d\left(p_{2}, p_{3}\right)$ with $\mu=d\left(p_{2}, p_{0}\right)$.
The graph $G^{\prime}$ of the transformed problem $\Pi_{\mu}$, a construction plan that solves it and the associated h-graph $\mathcal{H}\left(G^{\prime}\right)$ are shown from left to right in Figure 4.10b and Figure 4.10c.

In the transformed problem, tree-decomposition step ( $p_{0}, p_{2}, l$ ) depends directly on $\mu$. According to the dictionary of critical points, $\Pi_{\mu}$ is feasible if

$$
\left|d_{1}-d_{0}\right| \leq \mu \leq\left|d_{1}\right|+\left|d_{0}\right| .
$$

Considering, for example, specific parameter values

$$
d_{0}=5 \quad d_{1}=8 \quad d_{3}=14,
$$

the transformed problem is feasible if $3 \leq \mu \leq 13$.
Figure 4.11 shows a construction plan and a construction of a solution to the modified problem. The index associated with $\mu$ is $I_{\mu}=\left\{s_{1}\right\}$, and, in general, there will be two different possible placements for point $p_{2}$, say $p_{2}$ and $p_{2}^{\prime}$, corresponding to the two possible intersections of circle $c_{0}$ with line $l$, see Figure 4.11b. Thus there are two different measures for the variant parameter $\lambda$ for each critical value of $\mu$.

Figure 4.12a shows the construction of the solution to the transformed problem at parameter value $\mu=3$. Figure 4.12b shows the construction of the solution to the modified problem for the value $\mu=13$. All possible signs assignments are depicted in both figures: $p_{2}^{+}$represents the positive index assignment and $p_{2}^{-}$the negative one. Values measured for $\lambda$ in $\mathrm{T}_{\mu}(13)$ are 1 and 27 . Measures for $\lambda$ taken in $\mathrm{T}_{\mu}(3)$ are 11 and 17. Therefore, the set of sorted critical values for the variant parameter $\lambda$ is $\{1,11,17,27\}$.


Figure 4.10: Piston and connecting rod crankshaft. Transformed problem. a) Problem graph. b) Decomposition tree of the problem. c) Associated h-graph $\mathcal{H}\left(G^{\prime}\right)$.

1. $p_{0}=\operatorname{origin}()$
2. $p_{3}=\operatorname{distD}\left(p_{0}, d_{3}\right)$
3. $l=\operatorname{line} 2 P\left(p_{0}, p_{3}\right)$
4. $c_{0}=\operatorname{circleCR}\left(p_{0}, \mu\right)$
5. $p_{2}=i L C\left(l, c_{0}, s_{1}\right)$
6. $c_{1}=\operatorname{circleCR}\left(p_{0}, d_{0}\right)$
7. $c_{2}=\operatorname{circleCR}\left(p_{2}, d_{1}\right)$
8. $p_{1}=i C C\left(c_{1}, c_{2}, s_{2}\right)$
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Figure 4.11: Piston and connecting rod crankshaft. Transformed problem. a) Construction plan. b) Geometric realization.
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Figure 4.12: Construction of the transformed problem. a) Construction at $\mu=3$. b) Construction at $\mu=13$.

The index of the construction plan shown in Figure 4.8 that solves the piston and connecting rod crankshaft problem includes two signs $I=\left\{s_{1}, s_{2}\right\}$, hence up to four different intended solution instances can be selected. Concretely, for the index assignment $\sigma=\left\{s_{1}=+1, s_{2}=+1\right\}$, we check feasibility of $T_{\lambda}$ at, say, $\lambda$ taking values in $\{0.5,5,14,22,28\}$. We find out that the construction plan is feasible at critical values 1 , 11, 17 and 27 and at the intermediate points 5 and 22, see Figure 4.13. Therefore the domain for the problem $\Pi_{\lambda}$ and the index assignment $\sigma$ is $[1,11] \cup[17,27]$.

Applying the same procedure to each of the four possible index assignments yields the feasibility domain depicted in Figure 4.14, where feasible intervals are filled in black. Notice that for signs assignments $s_{1}=+1, s_{2}=-1$ and $s_{1}=-1, s_{2}=-1$ the construction plan is unfeasible for any value of the variant parameter $d_{2}$.


Figure 4.13: Feasibility for the piston and connecting rod cranckshaft problem. • represent critical points. $\mid$ represent intermediate $\lambda$ values. $\checkmark$ means that the construction plan is feasible. $\times$ means that the construction plan is unfeasible.


Figure 4.14: Piston and connecting rod crankshaft. Feasible domain for the variant parameter $\lambda=d_{2}$.

### 4.6 Conclusions

In this chapter, we have presented a complete proof of the method introduced by van der Meiden et al. in [103]. This method is based on the fact that different problems which only differ in the placement of the variant parameter have the same set of solution instances, which has been also proved. H-graphs have been used to determine efficiently the kind of dependence of each tree-decomposition step of the graph with respect to the variant parameter.

The main drawback of this method comes from the necessity of analyzing and constructing a new geometric constraint problem for each involved indirectly dependent generation step. This is a disadvantage for two different reasons. Firstly, to analyze and construct a problem is a very expensive process which increases the execution time of the method dramatically. Secondly, the more problems to analyze the method has, the more probability there is to find a non-decomposable problem.

A simple procedure which may decrease the order of the modified problem and improve the efficiency of the method when analyzing and constructing the transformed problems could be considered. In the worst case, the modified graph would remain the same.

The aim of changing the variant parameter is to measure the original variant parameter range values in the modified graph constructed at the parameter values where its feasibility changes. Then, the only necessary elements to be constructed in the second step of the method are the ones upon which the new variant parameter is defined, and the ones upon which the original variant parameter was defined. The rest of geometric elements are irrelevant for the measurement of the original variant parameter.

Consider now the original problem $\Pi$, represented by the graph $G=(V, E)$, and let the associated h-graph be $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$. Assume that the original variant parameter is $\lambda=(u, v)$, which must be replaced with $\mu=\left(u^{\prime}, v^{\prime}\right)$. Using the h-graph $\mathcal{H}(G)$ and a
variation of the procedure in Section 3.5, Chapter 3, we can find the minimum complete subgraph of $\mathcal{H}(G)$ spanned by the geometric elements $u, v, u^{\prime}, v^{\prime}$. Call this subgraph $M$. Then, we can apply the van der Meiden method to $M$, change the variant parameter $\lambda$ for $\mu$ in $M$, solve $M$ and then measure in it the value of $\lambda$. Since clearly $|V(M)| \leq|V|$, to solve $M$ is less expensive in time than to solve $G$.

Analysis of the performance of this new approach would be necessary in order to determine the actual improvement with respect to the original method.

## CHAPTER 5

## The reachability problem

> "Begin at the beginning," the King said, very gravely, "and go on till you come to the end: then stop."

Lewis Carroll, Alice in Wonderland

Reachability is a fundamental problem in the context of many models and abstractions which describe various computational processes. Analysis of the computational traces and predictability questions for such models can be formalized as a set of different reachability problems. In general reachability can be formulated as follows: given a computational system with a set of allowed transformations, also called functions, decide whether a certain state of a system is reachable from a given initial state by the allowed transformations. We present in this chapter an approach which solves the reachability problem for geometric constraint problems with one degree of freedom. The results of this work have been published in Hidalgo and Joan-Arinyo, [39, 40].

### 5.1 Continuity and continuous transitions

In this section we properly define some basic concepts which will be used all along this chapter. The first one is the concept of continuity in geometric constructions, which is a key point in the definition of the reachability problem itself. We address also the concept of transition in the domain of a geometric problem, which is the essential concept of our approach. Transitions will allow continuity at the critical values, in contrast to other techniques that avoid them, and will be used as connections between different parts of the reachability problem domain.

### 5.1.1 Continuity

The key concepts in dynamic geometry are interaction and change. If the value assigned to the variant parameter, defined in Section 2.3, is interactively changed, the user expects the whole construction to follow. Moreover, whenever the variant parameter moves along continuous paths, the user expects that the geometric elements in the construction move along continuous paths as well. Since this is not always the case, we need to properly formalize this concept.

Continuity and behavior are two different concepts that appear to be tightly related in dynamic geometry. Since a naive application of the mathematical continuity notion leads to unexpected or unwanted dynamic behavior, we propose to clearly decouple them and give a specific definition for behaviour, Hidalgo and Joan-Arinyo [38].

Following Denner-Broser, [15], and Richter-Gerbert et al., [90], we first introduce the concept of variant parameter path.

## Definition 5.1.1

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. With the variant parameter $\lambda$ we associate a continuous path $\lambda(t):[0,1] \rightarrow \mathbb{R}^{+}$, called variant parameter path.
A variant parameter path is just a path followed by the variant parameter in $\mathbb{R}^{+}$.

Now we define the concept of dynamic evaluation under a movement given by a variant parameter path.

## Definition 5.1.2

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $n=|\sigma|$ be the number of sings in the index $\sigma$ and $\lambda(t)$ a variant parameter path. A dynamic evaluation of the construction
plan $T$ under the path $\lambda(t)$ is an assignment of functions

$$
\sigma_{i}(t):[0,1] \rightarrow\{s\}^{n}, \quad \text { with } \quad s \in\{-1,+1\}
$$

such that for all $t \in[0,1], T\left(\sigma_{i}, \lambda\right)(t)=T\left(\sigma_{i}(t), \lambda(t)\right)$ is a solution instance to the problem.

We build our approach on top of a ruler-and-compass solver, that is to say, we solve equations with degree at most two. Therefore, construction plans include additions, differences, products, divisions and square root operations. In this scenario, critical values or discontinuities can appear when trying to divide by zero or computing the square root of a value equal or lower than zero. However, since operations in a construction plan $T(\sigma, \lambda)$ are continuous, a dynamic evaluation of $T$ makes geometric elements to move along continuous paths, as long as the variant parameter path $\lambda(t)$ does not go through a critical value.

Dynamic evaluations are called continuous or continuous evaluations if they are continuous for all $t \in[0,1]$ in the usual way. That means that the position function of each geometric element is continuous for all $t \in[0,1]$.

### 5.1.2 Continuous transitions

As said in Section 2.3, critical values are values of the variant parameter for which the feasibility of the corresponding construction change. Critical values thus are endpoints of the domain intervals of the problem. Critical points are defined as the solution instances constructed at the critical values of the problem, that is, constructions of the problem at the endpoints of the domain intervals.

As mentioned in the previous section, we only work with ruler-and-compass problems, which can be defined by degree two equations. Quadratic equations represent conics on the plane. A conic is a function with two different solutions at every point of its domain except at the endpoints, where both solutions converge in a single one. Although the functions with which we work are combination of quadratic equations and in general more complicated as simple conics, many times they have two different solutions which converge at the endpoints of the domain intervals. That means that the critical points at critical values with different index assignments may converge into the same construction instances. We refer to such points as degenerate configurations.

Our approach to the geometric constraint solving relies on the fact that degenerate configurations represent the opportunity to perform an index assignment change in such a way that the dynamic evaluation of the construction plan is continuous. Far from avoiding this kind of configurations, our method uses them in its own benefit.

To formally define concepts about degenerate configurations and deal with critical val-


Figure 5.1: Domain intervals of the domain of a geometric constraint problem.
ues in the continuous evaluation of a construction plan we introduce the concept of transition.

## Definition 5.1.3

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $\lambda_{i}$ be a critical variant parameter value of $\Pi$. Let $\sigma_{j}$ and $\sigma_{k}$ be two index assignments such that $I_{j}^{i}=T\left(\sigma_{j}, \lambda_{i}\right)$ and $I_{k}^{i}=$ $T\left(\sigma_{k}, \lambda_{i}\right)$ are two solution instances of the construction plan $T$. Then we say that the pair of instances $\left(I_{j}^{i}, I_{k}^{i}\right)$ define a transition in the domain of $\Pi$.

Filled cells in Figure 5.1 are examples of domain intervals.
Since critical variant parameter values represent the bounds of the domain intervals of the problem, transitions are always defined between the endpoints of the domain intervals of the problem. Assuming that the domain intervals in Figure 5.1 are closed in the critical variant parameter $\lambda_{i}$, we can identify three transitions: $\left(I_{1}^{i}, I_{2}^{i}\right),\left(I_{1}^{i}, I_{3}^{i}\right)$ and $\left(I_{3}^{i}, I_{2}^{i}\right)$.

We will consider two different types of continuous transition. Notice that, for angle type variant parameters, we have considered that angles are defined inside the interval $[-\pi / 2, \pi / 2]$, and we have identified angles $-\pi / 2$ and $\pi / 2$ modulo $\pi$ by assigning a sign to the angle. Under such identification, we can consider a transition defined between instances $T\left(\sigma_{i},-\pi / 2\right)$ and $T\left(\sigma_{j}, \pi / 2\right)$. Such transitions shall be called improper transitions, in opposition to transitions between instances with the same critical value, which shall be called proper transitions.

Among the combinatorial number of possible transitions, our interest focuses on those which assure the continuity of the dynamic evaluations under paths traversing them.

## Definition 5.1.4

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$
and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $\lambda_{i}$ and $\lambda_{j}$ be two critical variant parameter values. The transition $\left(I_{k}^{i}, I_{l}^{j}\right)$ is called continuous if the solution instances $I_{k}^{i}, I_{l}^{j}$ are congruent modulo rigid translations and rotations.

We will also consider two different types of continuous transitions. A proper continuous transition will indicate that a proper transition is continuous. An improper continuous transition will indicate that an improper transition is continuous.

Whether proper or improper, continuous transitions are at the core of our approach to solve the reachability problem, for they allow to change the index assignment in a way such that the dynamic evaluation of the construction plan under variant parameter paths is continuous. Continuous transitions are given their name because of the following two properties.

## Lemma 5.1.1

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $\lambda(t)$, with $t \in[0,1]$, be a variant parameter path with just one critical value $\lambda_{c}$ in $[0,1]$. Let $\left(I_{k}^{c}, I_{l}^{c}\right)$ be a continuous transition at $\lambda_{c}$. Then, $T(\sigma, \lambda)(t)$ is continuous.

## Proof

Once $\sigma$ and $\lambda$ are fixed, the instance generated by the construction plan $T(\sigma, \lambda)$ is unique up to rigid translations and rotations.

This result is easily extended to a path with a finite number of critical values. The following theorem is then straightforward.

## Theorem 5.1.2

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $\lambda_{i}, 1 \leq i \leq n$ be the finite set of critical values in the path $\lambda(t)$. Then a dynamic evaluation of $T(\sigma, \lambda)(t)$ for the path $\lambda(t)$ is continuous if there is at least one continuous transition at every critical variant parameter value $\lambda_{i}$.

## Proof

Just apply Lemma 5.1.1 to each critical value in the path. Since the number of critical values is finite, this can be always done.

From now on we will just consider continuous transitions, and we shall refer to them as transitions. We shall refer to proper continuous transitions simply as proper transitions, and to improper continuous transitions simply as improper transitions.


Figure 5.2: Four-bars linkage problem scheme.

### 5.1.3 Case study: the four-bars linkage

To illustrate the continuous transition concept we develop a complete case study. We consider the well known four-bar linkage shown in Figure 5.2. We compute the domain and corresponding transitions depending on different values assigned to the bars lengths.

The four-bars linkage problem is composed by four points or joins and four bars with a given length. Consider the points are given names $p_{0}, p_{1}, p_{2}$ and $p_{3}$, the bars are given names $l_{0}, l_{1}, l_{2}$ and $l_{3}$ and its lengths are $d_{0}, d_{1}, d_{2}$ and $d_{3}$, respectively. Bars $l_{0}$ and $l_{1}$ are related by an angular constraint $\alpha$.

The domain of the problem depends on the relations existing among the values of the bars' lengths. We analyze the problem domain for each possible relation between bars, assuming that the lengths are fixed but arbitrary, and the variant parameter is the angle $\alpha$.

Because of the nature of the problem, for every solution instance $I$ with parameter value $\alpha_{0}$ there exists an index assignment $\sigma$ such that the solution instance $T\left(\sigma,-\alpha_{0}\right)$ is the symmetric configuration of $I$ with respect to the bar with length $l_{0}$. Thus, if $\alpha_{0}$ belongs to the domain of the problem, also $-\alpha_{0}$ belongs to it. Then, all the domain intervals are symmetric with respect to the value 0 and the inclusion or exclusion of this point will change the shape of the domain.

Since our system considers angles defined within the interval $[-\pi / 2, \pi / 2], 0$ and $\pi$ represent the same angle and the inclusion or exclusion of the latter one will also change the shape of the domain. Besides, the inclusion of points $\pi / 2$ and $-\pi / 2$ in the domain allows the presence of improper transitions between the domain intervals.

Therefore, there are three values for angle $\alpha$ which determine the shape of the domain of the problem: $0, \pi / 2$ and $\pi$. The condition to assure the inclusion of those values in the domain is that the distance between points $p_{1}, p_{2}$, once the angle has been fixed, allows the construction of point $p_{3}$, see Figure 5.3. Then, points $p_{1}, p_{2}, p_{3}$ must fulfill the triangular


Figure 5.3: Instances of the four-bars linkage. a) The four-bars linkage for a value of $\alpha=0$. b) The four-bars linkage for a value of $\alpha=\pi / 2$. c) The four-bars linkage for a value of $\alpha=\pi$.
inequality.

- $\alpha=0$ : In this case, point $p_{2}$ must be on bar $l_{0}$, see Figure 5.3a. The distance between points $p_{1}$ and $p_{2}$ is $\left|d_{0}-d_{1}\right|$. Thus, the condition for $\alpha=0$ to belong to the domain is

$$
\left|d_{3}-d_{2}\right| \leq\left|d_{0}-d_{1}\right| \leq d_{2}+d_{3}
$$

- $\alpha=\pi / 2$ : In this case, the distance between points $p_{1}$ and $p_{2}$ is $\sqrt{d_{0}^{2}+d_{1}^{2}}$, see Figure 5.3b. Then, the condition for $\alpha=\pi / 2$ to belong to the domain is

$$
\left|d_{3}-d_{2}\right| \leq \sqrt{d_{0}^{2}+d_{1}^{2}} \leq d_{2}+d_{3}
$$

- $\alpha=\pi$ : In this case, points $p_{0}, p_{1}, p_{2}$ are collinear, see Figure 5.3c. The distance between points $p_{1}$ and $p_{2}$ is $d_{0}+d_{1}$. Therefore the condition for $\alpha=\pi$ to belong to the domain is

$$
\left|d_{3}-d_{2}\right| \leq d_{0}+d_{1} \leq d_{2}+d_{3}
$$

The different combinations of exclusion and inclusion of these three angle values in the domain of the four-bars linkage problem give rise to $2^{3}=8$ combinations, leading to 8
different domain shapes. However, we will see that one of them can not take ever place. Consider that the domain includes 0 and $\pi$. Then, the relations

$$
\begin{gathered}
\left|d_{3}-d_{2}\right| \leq\left|d_{0}-d_{1}\right| \leq d_{2}+d_{3} \\
\left|d_{3}-d_{2}\right| \leq d_{0}+d_{1} \leq d_{2}+d_{3}
\end{gathered}
$$

should hold. But it is also a straightforward computation to see that

$$
\left|d_{0}-d_{1}\right| \leq \sqrt{d_{0}^{2}+d_{1}^{2}} \leq d_{0}+d_{1}
$$

which easily yields

$$
\left|d_{3}-d_{2}\right| \leq\left|d_{0}-d_{1}\right| \leq \sqrt{d_{0}^{2}+d_{1}^{2}} \leq d_{0}+d_{1} \leq d_{2}+d_{3}
$$

Then, the condition for angle $\alpha=\pi / 2$ to belong to the domain is fulfilled. That is, whenever angles 0 and $\pi$ are included in the domain, also angle $\pi / 2$ is included. The case in which angles 0 and $\pi$ are included in the domain but angle $\pi / 2$ is not is destined to a contradiction. The number of possible domain shapes is then 7 .

We analyze now the domain shape of each one of the seven different cases resulting from the inclusion or exclusion of the angle values $0, \pi$ and $\pi / 2$. Solution instances for endpoints of the domain intervals as well as their respective domain shapes are shown in Figures 5.4 through 5.10. Continuous transitions among the domain intervals are represented by arrows.

Case 1: $0 \in \mathrm{D}(\alpha), \pi / 2 \notin \mathrm{D}(\alpha), \pi \notin \mathrm{D}(\alpha)$. Figure 5.4 shows the problems domain and the solution instance for which the variant parameter $\alpha$ is the upper bound of the domain, $\alpha_{0}$. A proper transition at this value allows the change of index assignment to place point $p_{3}$. The symmetrical construction with respect to $l_{0}$ represents the solution instance for which the variant parameter is $-\alpha_{0}$.

Case 2: $0 \in \mathrm{D}(\alpha), \pi / 2 \in \mathrm{D}(\alpha), \pi \notin \mathrm{D}(\alpha)$. Figure 5.5 shows the problem domain and the solution instance for which the variant parameter $\alpha$ is the upper bound of the domain, $\alpha_{0}$ where $\pi>\alpha_{0}>\pi / 2$. However, our system deals with angle ranges from $-\pi / 2$ to $\pi / 2$. We consider then every angle modulo $\pi$. The value of the variant parameter for this instance is then $\alpha_{0}-\pi \in[-\pi / 2, \pi / 2]$. There are proper transitions at this point and at the symmetric one, and improper transitions between some of the domain intervals.

Case 3: $0 \in \mathrm{D}(\alpha), \pi / 2 \in \mathrm{D}(\alpha), \pi \in \mathrm{D}(\alpha)$. Figure 5.6 shows the solution instance for $\alpha=\pi$ and the problem domain. Improper transitions exist between some of the domain intervals. Notice that there are two different connected components in the domain. This is due to the fact that there is no way to change the index assigned to the placement of point $p_{3}$ in such a way that the resulting dynamic evaluation is continuous.


Figure 5.4: Case 1. a) Solution instance at value $\alpha=\alpha_{0}$. b) Domain of the problem.


Figure 5.5: Case 2. a) Solution instance at value $\alpha=\alpha_{0}$. b) Domain of the problem.

a

b

Figure 5.6: Case 3. a) Solution instance at value $\alpha=\alpha_{0}$. b) Domain of the problem.


Figure 5.7: Case 4. a) Solution instance at value $\alpha=\alpha_{0}$. b) Domain of the problem.

Case 4: $0 \notin \mathrm{D}(\alpha), \pi / 2 \in \mathrm{D}(\alpha), \pi \notin \mathrm{D}(\alpha)$. Figure 5.7 shows the solution instance for which the variant parameter $\alpha$ is the upper bound of the domain, $\alpha_{1}$, and the problem domain. In dashed lines is depicted the instance for which the variant parameter is the lower bound, $\alpha_{0}$. The domain is defined between both angles, with the particularity that value $\alpha_{1}$ is considered modulo $\pi$. There are proper transitions at these points and at the symmetric ones, and improper transitions between some of the intervals.

Case 5: $0 \notin \mathrm{D}(\alpha), \pi / 2 \notin \mathrm{D}(\alpha), \pi \notin \mathrm{D}(\alpha)$. Figure 5.8 shows the solution instance for which the variant parameter $\alpha$ is the upper bound of the domain, $\alpha_{1}$, and the domain of the problem. In dashed lines is depicted the instance for which the variant parameter is the lower bound, $\alpha_{0}$. There are proper transitions at these points and at the symmetric ones. In this case the domain is made of two separated connected components. In case $\alpha_{0}, \alpha_{1}>\pi / 2$ the domain's shape will remain the same, as we will consider both angles modulo $\pi$.

Case 6: $0 \notin \mathrm{D}(\alpha), \pi / 2 \in \mathrm{D}(\alpha), \pi \in \mathrm{D}(\alpha)$. Figure 5.9 shows the solution instance for which the variant parameter $\alpha$ is the upper bound of the domain, $\alpha_{1}$ and the problem domain.


Figure 5.8: Case 5. a) Solution instance at value $\alpha=\alpha_{0}$. b) Domain of the problem.


Figure 5.9: Case 6. a) Solution instance at value $\alpha=\alpha_{0}$. b) Domain of the problem.

In dashed lines is depicted the instance for which the variant parameter is the lower bound, $\alpha_{0}$. Since $\alpha_{0}<\pi / 2$, its value modulo $\pi$ is itself. There are proper transitions at this point and at the symmetric one, and improper transitions between some of the intervals.

Case 7: $0 \notin \mathrm{D}(\alpha), \pi / 2 \notin \mathrm{D}(\alpha), \pi \in \mathrm{D}(\alpha)$. Figure 5.10 shows the solution instance for which the variant parameter $\alpha=\pi$, and the domain of the problem. In dashed lines is depicted the instance for which the variant parameter is the lower bound of the domain, $\alpha_{0}$. Proper transitions exist at this point. Notice that this gives rise to the same domain shape as in Case 1. The reason is that Case 1 domain contains angle 0 whereas Case 7 contains angle $\pi$, and none contains angle $\pi / 2$. Angle $\pi$ is represented by angle 0 . However, the index assignments for feasible constructions will be exactly the opposite in both cases.

The seven cases analyzed lead to all the possible shapes of the domain for the fourbars linkage. Now we present some particular cases of parameter value assignments in this problem which highlight some features of our theory.


Figure 5.10: Case 7. a) Solution instance at value $\alpha=\alpha_{0}$. b) Domain of the problem.


Figure 5.11: Particular case of the four-bars problem. a) Configuration for $\alpha=\pi / 2$. b) Domain. c) Simplified domain.

Consider the case where $\sqrt{d_{0}^{2}+d_{1}^{2}}=d_{2}+d_{3}$. Figure 5.11a shows a particular instance for the variant parameter value $\alpha=\pi / 2$ and bar lengths $d_{0}=4, d_{1}=3, d_{2}=2, d_{3}=3$ which fulfill the condition. As seen in the picture, angle value $\alpha=\pi / 2$ is an endpoint of the domain of this problem. This is then a particular case in the common boundary of cases 1 and 2 . In fact, it can be seen as a particular case of Case 1 for which the maximum angle $\alpha_{0}$ is increased until reaching value $\pi / 2$, as well as a particular case of Case 2 for which the maximum angle $\alpha_{0}$ is decreased until reaching value $\pi / 2$.

When computing the domain of this problem with the method described in Chapter 4, the result includes four intervals with zero measure, which we shall call improper, defined as $[-\pi / 2,-\pi / 2]$ and $[\pi / 2, \pi / 2]$. The whole computed domain together with the arising continuous transitions is shown in Figure 5.11b. These four domain intervals do not provide any information on the domain and are absolutely useless for they have only one instance and no interior path to follow. Transitions involving them can be simplified just by removing them. Despite the fact that they are theoretically valid, the decision to eliminate them has been taken in favor of a major clarity and simplicity. The resulting domain is shown in Figure 5.11c.

There are other domain configurations in the boundary of two of the different cases described above, which arise when at least one of the endpoint angles takes value $0, \pi$ or $\pi / 2$. In most of them similar cases of improper intervals appear. They are all treated in the same way.

Independently of the fact that the bar lengths fulfill Pythagoras' Theorem, the problem in Figure 5.11a presents another singular characteristic. Effectively, for this singular problem, $\alpha=0^{\circ}$ is a critical value which happens not to be a bound of any domain interval since feasibility is achieved at both sides of it. However, at this point there are two equal solution instances for the two different index assignments. The solution instance of the problem for this angle value is shown in Figure 5.12a. We consider that intervals should


Figure 5.12: Particular case. a) Instance of the problem in Figure 5.11a at variant parameter value $\alpha=0$. b) Split domain.
be split at the connecting point, in this way continuous transitions are only defined at endpoints of the domain intervals, and not at internal points. Figure 5.12 b shows the final domain of this problem, once each interval is split by the continuous transition point.

It is usual that specific behaviours appear whenever bar lengths define implicit theorems. The most common case arises when values assigned to the bar lengths are coincident. Problems with parameters defining implicit theorems are not always well-constrained, because some of the constraints may become redundant. Identifying and dealing with these scenarios are still open problems in Geometric Constraint Solving. However, in this concrete problem well-constraintness is not affected by the fact that some bars have coincident lengths.

As a final example we consider the case in which $d_{0}=d_{2}=5$ and $d_{1}=d_{3}=4$. Figure 5.13 shows the corresponding domain where up to 16 continuous transitions can be identified.

### 5.2 An algorithm for the reachability problem

In plain words, the reachability problem consists on deciding whether there exists a continuous way of transforming an initial given instance in a predefined final one. The key concept of the reachability problem is the continuity. We formally state the reachability problem we solve as follows (see also Denner-Broser [16]).

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $I_{s}=$ $T\left(\lambda_{s}, \sigma_{s}\right)$ and $I_{e}=T\left(\lambda_{e}, \sigma_{e}\right)$ be respectively a starting and ending instance of


Figure 5.13: Domain for the fourbars problem with $d_{0}=d_{2}=5$ and $d_{1}=d_{3}=4$.
$T$. Decide whether there is a continuous path $\lambda(t):[0,1] \rightarrow \mathbb{R}^{+}$of the variant parameter and assignments of index

$$
\sigma(t):[0,1] \rightarrow\{-1,+1\}^{n}
$$

for which there is a corresponding continuous evaluation $T(\sigma, \lambda)(t)$ from $I_{s}$ to $I_{e}$, that is, such that $T(\sigma, \lambda)(0)=I_{s}$ and $T(\sigma, \lambda)(1)=I_{e}$.

We present in this section our approach to solve the reachability problem. Consider a geometric constraint problem with one variant parameter and a reachability problem defined on it. The proposed technique has three steps. First the set of points where the geometric construction is not feasible and the domain of the variant parameter with respect to the geometric constraint problem at hand are computed. Then transitions at these points are captured as a graph. Finally the reachability is decided by searching in this graph a path from the starting geometric construction to the ending one. The search is performed by applying the $\mathrm{A}^{*}$ algorithm.

As a proof of concept, we have implemented the approach in the context of our dynamic geometry system based on constructive geometric constraint solving, Hidalgo et al., [39, 40]. Preliminary results prove that the approach is both effective and efficient from a practical point of view. We shall explain in detail the process all along this section.

### 5.2.1 The transitions graph

We present in this section the graph capturing the different transitions among the domain intervals of the domain of a geometric constraint problem.

Consider a geometric constraint problem $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. We define now the transitions graph as follows.

## Definition 5.2.1

A transitions graph is a graph $T G=\left(V, E_{I}, E_{T}\right)$, where vertices in $V$ represent specific instances of the problem associated to the endpoints of the domain intervals by means of a pair $\left(\lambda_{i}, \sigma_{j}\right)$, where $\lambda_{i}$ is a critical value and $\sigma_{j}$ an index assignment. Edges $\left(\left(\lambda_{i}, \sigma_{j}\right),\left(\lambda_{k}, \sigma_{l}\right)\right)$ in $E_{I}$ represent intervals which begin at $\left(\lambda_{i}, \sigma_{j}\right)$ and end at $\left(\lambda_{k}, \sigma_{l}\right)$. Edges in $E_{T}$ represent proper and improper transitions occurring between the instances in $V$.

Each edge in $E_{I}$ represents an interval and are labeled with the name of this interval. An edge in $E_{I}$ from the instance ( $\sigma_{1}, \lambda_{1}$ ) to the instance $\left(\sigma_{2}, \lambda_{2}\right)$ is by $d=\left|\lambda_{1}-\lambda_{2}\right|$, since this is the distance the path must follow to reach the following vertex.

Consider that $v_{1}=\left(\lambda_{1}, \sigma\right)$ and $v_{2}=\left(\lambda_{2}, \sigma\right)$ are two vertices of the transitions graph representing two different instances $I_{1}, I_{2}$ with the same index assignment $\sigma$. Consider that there exists a domain interval $A$ bounded by $\lambda_{1}$ and $\lambda_{2}$, with $\lambda_{1}<\lambda_{2}$, whose first and last instances are $I_{1}, I_{2}$, respectively. Then edge $e=\left(v_{1}, v_{2}\right) \in E_{I}$ is labeled with the letter $A$ and $w(e)=\left|\lambda_{1}-\lambda_{2}\right|$.

Each edge in $E_{T}$ represents a transition among two domain intervals and is labeled with the $\emptyset$ symbol. All edges in $E_{T}$ have an associated weight of 0 . These edges represent the idea that no path must be followed in order to reach the following vertex.

Consider that $v_{1}=\left(\lambda_{1}, \sigma\right)$ and $v_{2}=\left(\lambda_{2}, \sigma\right)$ are two vertices of the transitions graph representing two different instances $I_{1}, I_{2}$ and $\lambda_{1}=\lambda_{2} \bmod \pi$. Consider that there exists a continuous transition between $I_{1}$ and $I_{2}$. Then edge $e=\left(v_{1}, v_{2}\right) \in E_{T}$ is labeled with the symbol $\emptyset$ and $w(e)=0$.

To compute the transitions graph we assume that the domain is given as a bucket sort with as many buckets as different critical variant parameter values are bounds of a domain interval. Each bucket includes the solution instances at the corresponding critical value which bounds of a domain interval. We call them bounding instances. Each bounding instance related to a bound $\lambda$ within a bucket stores: the related index assignment $\sigma$, the solution instance, $I=T(\sigma, \lambda)$, and the name of the domain interval of which is bound, plus a flag in the set $\{l, u\}$ that identifies whether the critical value corresponds to the lower bound or to the upper bound of the domain interval. Whenever a domain interval is open at a critical value, the construction plan instance points to nil. We call this representation of the domain the bucket sorted domain, BSD in short. For the domain example in Figure 5.1, the bucket sorted domain would be the one shown in Figure 5.14.

We also consider a simple structure which stores, related to each domain interval, the node of the transitions graph corresponding to its lower bounding instance. This table

$$
\begin{aligned}
\lambda_{i-1} & \rightarrow\left(\sigma_{1}, I_{1}^{i-1}, A, l\right),\left(\sigma_{3}, I_{3}^{i-1}, B, l\right) \\
\lambda_{i} & \rightarrow\left(\sigma_{1}, I_{1}^{i}, A, u\right),\left(\sigma_{2}, I_{2}^{i}, C, l\right),\left(\sigma_{3}, I_{3}^{i}, B, u\right) \\
\lambda_{i+1} & \rightarrow\left(\sigma_{3}, I_{3}^{i+1}, D, l\right) \\
\lambda_{i+2} & \rightarrow\left(\sigma_{2}, I_{2}^{i+2}, C, u\right) \\
\lambda_{i+3} & \rightarrow\left(\sigma_{3}, I_{3}^{i+3}, D, u\right)
\end{aligned}
$$

Figure 5.14: Domain represented as a bucket sort table of intervals.
represents the intervals which are active at a critical value, and we call it the active interval list, AIL in short.

The transitions graph is built applying a scan-line algorithm, [21]. The events that move the scan-line are the critical variant parameter values, $\lambda_{i}$. We create a vertex for each one of the bounding instances within a bucket. In case it represents the upper bounding instance of a domain interval, we use the table AIL to add an interval edge joining it to the vertex representing the lower bounding instance of the interval.

When all the bounding instances of a bucket have been added as vertices to the transitions graph, coincidence among them is tested in order to add the corresponding transitions edges. In case that the parameter is an angle and the considered bound is $\pi / 2$, also improper transitions are checked.

Algorithms 7 through 9 show how we actually compute the transitions graph. A bounding instance B contains four self-explanatory fields: index, instance, interval and flag, standing for the four entries stored in it. We consider also the boolean function congruent, which returns TRUE in case that two instances are congruent modulo rigid transformations, and FALSE otherwise.

Figure 5.15 shows the transitions graph yielded by this algorithm when applied to the problem with domain depicted in Figure 5.1 and transitions between all the instances at values $\lambda_{i-1}$ and $\lambda_{i}$. Notice that bounding instances of a given interval are joined by an interval edge, and transitions at bounds $\lambda_{i-1}$ and $\lambda_{i}$ are joined by a transition edge.

Figure 5.17 shows the transitions graph yielded by Algorithm 7 when applied to the problem with domain and transitions depicted in Figure 5.16. Notice that the graph has two disconnected components, therefore no continuous transitions between them can occur.

```
Algorithm 7 Computing the Transitions Graph
    Input: BSD, the bucket sorted domain
    Output: TG( V, \(\left.\mathrm{E}_{T}, \mathrm{E}_{I}\right)\), the transitions graph
    \(\mathrm{V}=\emptyset\)
    \(\mathrm{E}_{T}=\emptyset\)
    \(\mathrm{E}_{I}=\emptyset\)
    for all \(\lambda_{i}\) in BSD do
        \(\mathrm{LB}=\) Bounding \(\operatorname{Instances} \operatorname{List}\left(\lambda_{i}\right)\)
        for all B in LB do
            \(\mathrm{V}_{n}=\left(\lambda_{i}\right.\), B.index \()\)
            \(\mathrm{V}=\mathrm{V} \cup\left\{\mathrm{V}_{n}\right\}\)
            Add Intervals Edges( \(\mathrm{B}, \mathrm{V}_{n}, \mathrm{E}_{I}\) )
        end for
        Add Transitions Edges ( \(\left.\lambda_{i}, \lambda_{i}, \mathrm{E}_{T}\right)\)
        if parameterType \(==\) ANGLE and \(\lambda_{i}==\pi / 2\) then
            Add Transitions Edges( \(-\pi / 2, \pi / 2, \mathrm{E}_{T}\) )
        end if
    end for
    return \(\left(\mathrm{V}, \mathrm{E}_{T}, \mathrm{E}_{I}\right)\)
```

```
Algorithm 8 Add Intervals Edges
    Input: B , a bounding instance,
            \(\mathrm{V}_{n}\), the vertex related to B ,
            \(\mathrm{E}_{I}\), the set of intervals edges
    Output: \(\mathrm{E}_{I}\), the updated set of intervals edges
    if B.flag \(==\) ' l ' then
        AIL.add( B.interval, \(\mathrm{V}_{n}\) )
    else
        \(\mathrm{V}_{j}=\) AIL.getVertex( B.interval )
        \(\mathrm{E}_{I}=\mathrm{E}_{I} \cup\left\{\left(\mathrm{~V}_{n}, \mathrm{~V}_{j}\right)\right\}\)
    end if
    return \(\mathrm{E}_{I}\)
```

```
Algorithm 9 Add Transitions Edges
    Input: \(\lambda_{1}\), a critical value,
            \(\lambda_{2}\), a critical value,
            \(\mathrm{E}_{T}\) the set of transitions edges
    Output: \(\mathrm{E}_{T}\) the updated set of transitions edges
    LB1 \(=\) Bounding Instances List \(\left(\lambda_{1}\right)\)
    LB2 \(=\) Bounding Instances List \(\left(\lambda_{2}\right)\)
    for all \(\mathrm{B}_{i}\) in LB1 do
        for all \(\mathrm{B}_{j}\) in LB2, \(\mathrm{B}_{i} \neq \mathrm{B}_{j}\) do
            if congruent ( \(\mathrm{B}_{i}\).instance, \(\mathrm{B}_{j}\).instance ) then
            \(\mathrm{E}_{T}=\mathrm{E}_{T} \cup\left\{\left(\mathrm{~B}_{i}, \mathrm{~B}_{j}\right)\right\}\)
            end if
        end for
    end for
    return \(\mathrm{E}_{T}\)
```



Figure 5.15: Transitions graph for the example in Figure 5.1.


Figure 5.16: Domain and continuous transitions of a geometric problem. Continuous transitions are represented as arrows between endpoints of the domain intervals.


Figure 5.17: Transitions graph for the domain in Figure 5.16.

### 5.2.2 Deciding reachability

Consider a geometric constraint problem $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Assume that $I_{s}=T\left(\sigma_{s}, \lambda_{s}\right)$ and $I_{e}=T\left(\sigma_{e}, \lambda_{e}\right)$ stand respectively for the starting and ending instances of a reachability problem stated over $\Pi$.

It is clear that the reachability problem can be positively solved if and only if solution instances $I_{s}$ and $I_{e}$ belong to domain intervals in the same connected component of the transitions graph. Assumed that $I_{s}$ and $I_{e}$ belong to the same connected component of the transitions graph, to find a continuous evaluation starting at $I_{s}$ and ending at $I_{e}$, all what we need to do is first to identify the intervals to which $I_{s}$ and $I_{e}$ belong to. Then we need to search for the existence of a path connecting the corresponding domain intervals.

The method to solve reachability consists in searching in the transitions graph for a path between the starting and ending instances. In order to solve reachability problems involving starting and ending instances with variant parameters different to the endpoints of the intervals, vertices with these concrete values must be added to the transitions graph. We define therefore the extended transitions graph.

## Definition 5.2.2

Let $T G=(V, E)$ be the transitions graph of a geometric problem $\Pi, D$ an interval domain of $\Pi$ and $I=T(\lambda, \sigma)$ a solution instance such that $\lambda$ is not a critical value and $\lambda \in D$. Let $e_{D} \in E$ be the edge corresponding to interval $D$ in $T G$ connecting vertices $v_{i}, v_{j} \in V$. Then we say that the graph resulting from removing edge $e_{D}$ and adding a new vertex $v=(\lambda, \sigma)$ plus edges $\left(v, v_{i}\right)$ and $\left(v, v_{j}\right)$ both labeled as $e_{D}$, is an extension of the transitions graph.

We define the extended transitions graph as the transitions graph with the extensions corresponding to the starting and ending solution instances of a reachability problem, if needed.

Figure 5.18 is the extended graph derived from the transitions graph in Figure 5.17 for a reachability problem with starting instance $I_{s}=T\left(5, \sigma_{1}\right)$, in interval A, and ending instance $I_{e}=T\left(5, \sigma_{4}\right)$, in interval G. Edge $E_{s}$ is the one labeled with the interval's name A, and joins vertex $\left(11.42, \sigma_{1}\right)$ with vertex $\left(3, \sigma_{1}\right)$. Then, edge $E_{s}$ is removed and vertex ( 5 , $\left.\sigma_{1}\right)$ is created, as well as edges joining it to vertices $\left(11.42, \sigma_{1}\right)$ and $\left(3, \sigma_{1}\right)$. Analogously, edge $E_{e}$ is removed and vertex $\left(5, \sigma_{4}\right)$ is created. Edges joining it to $\left(11.42, \sigma_{4}\right)$ and (3, $\sigma_{4}$ ) are also added.

In general, an edge path in a transitions graph that solves the reachability problem does not have to be unique. Among all the possible paths solving the reachability problem, we focus on those which are optimal in the sense of minimizing the arc length of the variant


Figure 5.18: Extended transitions graph derived from the transitions graph in Figure 5.17 after adding the starting and ending vertices.
parameter.
Edges $E_{s}$ and $E_{e}$ are removed from the extended transitions graph because no optimal path between vertices $V_{s}$ and $V_{e}$ includes them. Consider that edge $E_{e}$ joins vertices $V_{1}, V_{2}$, which are also joined to $V_{e}$, refer to Figure 5.19. Any optimal path arriving to $V_{1}$ or $V_{2}$ will visit directly $V_{e}$ instead of the other vertex $V_{2}$ or $V_{1}$.

Among the techniques that have been developed to select an specific path in a weighted graph, if one exists, we have applied the $\mathrm{A}^{*}$ algorithm, [91]. In our implementation, outlined in Algorithms 10 and 11, we consider that instances $I$ are given as a pair $(\lambda, \sigma)$, and the structure Edge stores two fields, source and sink, standing for the source and sink of the edge, respectively.


Figure 5.19: Schematic representation of a path solving the reachability problem from vertex $V_{s}$ to vertex $V_{e}$. No optimal path between vertices $V_{s}$ and $V_{e}$ includes the dashed line.

```
Algorithm 10 Pathfinding
    Input: TG, the transitions graph
            \(I_{s}\), starting instance
            \(I_{e}\), ending instance
    Output: P , the path that leads from \(I_{s}\) to \(I_{e}\), if one exists
    Identify the domain interval \(D_{s}\) of \(I_{s}\)
    Identify the domain interval \(D_{e}\) of \(I_{e}\)
    if \(D_{s}==D_{e}\) then
        \(\mathrm{P}=\left(\left(\lambda_{s}, \sigma_{s}\right),\left(\lambda_{e}, \sigma_{e}\right)\right)\)
    else
        Compute the extended transitions graph ETG (TG, \(I_{s}, D_{s}, I_{e}, D_{e}\) )
        \(\mathrm{P}=\mathrm{A}^{*}\left(E T G, I_{s}, I_{e}\right)\)
    end if
```

```
Algorithm 11 Compute ETG
    Input: TG, the transitions graph
            \(I_{s}\), the starting instance
            \(D_{s}\), the domain interval of \(I_{s}\)
            \(I_{e}\), the ending instance
            \(D_{e}\), the domain interval of \(I_{e}\)
    Output: ETG, the extended transitions graph
    \(\mathrm{E}_{s}=\) Edge labeled with \(D_{s}\)
    \(\mathrm{E}_{e}=\) Edge labeled with \(D_{e}\)
    \(\mathrm{V}=\mathrm{V} \cup\left\{\left(\lambda_{s}, \sigma_{s}\right),\left(\lambda_{e}, \sigma_{e}\right)\right\}\)
    \(\mathrm{E}=\mathrm{E} \backslash\left\{\mathrm{E}_{s}, \mathrm{E}_{e}\right\}\)
    \(\mathrm{E}=\mathrm{E} \cup\left\{\left(\mathrm{E}_{s} \cdot\right.\right.\) source,\(\left.\left(\lambda_{s}, \sigma_{s}\right)\right),\left(\mathrm{E}_{s} \cdot \operatorname{sink},\left(\lambda_{s}, \sigma_{s}\right)\right),\left(\mathrm{E}_{e} \cdot\right.\) source, \(\left.\left(\lambda_{e}, \sigma_{e}\right)\right),\left(\mathrm{E}_{e} \cdot \operatorname{sink},\left(\lambda_{e}\right.\right.\),
    \(\left.\left.\left.\sigma_{e}\right)\right)\right\}\)
```

To compute the optimal path which solves the reachability problem from the starting vertex $V_{s}=\left(\lambda_{s}, \sigma_{s}\right)$ to the ending vertex $V_{e}=\left(\lambda_{e}, \sigma_{e}\right)$, we feed the A* algorithm with the extended transitions graph. The path-cost function used in $A^{*}$ is defined as

$$
g(V)=\sum_{e \in P} w(e)
$$

where $e$ is an edge in $P$, a path from $V_{s}$ to the current vertex $V=(\lambda, \sigma)$. Indeed, the path-cost function is equivalent to the sum of the weights of all the visited intervals edges, for the transitions edges have weight zero.

In the case that no improper transition is visited, two consecutive vertices in a path share either the parameter value or the index assignment. Consecutive vertices with the same index assignment are joined by an intervals edge, while consecutive vertices with the same parameter value are joined by a transitions edge. Thus, in graphs with no improper transitions, such as graphs related to distance type variant parameter problems, either edges have non-zero weight or the two parameter values are the same. Then, for distance type variant parameter problems, the following relation holds:

$$
g(V)=\left|\lambda_{1}-\lambda_{s}\right|+\sum_{i=1}^{n-1}\left|\lambda_{i+1}-\lambda_{i}\right|+\left|\lambda-\lambda_{n}\right|
$$

where $\lambda_{i}$ is the critical value in $V_{i}=\left(\lambda_{i}, \sigma_{i}\right)$, the $i$-th visited vertex of the path. Clearly, this relation is not true for graphs with improper transitions because the parameter values of the vertices related by those edges are different.

We define the heuristic to estimate the distance from a current vertex $V=(\lambda, \sigma)$ to the goal $V_{e}=\left(\lambda_{e}, \sigma_{e}\right)$ for distance-type parameters as the shortest arc of the variant parameter $\lambda$ that must be traced to reach $V_{e}$, that is,

$$
h(V)=\left|\lambda-\lambda_{e}\right|
$$

Let us prove that $h(V)=\left|\lambda-\lambda_{e}\right|$ is admissible as required by the A* algorithm for distance variant parameters.

## Theorem 5.2.3

For distance variant parameters, the heuristic $h(\lambda)=\left|\lambda-\lambda_{e}\right|$ to estimate the distance from the current vertex $V=(\lambda, \sigma)$ to the ending vertex $V_{e}=\left(\lambda_{e}, \sigma_{e}\right)$ does not overestimate the distance to the goal.

## Proof

We consider an arbitrary vertex $V=(\lambda, \sigma)$ and compute the path $P$ from $V$ to the ending vertex $V_{e}=\left(\lambda_{e}, \sigma_{e}\right)$. Define the parameter value $\lambda_{i}$ as the parameter value of the vertex
$V_{i}$, where $V_{i}$ is the $i$-th visited vertex of the path $P$, and consider that $P$ has $n$ vertices plus $V$ and $V_{e}$. Then, the distance to the goal is

$$
w(P)=g\left(V_{e}\right)=\sum_{e \in P} w(e)=\left|\lambda_{1}-\lambda\right|+\sum_{i=1}^{n-1}\left|\lambda_{i+1}-\lambda_{i}\right|+\left|\lambda_{e}-\lambda_{n}\right|
$$

We prove that $w(P) \geq h(V)$. We apply successively the triangular inequality.

$$
\begin{gathered}
w(P)=\left|\lambda_{1}-\lambda\right|+\sum_{i=1}^{n-1}\left|\lambda_{i+1}-\lambda_{i}\right|+\left|\lambda_{e}-\lambda_{n}\right|= \\
=\left|\lambda_{1}-\lambda\right|+\left|\lambda_{2}-\lambda_{1}\right|+\sum_{i=2}^{n-1}\left|\lambda_{i+1}-\lambda_{i}\right|+\left|\lambda_{e}-\lambda_{n}\right| \geq \\
\geq\left|\lambda_{2}-\lambda\right|+\sum_{i=2}^{n-1}\left|\lambda_{i+1}-\lambda_{i}\right|+\left|\lambda_{e}-\lambda_{n}\right| \geq \\
\geq\left|\lambda_{3}-\lambda\right|+\sum_{i=3}^{n-1}\left|\lambda_{i+1}-\lambda_{i}\right|+\left|\lambda_{e}-\lambda_{n}\right| \geq \\
\vdots \\
\geq\left|\lambda_{n}-\lambda\right|+\left|\lambda_{e}-\lambda_{n}\right| \geq \\
\geq\left|\lambda_{e}-\lambda\right|=h(V)
\end{gathered}
$$

Now we consider angle variant parameters. Figure 5.20a shows a configuration for which $g(V)$ as defined above does overestimate the distance to the goal, if the parameter is an angle and there exists an improper transition between intervals A and B . In order to consider such configurations, we define a new heuristic as

$$
h_{\alpha}(\lambda)=\min \left(\left|\lambda_{e}-\lambda\right|,|\lambda-\pi / 2|+\left|\lambda_{e}+\pi / 2\right|,|\lambda+\pi / 2|+\left|\lambda_{e}-\pi / 2\right|\right)
$$

This heuristic considers the distances to the goal in the three cases depicted in Figure 5.20, and chooses the minimum one. In the following theorem, we prove that this heuristic is also admissible.

Theorem 5.2.4
For angle variant parameters, the heuristic $h_{\alpha}(\lambda)=\min \left(\left|\lambda-\lambda_{e}\right|,|\pi / 2-\lambda|+\left|\lambda_{e}+\pi / 2\right|, \mid \pi / 2+\right.$ $\lambda\left|+\left|\lambda_{e}-\pi / 2\right|\right)$ to estimate the distance from the current vertex $V=(\lambda, \sigma)$ to the ending vertex $V_{e}=\left(\lambda_{e}, \sigma_{e}\right)$ does not overestimate the distance to the goal.


Figure 5.20: Angle variant parameters. Three possible configurations giving rise to three different values for the minimum distance covered by a path from the current vertex with parameter value $\lambda$ to the final vertex with parameter value $\lambda_{e}$.

## Proof

We consider an arbitrary vertex $V=(\lambda, \sigma)$ and compute the path $P$ from $V$ to the ending vertex $V_{e}=\left(\lambda_{e}, \sigma_{e}\right)$. Define the parameter value $\lambda_{i}$ as the parameter value of the vertex $V_{i}$, where $V_{i}$ is the $i$-eth visited vertex of the path $P$, and consider that $P$ has $n$ vertices apart from $V$ and $V_{e}$. Then, the distance to the goal depends on the number of improper transitions the path visits. We prove that $w(P) \geq h_{\alpha}(V)$.

If the path visits no improper transitions edge, the distance to the goal can be computed applying Theorem 5.2.3, $w(P) \geq h(V) \geq h_{\alpha}(V)$. This is the case shown in Figure 5.20b.

If the path visits one improper transition, consider that the path visits exactly $s$ vertices before, apart from $V$. The improper transition can be either from $-\pi / 2$ to $\pi / 2$, to which we refer as clockwise, or from $\pi / 2$ to $-\pi / 2$, to which we refer as counter-clockwise.

Consider first the case in which the improper transition is clockwise. Consider the simplest case in which the two intervals including the initial and final solution instances, with parameter values $\lambda$ and $\lambda_{e}$ respectively, are joined by the improper transition, Figure 5.20c. Then,

$$
w(P)=|\pi / 2-\lambda|+\left|\lambda_{e}+\pi / 2\right| \geq h_{\alpha}(V)
$$

In the case that other intervals edges exist before or after the improper transition, triangular inequalities yield

$$
w(P)=\left|\lambda_{1}-\lambda\right|+\left|\pi / 2-\lambda_{1}\right|+\left|\lambda_{e}+\pi / 2\right| \geq|\pi / 2-\lambda|+\left|\lambda_{e}+\pi / 2\right| \geq h_{\alpha}(V)
$$

Consider now the case in which the improper transition is counter-clockwise. Consider again the simplest case in which the two intervals including the initial and final solution instances, with parameter values $\lambda$ and $\lambda_{e}$ respectively, are joined by the improper transition, Figure 5.20a. Then,

$$
w(P)=|-\pi / 2-\lambda|+\left|\lambda_{e}-\pi / 2\right| \geq h_{\alpha}(V)
$$

As above, ther intervals edges exist before or after the improper transition, triangular inequalities yield

$$
w(P)=\left|\lambda_{1}-\lambda\right|+\left|-\pi / 2-\lambda_{1}\right|+\left|\lambda_{e}-\pi / 2\right| \geq|-\pi / 2-\lambda|+\left|\lambda_{e}-\pi / 2\right| \geq h_{\alpha}(V)
$$

If the path visits more than one improper transition, we can split the path $P$ in different subpaths $P_{i}$, each of them including only one improper transition. Then, the weight of each path $P_{i}$ is defined by the relations above. Clearly, $w(P)=\sum w\left(P_{i}\right)$.

Consider a path $P$ split in two subpaths $P_{1}, P_{2}$, where $P_{1}$ begins at $V$ and ends at $V_{s}=\left(\lambda_{s}, \sigma_{s}\right)$, and $P_{2}$ begins at $V_{s}$ and ends at $V_{e}$. We prove that, if $w\left(P_{1}\right) \geq h_{\alpha}(V)$ and $w\left(P_{2}\right) \geq h_{\alpha}\left(V_{s}\right)$, then $w(P) \geq h_{\alpha}(V)$. We analyze three cases, depending on the kind of improper transition the subpaths include.

1. $P_{1}$ includes a clockwise improper transition, $P_{2}$ includes a clockwise improper transition. Then,

$$
\begin{gathered}
w(P)=w\left(P_{1}\right)+w\left(P_{2}\right)=|-\pi / 2-\lambda|+\left|\lambda_{s}-\pi / 2\right|+\left|-\pi / 2-\lambda_{s}\right|+\left|\lambda_{e}-\pi / 2\right| \geq \\
\geq\left|\lambda_{e}-\lambda_{s}\right|+\left|\lambda-\lambda_{s}\right| \geq\left|\lambda_{e}-\lambda\right| \geq h_{\alpha}(V)
\end{gathered}
$$

2. $P_{1}$ includes a clockwise improper transition, $P_{2}$ includes a counter-clockwise improper transition. Then,

$$
\begin{gathered}
w(P)=w\left(P_{1}\right)+w\left(P_{2}\right)=|-\pi / 2-\lambda|+\left|\lambda_{s}-\pi / 2\right|+\left|\pi / 2-\lambda_{s}\right|+\left|\lambda_{e}+\pi / 2\right| \geq \\
\geq\left|\lambda_{e}-\lambda\right|+2\left|\lambda_{s}-\pi / 2\right| \geq\left|\lambda_{e}-\lambda\right| \geq h_{\alpha}(V)
\end{gathered}
$$

3. $P_{1}$ includes a counter-clockwise improper transition, $P_{2}$ includes a counter-clockwise improper transition. Then,

$$
\begin{gathered}
w(P)=w\left(P_{1}\right)+w\left(P_{2}\right)=|\pi / 2-\lambda|+\left|\lambda_{s}+\pi / 2\right|+\left|\pi / 2-\lambda_{s}\right|+\left|\lambda_{e}+\pi / 2\right| \geq \\
\geq\left|\lambda_{e}-\lambda\right|+2\left|\lambda_{s}+\pi / 2\right| \geq\left|\lambda_{e}-\lambda\right| \geq h_{\alpha}(V)
\end{gathered}
$$



Figure 5.21: Two minimum paths output by Algorithm 10 that solve the reachability problem in Figure 5.16. $I_{s}=T\left(5, \sigma_{1}\right)$ and $I_{e}=T\left(5, \sigma_{4}\right)$. Grey vertices represent the path, and white vertices are the not visited vertices.

The fact that this methodology can be successively applied to paths with a finite number of improper transitions concludes the proof.

Figure 5.21 shows two paths with minimum variant parameter arc length computed by Algorithm 10 that solves the reachability problem whose domain is given in Figure 5.16. The starting instance $I_{s} \in A$ is defined by $\lambda_{s}=5$ and $\sigma=\{+1,+1\}$, and the ending instance $I_{e} \in G$ is defined by $\lambda_{e}=5$ and $\sigma=\{-1,-1\}$. The total variant parameter arc length for these paths is 16.84 and both paths are optimal.

### 5.3 Implementation and results

Our approach to solve the reachability problem has been implemented in the framework of the dynamic geometry system based on constructive geometric constraint solving described by Freixas et al. in [25]. The system has two components. One includes a user graphic interface and a constructive geometric constraint solver in charge of both defining the parametric geometric object and generating a construction plan that solves it. The other component, that we call the dynamic selector, defines the dynamic behavior of the geometric object and solves the reachability problem.

To illustrate how the implementation works, we will show a complete case study in which

a

b

Figure 5.22: Geometric constraint problem with six points and nine point-point distances. a) Graph $G$. b) h-graph $\mathcal{H}(G)$ associated to $G$.
the system solves a reachability problem associated to the geometric constraint problem depicted in Figure 5.22a. This problem includes six points and nine point-point distances, where $d_{4}$ is the variant parameter and the distance constraint are assigned values

$$
\begin{array}{cccc}
d_{0}=2 & d_{1}=2 & d_{2}=1 & d_{3}=1 \\
d_{5}=0.7 & d_{6}=0.7 & d_{7}=0.8 & d_{8}=0.89
\end{array}
$$

The h-graph associated to the problem is shown in Figure 5.22b. Clearly, the problem is composed by 4 tree-decomposition steps, $\left(p_{0}, p_{1}, p_{2}\right),\left(p_{0}, p_{1}, p_{3}\right),\left(p_{2}, p_{3}, p_{4}\right)$ and $\left(p_{1}, p_{4}, p_{5}\right)$. Problems ( $p_{0}, p_{1}, p_{2}$ ), ( $p_{0}, p_{1}, p_{3}$ ) depend directly on the variant parameter and problems ( $p_{2}, p_{3}, p_{4}$ ), ( $p_{1}, p_{4}, p_{5}$ ) depend indirectly on it.

Once the dynamic problem has been introduced in the system through the user graphic interface, the constructive geometric constraint solver computes the construction plan that solves the underlaying geometric constraint problem shown in Figure 5.23. For more details on this construction, see [25].

Now, the dynamic selector will define and solve the reachability problem. We have divided the dynamic selector into two different parts. The part in charge of defining the reachability problem is called endpoints selector, and the part in charge of solving it is called reachability simulator.

The main task of the endpoints selector consists in computing the domain of the variant parameter and the transitions graph of the problem, using the algorithms explained in Section 4.5, Chapter 4. Once the domain and the tree-decomposition are computed, the selector suggests to the user arbitrary initial and final instances belonging to a connected component of the transitions graph.

1. $p_{0}=\operatorname{origin}()$
2. $p_{1}=\operatorname{dist} D\left(p_{0}, d_{4}\right)$
3. $c_{0}=\operatorname{circleCR}\left(p_{0}, d_{0}\right)$
4. $c_{1}=\operatorname{circle} C R\left(p_{1}, d_{1}\right)$
5. $p_{2}=\operatorname{intCC}\left(c_{0}, c_{1}, s_{0}\right)$
6. $c_{2}=\operatorname{circleCR}\left(p_{0}, d_{2}\right)$
7. $c_{3}=\operatorname{circleCR}\left(p_{1}, d_{3}\right)$
8. $p_{3}=\operatorname{intCC}\left(c_{2}, c_{3}, s_{1}\right)$
9. $c_{4}=\operatorname{circleCR}\left(p_{2}, d_{5}\right)$
10. $c_{5}=\operatorname{circleCR}\left(p_{3}, d_{6}\right)$
11. $p_{4}=\operatorname{intCC}\left(c_{4}, c_{5}, s_{2}\right)$
12. $c_{6}=\operatorname{circle} C R\left(p_{0}, d_{7}\right)$
13. $c_{7}=\operatorname{circleCR}\left(p_{4}, d_{8}\right)$
14. $p_{5}=\operatorname{intCC}\left(c_{6}, c_{7}, s_{3}\right)$

Figure 5.23: Construction plan given by the constructive geometric constraint solver for problem in Figure 5.22.

In our implementation, the system labels the intervals with consecutive integers. For a better understanding we have labeled them in this work with capital letters, but from now on we will label intervals with integers.

The reachability problem we solve is defined by the starting instance $I_{s}=T\left(0.5, \sigma_{4}\right)$ and the ending instance $I_{e}=T\left(0.5, \sigma_{2}\right)$. Figure 5.24 shows the domain of the variant parameter in this problem together with the set of continuous transitions among the intervals. The transitions graph of this problem, although never displayed by the system, is shown in Figure 5.25.

Finally, the reachability simulator figures out the extended transitions graph for the starting and ending instances selected by the user, shown in Figure 5.26. The search for


Figure 5.24: Domain of the variant parameter of the problem in Figure 5.22. The set of continuous transitions betweene intervals are displayed as arrows.


Figure 5.25: Transitions graph of the problem in Figure 5.22.
the minimum path is performed according to Section 5.2.2, giving rise to the path shown in Figure 5.27.


Figure 5.26: Extended transitions graph for the reachability problem with initial instance $I_{s}=T\left(0.5, \sigma_{4}\right)$ and ending instance $I_{e}=T\left(0.5, \sigma_{2}\right)$.


Figure 5.27: Minimum path computed by the system for the reachability problem with initial instance $I_{s}=T\left(0.5, \sigma_{4}\right)$ and ending instance $I_{e}=T\left(0.5, \sigma_{2}\right)$.

### 5.4 Conclusions

In this chapter we have presented a solution to the reachability problem in geometric constraint dynamic geometry. The technique assumes the existence of a construction plan for the geometric constraint problem under study and is based on the analysis of the problem's domain and the continuous transitions among its domain intervals. Continuous transitions allow to perform changes in the index assignments of a dynamic evaluation in such a way that the resulting evaluation is continuous.

A graph capturing all the continuous transitions arising in the domain of the problem, called transitions graph, is defined. Using the $\mathrm{A}^{*}$ algorithm in the transitions graph the method finds a path, if possible, which solves the reachability problem.

The technique has been implemented on top of the dynamic geometry system based on constructive geometric constraint solving presented by Freixas et al. in [23], and it has proven to be both effective and efficient from a practical point of view. The execution time is around 40 milliseconds for the computation of the domain in the case entailing six points and nine distances proposed in Section 5.3, and 1 millisecond for the minimum path.

## CHAPTER 6

## The tracing problem

You have brains in your head. You have feet in your shoes.
You can steer yourself any direction you choose.
You're on your own. And you know what you know.
And YOU are the one who'll decide where to go...

Dr. Seuss, Oh, the Places You'll Go!

When changing variable values or freely moving different elements of a geometric construction on a dynamic geometry environment, the user expects to see the changes of his interaction immediately reflected in the construction. However, often the requested geometric construction is not unique under the established conditions. The system must decide, therefore, for each time instant, which one of the different possible instances of the construction the user is expecting to see. To display the correct solution instance at every time instance is known as the tracing problem. In this chapter we give a more formal definition of this problem as well as our approach to the solution.

## Tracing problem



## Reachability problem



Figure 6.1: Scheme of the given (check marks) and on demand (question marks) information in the tracing and the reachability problems. From Denner-Broser, [16].

### 6.1 Definition of the tracing problem

The tracing problem is one of the most challenging problems in dynamic geometry. In simple words, given an initial instance of the problem and the path followed by the variant parameter, the tracing problem consists of showing, at every moment, a solution instance from the set of possible instances of the system. This includes solving the root identification problem as well as the handling of the points where no possible solution exists. The aim of the tracing problem is to show the solution instance the user is expecting to see, which is called the intended solution.

Despite the resemblances between the tracing and the reachability problems, there are two main features that distinguish them. Following Denner-Broser, [16], we outline both problems with the scheme shown in Figure 6.1. Given inputs of information are displayed by a check mark. Information in demand for each problem is displayed by a question mark.

Assuming that the solution instance at every instant is defined once the variant parameter and the index assignment are known, the first row in Figure 6.1 gives no further information than the already given by the second and the third ones. It is shown that the tracing and the reachability problem share three input information: the variant parameter of the starting and ending instances and the index assignment of the starting one.

The reachability problem also has as input information the index assignment related to the ending instance, which means that the ending instance is known. The problem consists on finding a variant parameter path and the associated index assignment allowing a dynamic evaluation from the starting instance to the ending one, as seen in Chapter 5.

On the contrary, the tracing problem has as extra input information the path followed by the variant parameter from the initial instance to the ending one, $\lambda(t)$. No information about the index assignment at any point different to the starting one is given. The problem consists on choosing the right instance among those possible instances at each path point.

Many formal definitions of the tracing problem have been stated in the literature, see for example $[15,17,18,70,83]$. We formally state the tracing problem as follows.

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $I_{s}=$ $T\left(\lambda_{s}, \sigma_{s}\right)$ be a starting instance of $T$, and $\lambda(t):[0,1] \rightarrow \mathbb{R}^{+}$a continuous path of the variant parameter. Decide the assignments of index

$$
\sigma(t):[0,1] \rightarrow\{-1,+1\}^{n}
$$

for which there is a dynamic evaluation $T(\sigma, \lambda)(t)$ feasible for every $t \in[0,1]$ such that $T(\sigma, \lambda)(0)=I_{s}$.

Notice that no continuity requirements have been specified in the definition of the problem. If we want the dynamic evaluation to be continuous, we must define a new problem, which we call the continuous tracing problem. This variant of the tracing problem is formally stated as follows.

Let $\Pi=<\Pi_{G}, \Pi_{C}, \Pi_{P}>$ be a geometric constraint problem with one variant parameter $\lambda$ and let $T(\sigma, \lambda)$ be a construction plan that solves $\Pi$. Let $I_{s}=$ $T\left(\lambda_{s}, \sigma_{s}\right)$ be a starting instance of $T$, and $\lambda(t):[0,1] \rightarrow \mathbb{R}^{+}$a continuous path of the variant parameter. Decide the assignments of index

$$
\sigma(t):[0,1] \rightarrow\{-1,+1\}^{n}
$$

for which there is a continuous evaluation $T(\sigma, \lambda)(t)$ feasible for every $t \in[0,1]$ such that $T(\sigma, \lambda)(0)=I_{s}$.

In this new statement of the problem, the index assignment $\sigma(t)$ must ensure the continuity of the dynamic evaluation $T(\sigma, \lambda)(t)$.

Users are used to a world where objects do not suffer from jumps in their behaviors. Thus, the natural solution to the tracing problem should show a continuous movement of all the involved elements. The natural tracing problem is then the continuous one.

### 6.2 Solution to the tracing problem

In this section we recall some of the approaches in the literature to solve the tracing problem, and present our own approach. We discuss the differences between the methods and analyze their characteristics. Some properties of our method are highlighted at the end of the section.

### 6.2.1 Previous approaches

The tracing problem has been addressed for a long time in the literature. In RichterGebert [90], it has been shown to be a NP-hard problem by giving a reduction to the 3-SAT problem, one of the standard NP-complete decision problems. Also the complexity of other related tracing problems has been established in [83, 90].

Different approaches to the solution of this problem have been reported, but they are all based on the same idea: to prevent the construction of the solution at critical values, inherent to the problem at hand. Following this idea we find the work of Kortenkamp, [70], which suggests a proximity criterion which chooses as next instance the nearest solution to the actual one. The method, as expected, gives accurate results as long as the path does not contain critical values. There, the system has no method to distinguish between different solutions. As strategy to avoid the undesired critical values, Kortenkamp proposes a detour in the path of the variant parameter through the complex plane.

Denner-Broser in $[16,17,18]$, develops a full theory about detours and alternative paths through the complex plane with an algorithm which proceeds stepwise and detects potential critical values in advance using interval arithmetic. After detecting a critical value, the singularity is avoided by a detour in $\mathbb{C}$. Denner-Broser also suggests in [15] an approach based on avoiding the critical values by computing a Voronoi diagram where the sites are the critical values. The solution to the tracing problem is given by the edges of the diagram.

Our approach, however, differs substantially from these approaches. We present a method in which critical values are not to be avoided, but used as the place where continuous transitions are defined to connect different intervals of the domain to allow continuous dynamic evaluations.

### 6.2.2 An approach to the solution of the tracing problem

We present in this section an approach to solve the tracing problem, both the simple and the continuous one, in the framework of the dynamic geometry system based on constructive


Figure 6.2: Definition of the tracing problem by means of a scheme
geometric constraint solving described by Freixas et al. in [24]. In this framework, after the analysis and computation of the domain, critical values and continuous transitions are identified, leading to a map of the domain which allows the user to plan which one of the possible paths the tracing is going to take. When the variant parameter path reaches a critical value with multiple solution instances, the system is able to distinguish the different solutions which converge at that point, and identifies the transitions leading to a continuous behavior of the construction.

Nevertheless, the solution to the continuous tracing problem is not necessarily unique. As long as the variant parameter path goes over a point of continuous transition, a possible change of the index assignment can be done in such a way that the corresponding dynamic evaluation is continuous, leading possibly to many different dynamic evaluations which solve the tracing problem at hand.

Assuming that two different continuous evaluations can be established fulfilling the conditions to solve a given tracing problem, since the intended solution is the one the user is "expecting to see", only he is able to decide which one is the correct one. We give then this responsibility to the user. In our system, the user has all the information about the possible paths and transitions, and he can choose the intended solution he is expecting to see.

As an example of tracing problem with more than one continuous solution we propose to solve the tracing problem defined by the path solution to the reachability problem stated in Chapter 5, Section 5.3. The path followed by the variant parameter is schematically represented in Figure 6.2. From top to bottom and from left to right, this figure represents how the variant parameter increases from 0.5 to 1.86 , then decreases until 1.44, increases again up to 1.86 and finally decreases to reach the final value 0.5 .

Figure 6.3 shows the continuous evaluation output by the dynamic selector, which also solves the tracing problem at hand. An index assignment has been chosen for every point in the path $\lambda(t)$, changing the sign exactly at the transition points and assuring the final continuity of the dynamic evaluation, which traverses intervals $6,5,2$ and 3 . The ending


Figure 6.3: Solution to the tracing problem corresponding to the solution to the reachability problem in Chapter 5, Section 5.3
instance is $T\left(\sigma_{2}, 0.5\right)$.
Nevertheless, other continuous evaluations present also solutions to the considered tracing problem. Figure 6.4 represents a dynamic evaluation assigning to each point in the path $\lambda(t)$ an index assignment which also assures the continuity. The continuous evaluation traverses intervals 6 and 5 , where no change of index occurs. The ending instance is the same as the starting one, $T\left(\sigma_{4}, 0.5\right)$.

Figure 6.5 represents another dynamic evaluation which also solves the tracing problem at hand. In this case, no change of index assignment is considered, and each variant parameter in the path $\lambda(t)$ we associate the same index assignment, $\sigma_{4}$. The final instance is again the same as the starting one, $T\left(\sigma_{4}, 0.5\right)$. Notice that no criterion has been established however to allow the system to select one of them as the intended solution. Only the user can answer this question.

### 6.2.3 On continuity and determinism

As seen in Section 2.4, continuity and determinism are two of the most important and desirable characteristics of dynamic geometry systems. As seen there, continuity assures the non-existence of undesirable or unexpected jumps while geometric objects move on the screen, avoiding the existence of erratic behaviour in the user interface. The importance of continuity derives from the fact that real systems are continuous, and so must be their representations. Determinism contributes to system stability by guaranting the same behaviour once the initial conditions have been fixed.


Figure 6.4: Another solution to the tracing problem traversing only two intervals.


Figure 6.5: Other solution to the tracing problem which associates to every point in the variant parameter path the same index assignment.

a

|  | $\alpha$ | $\alpha / 2$ | $\alpha / 4$ |
| :---: | :---: | :---: | :---: |
| $\sigma_{1}$ | $120^{\circ}$ | $60^{\circ}$ | $30^{\circ}$ |
| $\sigma_{2}$ | $300^{\circ}$ | $150^{\circ}$ | $75^{\circ}$ |
| $\sigma_{3}$ | $480^{\circ}$ | $240^{\circ}$ | $120^{\circ}$ |
| $\sigma_{4}$ | $660^{\circ}$ | $330^{\circ}$ | $165^{\circ}$ |

b

Figure 6.6: Bisector and double bisector. a) Possible bisectors of the angle $\alpha$. b) Values of the angle, bisector and double bisector for the four different assignments of the problem with two bisectors.

It has been claimed that continuity and determinism are mutually exclusive when bisectors of angles are included in the set of basic operations the system handles, [16, 70, 83]. We shall see that this is not the case in our system.

Notice that, by definition, when increasing an angle variant parameter with respect to a fixed point, the bisector of that angle covers half the angular distance of the angle itself. Therefore, the bisector angular speed is half the angular speed of the angle. By the same principle, the bisector of the bisector af an angle covers a fourth part of the angular distance covered by the original angle.

If we allow the angle variant parameter to increase from 0 up to $2 \pi$, the starting and ending values of that angle are coincident modulo $2 \pi$. However, the bisector angle will be at $\pi$ and the double bisector angle will be at $\pi / 2$. In this situation, according to the definitions of Kortenkamp, [70], continuity and determinism are considered as mutually exclusive.

Nevertheless, our approach will have determinism and continuity simultaneously even in this case. A sign will be defined considering the two possible cases for the angle, leading to the two possible bisectors depicted in Figure 6.6a. Thus, the bisector in our system will be defined as:

Let angle $\alpha \in[-\pi / 2, \pi / 2]$. With the bisector of $\alpha$ we associate a sign, say $\sigma_{0}$. The bisector is defined as $\alpha / 2 \in[-\pi / 2, \pi / 2]$ for $\sigma_{0}=+1$ and $\alpha / 2+\pi / 2$ $\bmod \pi \in[-\pi / 2, \pi / 2]$ for $\sigma_{0}=-1$.

The application of this definition to the problem with two bisectors will produce an
index with two signs, one for each bisector included in the construction, leading to four different possible index assignments. The values of the angle $\alpha$, the bisector and the double bisector for the four different assignments are depicted in Table 6.6 b. Figure 6.7 shows from left to right and from top to bottom the four different instances of the problem related to the index assignments $\sigma_{1}, \sigma_{2}, \sigma_{3}$ and $\sigma_{4}$, respectively. The angle $\alpha$ is limited by a thick line, the bisector by a dashed line and the double bisector by a dotted line. Arrows point to the value of the angles inside $[-\pi / 2, \pi / 2]$, that is, modulo $\pi$.

Consider now the top left figure in Figure 6.7 representing the configuration corresponding to the index assignment $\sigma_{1}$. If we increase $\alpha$ in $180^{\circ}$ through the X axis, the bisector $\alpha / 2$ traverses the Y axis and the resulting configuration is the one depicted in the top right figure, associated to the index assignment $\sigma_{2}$. Increasing in other $180^{\circ}$ the value of $\alpha$, the dashed line traverses the X axis while the dotted line traverses the Y axis. The resulting situation is depicted in the bottom left figure, related to the index assignment $\sigma_{3}$. Another increment of $180^{\circ}$ in $\alpha$ makes the dashed line traverse the Y axis again, adopting the configuration represented in the bottom right figure and associated to the index assignment $\sigma_{4}$. Notice that a last increment of $180^{\circ}$ will make both the dashed and the dotted line traverse the X axis, arriving to the initial configuration in the top left figure corresponding to the index assignment $\sigma_{1}$.

The domain of the problem defined by an angle $\alpha$, the bisector $\alpha / 2$ and the bisector of the bisector $\alpha / 4$ is shown in Figure 6.8. Notice that the continuous transitions between intervals reflect the behavior explained above. Each index assignment $\sigma_{i}$ is connected by an improper transition to the index assignment $\sigma_{i+1}$ except $\sigma_{4}$, connected to $\sigma_{1}$. This domain and the included improper transitions capture the original behavior of the problem, which allowed two complete turns of the angle variant parameter before the current instance and the initial one became coincident. That feature gives to our approach soundness and robustness.

### 6.3 Implementation

The implementation of our approach to solve the tracing problem is build on top of the dynamic geometry system based on constructive geometric constraint solving described by Freixas et al. in [24], on top of which our approach to the reachability problem was also implemented, Chapter 5, Section 5.3.

The specific functional unit in charge of actually solving the tracing problem is the simulator. Once the user has defined the specific dynamic evaluation he is expecting to see, the simulator is in charge of showing it in the screen.

The simulator simply receives the selected path in the transitions graph, which has


Figure 6.7: Four possible configurations for the double bisector, allowing determinism and continuity. From left to right and from top to bottom, solution instances corresponding to index assignments $\sigma_{1}, \sigma_{2}, \sigma_{3}$ and $\sigma_{4}$ are shown.


Figure 6.8: The domain of the hypothetic problem with two bisectors.
been extended if needed with the starting and ending instances the user is expecting to see, and shows the resulting dynamic evaluation of the problem in the simulator window. The visualization of all the solution instances of a dynamic evaluation in the screen is called a simulation.

Figure 6.9 shows a simulator window which has six panels divided into three main areas. The top area is composed of two panels, which, from left to right, are called the display panel and the domain panel. The display panel is the panel where the current instance is show. Initially it displays the starting instance of the path the user has selected. The simulation, if possible, will be displayed in this window.

In the domain panel, the domain of the variant parameter for the geometric problem at hand is shown. It also gives information about the current instance by displaying a red vertical line indicating the current value of the variant parameter, and by displaying in a different color the current interval.

The middle area is made of three different panels, reporting information related to the problem at hand. They are called the information panels. The left information panel displays information about the geometric constraint problem. The right upper information panel shows the index of the current instance. The right lower information panel shows the different files used in the process.

The bottom area includes only the interaction panel, where some buttons lie. Button Go starts the simulation, button Stop stops it and the lower scroll adjusts its velocity. In this panel the user can also define the initial and final instances of a reachability problem in the corresponding cells. In this case, button Set sets as current instance the initial instance of the new reachability problem, and proceeds to solve the reachability problem as described in Chapter 5, Section 5.3. The solution path is then stored as the new path of the tracing problem to show, and button Go starts again the simulation.

Figure 6.10 shows different instances of the simulation for the path in Figure 5.27, which solves the reachability problem with initial instance $I_{s}=T\left(0.5, \sigma_{4}\right)$ and ending instance $I_{e}=T\left(0.5, \sigma_{2}\right)$ described in Chapter 5, Section 5.3.

### 6.4 Conclusions

In this chapter we have presented an approach to solve the tracing problem in geometric constraint dynamic geometry. As in the case of the reachability problem, the method is based on the analysis of the problem's domain and the continuous transitions among its domain intervals. In this method, the user is asked to define the concrete behavior he is expecting to see, that is, the intended solution.


Figure 6.9: The reachability simulator window at the initial instance of the simulation.


Figure 6.10: From left to right and from top to bottom, different instances in the tracing path for the tracing problem considered. The upper left image corresponds to the initial instance and the lower right image to the final one.

The technique has been also implemented on top of the dynamic geometry system based on constructive geometric constraint solving presented by Freixas et al. in [23] and allows continuity and determinism at the same time.

## CHAPTER 7

## Henneberg graphs and tree-decomposability

I personally believe we were put here to build and not to destroy.

Red Skelton

Well-constrained graphs, also known as minimally rigid or Laman graphs, can be constructed by means of a sequence of two different construction steps called Henneberg steps. It is also known that not all the Laman graphs are tree-decomposable. In this chapter we study Henneberg steps and analyze thoroughly the relationship between the Laman graphs generated by such steps and tree-decomposability. We create an algorithm which generates tree-decomposable Laman graphs with a given order using Henneberg steps. The results reported in this chapter establish for the first time, as far as we know, some relationships between graph tree-decomposability and Henneberg graph constructions.

The chapter is divided into three main parts. In the first one, Henneberg steps and families are defined, and a characterization for the set of tree-decomposable graphs is given. The main aim of the first part is to determine the inclusion relations arising between Henneberg families and the set of tree-decomposable graphs. The second part of the chapter is devoted to establish the theoretical requirements necessary to assure the treedecomposability of a tree-decomposable graph after the application of a Henneberg step. In the third part we present an authomatic process to generate tree-decomposable Laman
graphs with a given order by means of Henneberg steps and using h-graphs, introduced in Chapter 3.

### 7.1 Henneberg families and tree-decomposable graphs

Ernst Lebrecht Hennberg presented in 1911 a method to construct Laman graphs based on the composition of two construction steps which we usually know as Henneberg steps, [35]. The two different steps give rise to two families of graphs, constructed only with each one of the Henneberg steps. We devote this section to establish the inclusion relations arising between each of the so defined families and the set of tree-decomposable Laman graphs.

### 7.1.1 Henneberg steps and Henneberg families

Laman graphs have some elegant and useful features. One of the most important is that they can be constructed inductively from the triangle graph $K_{3}$ by means of the so called Henneberg steps [35], as seen for example in [94, 100]. We devote this section to introduce Henneberg steps.

In particular, there are two kinds of Henneberg steps.

1. Henneberg I step or simply HS1: Let $G=(V, E)$ be a graph and $v_{1}, v_{2} \in V$ with $v_{1} \neq v_{2}$. Consider a new vertex $v \notin V$. Then the graph $G^{*}=\left(V^{*}, E^{*}\right)$ with $V^{*}=V \cup\{v\}$ and $E^{*}=E \cup\left\{\left(v_{1}, v\right),\left(v_{2}, v\right)\right\}$ is the graph derived from $G$ by a Henneberg I step. See Figure 7.1. We will say that such step involves vertices $v_{1}, v_{2}$.
2. Henneberg II step, or simply HS2: Let $G=(V, E)$ be a graph with $e=\left(v_{1}, v_{2}\right) \in E$ and $v_{3} \in V$. Consider a new vertex $v \notin V$. Then the graph $G^{*}=\left(V^{*}, E^{*}\right)$ with $V^{*}=V \cup\{v\}$ and $E^{*}=E \cup\left\{\left(v_{1}, v\right),\left(v_{2}, v\right),\left(v_{3}, v\right)\right\} \backslash\{e\}$ is the graph derived from $G$ by a Henneberg II step. See Figure 7.2. We will say that such step involves edge $e$ and vertex $v_{3}$.

Notice that the application of a HS1 can be seen as the addition to a graph of a new degree 2 vertex $v$ joined to the vertices $v_{1}$ and $v_{2}$. Besides, the application of a HS2 can be seen as the substitution in a graph of an edge $e=\left(v_{1}, v_{2}\right)$ by a new vertex $v$ joined to the vertices of $v_{1}, v_{2}$ and to a different vertex $v_{3}$.

## Definition 7.1.1

The sequence of Henneberg steps transforming the triangle graph $K_{3}$ into the graph $G$ is called the Henneberg sequence of $G$.


Figure 7.1: Henneberg I step. a) Graph $G$. b) Graph $G^{*}$ derived from graph $G$ by the application of a HS1.


Figure 7.2: Henneberg II step. a) Graph $G$. b) Graph $G^{*}$ derived from graph $G$ by the application of a HS2.

Henneberg steps give rise to two different families of graphs, as defined in [7, 22]. A graph $G$ belongs to the Henneberg I family, denoted $H_{I}$, if it can be constructed using only Henneberg steps of type I. The graph $G$ belongs to the Henneberg II family, denoted $H_{I I}$, if both Henneberg steps of type I and II are needed to build $G$. As shown in [35], $H_{I I}$ and the the set of Laman graphs are coincident.

The application of Henneberg steps can also be abstracted as a rewriting system where objects are graphs and the Henneberg steps are the rewriting rules. In this context, we will denote the application of a HS1 to the graph G as $G \Rightarrow_{1} G^{*}$ and the application of a HS2 to $G$ as $G \Rightarrow_{2} G^{*}$. The application of an arbitrary Henneberg sequence to $K_{3}$ leading to $G$ shall be denoted by $K_{3} \Rightarrow_{*} G$. In order to identify two different Henneberg sequences, we shall use a supra index. The application of a Henneberg sequence including only Henneberg steps of type I to $K_{3}$ leading to $G$ shall be denoted by $K_{3} \Rightarrow_{1 *} G$.

### 7.1.2 A characterization of tree-decomposable Laman graphs

In this section we propose a diferent point of view on tree-decomposable Laman graphs. We present a characterization of the set of tree-decomposable Laman graphs based on an operation called merging. We will see that the set of graphs constructed by means of this operation is exactly the set of tree-decomposable Laman graphs. A graph constructed by means of a sequence of merging operations is tree-decomposable, and the merging sequence can be understood as the composition of the decomopsition steps of the tree-decomposition in bottom-up direction.

There are different methods to generate tree-decomposable Laman graphs. Vila, in [106], characterizes the set of tree-decomposable Laman graphs as the set $\mathcal{L}$ generated from the triangle graph $K_{3}$ by the operation called amalgamation. We propose a similar characterization based on an operation called merging, which we define as follows. Refer to Figure 7.3.

## Definition 7.1.2

Let $A=\left(V_{A}, E_{A}\right), B=\left(V_{B}, E_{B}\right), C=\left(V_{C}, E_{C}\right)$ be three graphs with $a_{1}, b_{1} \in V_{A}, c_{1}, a_{2} \in V_{B}$ and $b_{2}, c_{2} \in V_{C}$. The graph $D=\left(V_{D}, E_{D}\right)$ is called the merging of graphs $A, B$ and $C$ if $V_{D}=V_{A} \cup V_{B} \cup V_{C}$ and $E_{D}=E_{A} \cup E_{B} \cup E_{C}$ after the identification of vertices $a_{1}=a_{2}=a$, $b_{1}=b_{2}=b$ and $c_{1}=c_{2}=c$.

Graphs $A, B, C$ are called the clusters of the merging, and the identified vertices $a, b, c$, the merging vertices. The set of the three merging vertices of a merging is called the merging triple.

We define the set $\mathcal{T}$ as the set defined constructively by the following rules:

## Definition 7.1.3



Figure 7.3: Merging of graphs $A, B, C$ giving rise to graph $D$, with hinges $a, b, c$.

Consider the set of graphs $\mathcal{T}$ such that

1. The triangle graph $K_{3}$ belongs to $\mathcal{T}$.
2. Let $A, B, C \in \mathcal{T} \cup \mathcal{E}$. Then, the graph $D$ resulting from the merging of graphs $A, B, C$ is also in $\mathcal{T}$.

We will refer to a merging operation in $\mathcal{T}$ as a generation step or merging step. A sequence of generation steps leading to a graph in $\mathcal{T}$ shall be called generation sequence. Each generation step in a generation sequence has a different merging triple, which unequivocally identifies the step.

A generation sequence can be abstracted as a rewriting system, [64, 65], where objects are graphs and the generation steps are the rewriting rules. In this context, we will denote the application of a generation step merging clusters $G, G_{1}, G_{2}$ to the graph G as $G \rightarrow_{\left(G, G_{1}, G_{2}\right)} G^{*}$. If the hinges of the generation step are $(u, v, w)$ we will also denote the application of the generation step as $G \rightarrow_{(u, v, w)} G^{*}$. The application of a generation sequence to $K_{3}$ leading to $G$ shall be denoted by $K_{3} \rightarrow_{*} G$. In order to distinguish between different generation sequences, we will use a supra index.

We prove now that $\mathcal{T}$ characterizes the set of tree-decomposable Laman graphs.

## Theorem 7.1.1

Let $\mathcal{T}$ be the set of graphs defined in Definition 7.1.3, and $T L$ the set of tree-decomposable Laman graphs. Then, $\mathcal{T}=T L$.

## Proof

We prove first that any graph in $\mathcal{T}$ is Laman and tree-decomposable. We prove it by induction on the order of the graph.

Induction basis: Consider the first element in $\mathcal{T}, K_{3}$, with order $3 . K_{3}$ is trivially Laman and tree-decomposable.

Induction hypothesis: every graph in $\mathcal{T}$ with order less than $n$ is Laman and treedecomposable.

Consider $G \in \mathcal{T}$, with order $n$. We prove that $G$ is Laman and tree-decomposable. Assume that $G$ is the graph resulting from the merging of graphs $A=\left(V_{A}, E_{A}\right), B=$ $\left(V_{B}, E_{B}\right)$ and $C=\left(V_{C}, E_{C}\right)$, all of them in $\mathcal{T}$. The order of graphs $A, B, C$ is less than $n$, and, by induction hypothesis, $A, B, C$ are Laman. Thus, the following relations hold:

$$
\left|E_{A}\right|=2\left|V_{A}\right|-3,\left|E_{B}\right|=2\left|V_{B}\right|-3,\left|E_{C}\right|=2\left|V_{C}\right|-3
$$

That is

$$
\left|E_{A}\right|+\left|E_{B}\right|+\left|E_{C}\right|=2\left(\left|V_{A}\right|+\left|V_{B}\right|+\left|V_{C}\right|\right)-9
$$

But $\left|E_{G}\right|=\left|E_{A}\right|+\left|E_{B}\right|+\left|E_{C}\right|$ and $\left|V_{G}\right|=\left|V_{A}\right|+\left|V_{B}\right|+\left|V_{C}\right|-3$, which yields $\left|E_{G}\right|=2\left|V_{G}\right|-3$, and therefore $G$ is Laman.

The same rational applies to prove the subgraph condition.
We prove now that $G$ is tree-decomposable. By induction hypothesis, $A, B, C$ are treedecomposable. Since $G \in \mathcal{T}$ is the merging of graphs $A, B, C$, there exist $a, b, c \in V_{G}$ such that $V_{A} \cap V_{B}=\{a\}, V_{A} \cap V_{C}=\{b\}, V_{B} \cap V_{C}=\{c\}$. Then $A, B, C$ define a treedecomposition of graph $G$. The fact that $A, B, C$ are tree-decomposable completes the proof.

We prove now that any tree-decomposable Laman graph $G$ is a graph in $\mathcal{T}$. Let $T_{G}$ be a tree-decomposition of $G$. The bottom-up merging of nodes in $T_{G}$ is a generation sequence for $G$. Therefore $G \in \mathcal{T}$.

We call the corresponding generation step of a tree-decomposition step $T_{G}$ to the merging step having as merging triple the hinges of $T_{G}$. Analogously, we call the corresponding tree-decomposition step of a generation step $S_{G}$ to the tree-decomposition step having as hinges the merging triple of $S_{G}$. Notice that, in this way, a generation sequence leading to a tree-decomposable Laman graph $G$ is the inverse process of a tree-decomposition beginning at $G$.

Generating a graph $G$ by means of a generation sequence assures the tree-decomposition of $G$ by the tree-decomposition with the corresponding steps of the merging steps. In fact, we can establish a one-to-one correspondence between the set of generation sequences
leading to $G$ and the tree-decompositions of $G$. We call the corresponding generation sequence of a tree-decomposition $T_{G}$ to the generation sequence related by this bijection to $T_{G}$. Analogously, we call the corresponding tree-decomposition of a generation sequence $S_{G}$ to the tree-decomposition related by this bijection to $S_{G}$. The existence of the above mentioned bijection proves the fact that the generation of graphs by means of a generating sequences is equivalent to tree-decomposability, but in bottom-up direction.

## Theorem 7.1.2

The generation sequence leading to a tree-decomposable Laman graph is canonical.

## Proof

In [64], Joan-Arinyo and Soto proved that tree-decompositions are canonical, that is, the same tree-decomposition steps appear in each one of the different tree-decompositions of a graph. Consider a graph $G$ and a generation sequence $S_{G}$ leading to it. Consider the corresponding tree-decomposition of $S_{G}, T_{G}$. $T_{G}$ is canonical, and thus equivalent to other tree-decompositions of $G$, as $T_{G}^{\prime}$. The corresponding generation sequence of $T_{G}^{\prime}, S_{G}^{\prime}$, is also a generation sequence leading to $G$, and the merging steps are the same as in $S_{G}$. Then, the generation sequence is also canonical.

A consequence of Theorem 7.1.2 is that the set of merging triples of different generation sequences of a given graph is unique. Another consequence of this theorem is that the set of hinge triples and the set of merging triples of a graph is exactly the same. Moreover, hinges and merging vertices are two different names for the same concept. Then, we will identify from now on hinges and merging vertices.

### 7.1.3 Inclusion relations

The aim of this section is to establish the relation between $H_{I}$ and $H_{I I}$ families of graphs and the set of tree-decomposable Laman graphs, characterized by $\mathcal{T}$. In particular, we will prove that $H_{I} \subset \mathcal{T} \subset H_{I I}$. Each inclusion will be proved separately. The first one, $H_{I} \subset \mathcal{T}$ is a straightforward verification derived from the definition of the set $\mathcal{T}$.

## Theorem 7.1.3

Let $H_{I}$ be the set of graphs defined by a Henneberg sequence including only Henneberg I steps. Let $\mathcal{T}$ be the set defined in Definition 7.1.3. Then, $H_{I} \subset \mathcal{T}$.

## Proof

The application of a HS1 to a graph $G$ is equivalent to the merging of graph $G$ with two edge graphs in $\mathcal{E}$, see Figure 7.1. The fact that $H_{I}$ and $\mathcal{T}$ are different is proven by giving a counterexample. Graph in Figure 7.4a is tree-decomposable and thus belongs to $\mathcal{T}$. But it cannot be constructed with a sequence of HS1 steps because it does not include vertices of degree smaller than three. Otherwise, according to the definition of HS1, the graph would


Figure 7.4: Counterexamples. a) Tree-decomposable Laman graph which cannot be constructed using only HS1. b) Non tree-decomposable Laman $H_{I I}$ graph.
have degree 2 vertices.
For the inclusion $\mathcal{T} \subset H_{I I}$ we need first a previous result on Henneberg graphs. The proof can be seen for example in [34].

## Lemma 7.1.4

Let $G=(V, E)$ be a Laman graph. For any pair of vertices $\{u, v\} \subset V$, there is always a Henneberg sequence such that builds $G$ from the graph $G_{(u, v)} \in \mathcal{E}$.

We can now prove the second inclusion.

## Theorem 7.1.5

Let $H_{I I}$ be the set of graphs defined by a Henneberg sequence including Henneberg steps of type I and II. Let $\mathcal{T}$ be the set defined in Definition 7.1.3. Then, $\mathcal{T} \subset H_{I I}$.

## Proof

We prove first that every graph in $\mathcal{T}$ belongs to $H_{I I}$. The inclusion is proven by induction on the order of the graph.

Induction base: Consider the first element in $\mathcal{T}, K_{3}$, with order $3 . K_{3}$ is in $H_{I I}$ by definition.

Induction hypothesis: Assume that every graph in $\mathcal{T}$ with order $d$, with $3 \leq d \leq n$, belongs to $H_{I I}$.

We prove now that the merging of three arbitrary graphs in $\mathcal{T} \cup \mathcal{E}$ also belongs to $H_{I I}$. Let $A=\left(V_{A}, E_{A}\right), B=\left(V_{B}, E_{B}\right), C=\left(V_{C}, E_{C}\right)$ be three graphs with $a_{1}, b_{1} \in V_{A}$, $c_{1}, a_{2} \in V_{B}$ and $b_{2}, c_{2} \in V_{C}$. Consider the merging of $A, B, C$ by identifying $a_{1}=a_{2}=a$, $b_{1}=b_{2}=b$ and $c_{1}=c_{2}=c$. Each graph $A, B, C$ in $\mathcal{T} \cup \mathcal{E}$ either is an edge graph or, by Lemma 7.1.4, has a Henneberg sequence starting from an edge graph of any pair of its elements.

In particular, for each graph $A, B, C$ we can find a Henneberg sequence starting from


Figure 7.5: Henneberg sequence leading to the Laman graph in Figure 7.4b which is not tree-decomposable, represented from left to right and from top to bottom.
the two hinges included in it, and denote them respectively $G_{\left(a_{1}, b_{1}\right)} \Rightarrow_{*}^{A} A, G_{\left(a_{2}, c_{1}\right)} \Rightarrow_{*}^{B}$ $B, G_{\left(b_{2}, c_{2}\right)} \Rightarrow_{*}^{C} C$. If $A, B$ or $C$ are in $\mathcal{E}$, the corresponding sequence will be just the edge graph. Now change the name of elements $a_{1}, a_{2}$ to $a, b_{1}, b_{2}$ to $b$ and $c_{1}, c_{2}$ to $c$ in $A, B, C$ and the Henneberg sequences leading to them.

Consider now the triangle graph $K_{3}$ with vertices $a, b, c$. The Henneberg sequence resulting after applying Henneberg sequences $\Rightarrow{ }_{*}^{A}, \Rightarrow{ }_{*}^{B}, \Rightarrow{ }_{*}^{C}$ to each one of the edges of $K_{3}$ leads to the merging of graphs $A, B, C$ by identifying $a_{1}=a_{2}=a, b_{1}=b_{2}=b$ and $c_{1}=c_{2}=c$.

Next we show that $\mathcal{T} \neq H_{I I}$. The fact that both sets are different is again proven by giving a counterexample: graph in Figure 7.4b is Laman, as can be seen in Figure 7.5, but it is not tree-decomposable, because there is no triple of vertices decomposing the graph in three subgraphs sharing pairwise just one vertex.

### 7.2 Preserving tree-decomposability in Henneberg steps

It is well known, and it has been also proved in Section 7.1, that not all Laman graphs are tree-decomposable. For that reason, when building a Laman graph as a Henneberg sequence, the resulting graph may or may not be tree-decomposable. The traditional way to figure out whether a Laman graph is tree-decomposable is to proceed to a decomposition and then check if it has succeeded. We devote this section to establish the conditions under which a Henneberg sequence results in a tree-decomposable Laman graph. We will analyze tree-decomposability preservation for each kind of Henneberg step.

### 7.2.1 Henneberg I steps and tree-decomposition

Proving tree-decomposability preservation of Henneberg I steps is straightforward, and can be seen as a Corollary of Theorem 7.1.3.

## Corollary 7.2.6

Let $G$ and $G^{*}$ be two Laman graphs such that $G \Rightarrow_{1} G^{*}$. Then $G^{*}$ is tree-decomposable if and only if $G$ is tree-decomposable.

## Proof

For the if part, consider that $G$ is tree-decomposable. Then, there exists a generation sequence $S$ from $K_{3}$ to $G$. As seen in Theorem 7.1.3, the application of a HS1 to a graph $G$ is equivalent to the merging of graph $G$ with two edges in $\mathcal{E}$. Then, we can define a generation sequence from $K_{3}$ to $G^{*}$ by adding to $S$ a last generation step related to the application of the HS1.

For the only if part, assume that $G=(V, E)$ and $G^{*}=\left(V^{*}, E^{*}\right)$ is tree-decomposable. Since $G \Rightarrow_{1} G^{*}$, there exist two vertices $v_{1}, v_{2} \in V$ and a vertex $v \in V^{*}$ such that $V^{*}=V \cup\{v\}$ and $E^{*}=E \cup\left\{\left(v_{1}, v\right),\left(v_{2}, v\right)\right\}$. Consider the tree-decomposition step with hinges $v, v_{1}, v_{2}$ which decomposes $G^{*}$ in threee subgraphs: $G, G_{\left(v_{1}, v\right)}$ and $G_{\left(v_{2}, v\right)}$. Since $G^{*}$ is tree-decomposable, the subgraphs are tree-decomposable and in particular $G$ is tree-decomposable.

### 7.2.2 Henneberg II steps and tree-decomposition

Proving tree-decomposability preservation of Henneberg II steps is not trivial. Before addressing it, we present some basic features of the tree-decomposition process of treedecomposable graphs. The first result states that every vertex in a tree-decomposable graph is a hinge at least in one tree-decomposition step.

## Lemma 7.2.7

Let $G=(V, E)$ be a tree-decomposable Laman graph. Then every vertex $v \in V$ is hinge in at least one tree-decomposition step. Moreover, for each edge $e=\left(v_{1}, v_{2}\right)$ in $E$, there exists at least one tree-decomposition step including vertices $v_{1}, v_{2}$ as hinges.

## Proof

In [106], Vila showed that to each edge $e=\left(v_{1}, v_{2}\right)$ in $G$ corresponds a leaf $\left\{v_{1}, v_{2}\right\}$ on the tree-decomposition of $G$, which means that every edge is a cluster in at least one treedecomposition step. In the tree-decomposition step where $e$ is one of the clusters, vertices $v_{1}, v_{2}$ are hinges. Besides, as there are no degree 0 vertices in a tree-decomposable Laman graph, every vertex $v$ has at least one incident edge.

Now we state and prove a Lemma concerning the nature of a cluster in which a hinge has degree 1 .

## Lemma 7.2.8

Let $G=(V, E)$ be a tree-decomposable Laman graph made of the merging of clusters $G_{1}, G_{2}, G_{3}$ by means of hinges $u, v, w$, with $G_{1}=\left(V_{1}, E_{1}\right)$ and $v \in V_{1}$. If $v$ has degree 1 in $G_{1}$, then $G_{1} \in \mathcal{E}$.

## Proof

Consider cluster $G_{1}$, vertex $v \in V_{1}$ and the degree of $v$ in $G_{1}$ is 1 . Then, $G_{1}$ can not be Laman. By definition, cluster $G_{1} \in \mathcal{T} \cup \mathcal{E}$. Since $G_{1} \notin \mathcal{T}$, then it must be $G_{1} \in \mathcal{E}$.

Finally we need to define the concept of maximal rigid subgraph of an under constrained graph, since it will be used later on.

## Definition 7.2.1

Let $G$ be a tree-decomposable under-constrained graph. Consider a tree-decomposable Laman subgraph $R$ of $G$. $R$ is a maximal tree-decomposable Laman subgraph of $G$ if there exists no other tree-decomposable Laman subgraph $M$ such that $R \subset M \subset G$. The maximal tree-decomposable Laman subgraph of a Laman graph $G$ is $G$ itself.

Notice that a maximal rigid subgraph in an under constrained graph does not need to be unique.

Now we will prove two different theorems stating the conditions for the tree-decomposability preservation of Henneberg II steps. The first result explains why some constructions give rise to non tree-decomposable graphs, while the second one gives a framework for the development of an efficient and correct algorithm to build tree-decomposable Laman graphs. The first theorem is illustrated in Figure 7.6.

## Theorem 7.2.9

Let $G=(V, E)$ be a tree-decomposable Laman graph and $G^{*}$ the graph such that $G \Rightarrow_{2} G^{*}$, where the applied Henneberg II step involves edge $e=\left(v_{1}, v_{2}\right) \in E$ and vertex $v_{3} \in V$. Then, $G^{*}$ is tree-decomposable if, and only if, there exists a generation step of a generation sequence of $G$ merging clusters $G_{1}, G_{2}, G_{3}$ such that $G_{1} \in \mathcal{E}, e \in E\left(G_{1}\right), v_{1}, v_{2}$ are hinges of $S$ and $v_{3}$ is in $G_{2}$, in $G_{3}$ or in both of them.

## Proof

Let $v$ denote the new vertex involved in the Henneberg II step. We first prove the case in which $v_{3}$ is in just one of the clusters $G_{2}$ or $G_{3}$. Without loss of generality, we assume that $v_{3} \in G_{2}$, that is, the situation is the one depicted in Figure 7.6a. At the end of the proof we will consider the case where $v_{3}$ is in both clusters, depicted in Figure 7.6c.

For the if part, assume that there exists a generation sequence fulfilling the requirements


Figure 7.6: Necessary tree-decomposition step for the preservation of the tree-decomposability in Henneberg II steps, Theorem 7.2.9.
of the statement of the theorem, that is, $K_{3} \rightarrow_{*}^{i} G_{i} \rightarrow_{*}^{1} G$, where $G_{i}$ is the merging of clusters $G_{1}, G_{2}, G_{3}$ such that $G_{1} \in \mathcal{E}, e \in E\left(G_{1}\right)$ and $v_{1}, v_{2}$ are hinges. Then, if $G_{i-1}$ is such that $K_{3} \rightarrow_{*}^{i-1} G_{i-1} \rightarrow_{\left(G_{1}, G_{2}, G_{3}\right)} G_{i} \rightarrow_{*}^{1} G, G_{i-1}$ must be one of the clusters $G_{1}, G_{2}$ or $G_{3}$. If $G_{i-1} \neq G_{2}$, consider a generation sequence of $G_{2}, K_{3} \rightarrow_{*}^{0} G_{2}$. Then, $K_{3} \rightarrow_{*}^{0} G_{2} \rightarrow_{\left(G_{1}, G_{2}, G_{3}\right)} G_{i} \rightarrow_{*}^{1} G$ is a generation sequence of $G$.

Now, by hypothesis, $v_{3} \in G_{2}$, and either $v_{1}$ or $v_{2}$ is also in $G_{2}$. Assume $v_{1} \in G_{2}$, and define $A=G_{\left(v_{1}, v\right)} \in \mathcal{E}$ and $B=G_{\left(v_{3}, v\right)} \in \mathcal{E}$. The merging of graphs $G_{2}, A$ and $B$, denoted $G_{2} \rightarrow{ }_{\left(G_{2}, A, B\right)} G_{2}^{*}$, gives rise to graph $G_{2}^{*}$ depicted in Figure 7.7a. Now define $C=G_{\left(v_{2}, v\right)} \in \mathcal{E}$. The merging of graphs $G_{2}^{*}, G_{3}$ and $C$, denoted $G_{2}^{*} \rightarrow{ }_{\left(G_{2}^{*}, G_{3}, C\right)} G_{2}^{* *}$, gives rise to graph $G_{2}^{* *}$ depicted in Figure 7.7b. Then,

$$
K_{3} \rightarrow_{*}^{0} G_{2} \rightarrow_{\left(G_{2}, A, B\right)} G_{2}^{*} \rightarrow_{\left(G_{2}^{*}, G_{3}, C\right)} G_{2}^{* *} \rightarrow_{*}^{1} G^{*}
$$

is a generation sequence of $G$
For the only if part, assume that $G^{*}$ is a tree-decomposable Laman graph, $K_{3} \rightarrow_{*} G^{*}$. Since $v \in V(G)$, there exists a graph $G_{i}$ in the generation sequence in which $v$ appears for the first time. If $\operatorname{deg}(v)>2$ in $G_{i}$, consider the tree-decomposition of the cluster in which $v$ has greater degree. Applying the same rule, and considering that $\operatorname{deg}(v)$ in $G^{*}$ is 3 , we finally identify a generation sequence

$$
K_{3} \rightarrow_{*}^{0} G_{j}^{*} \rightarrow_{*}^{1} G_{k}^{*} \rightarrow_{*}^{2} G^{*}
$$

where $G_{j}^{*}$ is the first graph including $v, \operatorname{deg}(v)$ in $G_{j}^{*}$ is $2, G_{k}^{*}$ is the first graph in which $\operatorname{deg}(v)=3$, and the hinges in $\rightarrow_{*}^{2}$ do not include $v$.

The graph $G_{k}^{*}$ is the merging of three clusters, say $G_{1}^{k}, G_{2}^{k}, G_{3}^{k}$, and is the first in which $\operatorname{deg}(v)=3$. Then, $v$ is hinge of that merging step, and therefore the only vertex in the


Figure 7.7: Illustration of Theorem 7.2.9. a) Graph $G_{2}^{*}$ resulting after the merging of graph $G_{2}$ with two edge graphs. b) Graph $G_{2}^{* *}$ resulting after the merging of graph $G_{2}^{*}$ with an edge graph and $G_{3}$.
intersection of two clusters. Consider $G_{1}^{k} \cap G_{2}^{k}=\{v\}$. Since $\operatorname{deg}(v)=3$ in $G_{k}^{*}$, in one of the two clusters $\operatorname{deg}(v)=1$, say $G_{1}^{k}$. By Lemma $7.2 .8, G_{1}^{k} \in \mathcal{E}$. Since $v$ is joined to vertices $v_{1}, v_{2}, v_{3}$, one of them must be in $G_{1}^{k}$, being also hinge of $S$, and the other two are in $G_{2}^{k}$, as $v$. The schematic representation of this step is shown in Figure 7.8. We consider two cases, the one in which $v_{3} \in G_{1}^{k}$, and the one in which $v_{3} \in G_{2}^{k}$.

First consider the case in which $v_{3} \in G_{1}^{k}$. Then, $v_{1}, v_{2} \in G_{2}^{k}$, as shown in Figure 7.8a. Take $G$ and perform the tree-decomposition steps corresponding to the generation sequence $\rightarrow_{*}^{2}$, which can be done because they do not contain $v$ as hinge and all the other vertices are included in $G$. The resulting graph is depicted in Figure 7.9a, and can not be Laman. This is a contradiction and the case can not actually occur.

Now consider the case in which $v_{3} \in G_{2}^{k}$. Then, $v_{1}, v_{2}$ are in different clusters. Take $G$ and perform the tree-decomposition steps corresponding to the generation sequence $\rightarrow_{*}^{2}$. The resulting graph, $G_{k}$, is depicted in Figure 7.9 b and fulfills the requirements in the statement of the theorem. Cluster $G_{2}$ is such that the application of a HS1 results in $G_{2}^{k}$, and by Corollary 7.2.6 it is tree-decomposable. Then, there exists a generation sequence $K_{3} \rightarrow_{*}^{1} G_{2}$. The generation sequence $K_{3} \rightarrow_{*}^{1} G_{2} \rightarrow_{\left(v_{1}, v_{2}, u_{3}\right)} G_{k} \rightarrow_{*}^{2} G$ fulfills then the theorem.

For the case where $v_{3}$ is in clusters $G_{2}$ and $G_{3}$, as illustrated in Figure 7.6c, the proof can be done exactly in the same way. As proven above, in the only if part of the proof $v_{3}$ can not be in cluster $G_{1}^{k}$. This observation completes the proof.

Theorem 7.2.9 establishes the conditions under which a Henneberg II step preserves tree-decomposability. However, to verify whether these conditions hold cannot be made


Figure 7.8: Illustration of Theorem 7.2.9. a) Case in which $v_{1}, v_{2}$ are in the same cluster. b) Case in which $v_{1}, v_{2}$ are in different clusters.


Figure 7.9: Illustration of Theorem 7.2.9. a) A graph $G$ which does not fulfill Laman condition. b) Tree-decomposable Laman graph $G$.
efficiently because in the worst case it entails to check all possible generation steps.
We present now a new theorem which provides the tools for an efficient algorithm for checking the tree-decomposability. The proof is based on the previous result.

## Theorem 7.2.10

Let $G=(V, E)$ be a tree-decomposable Laman graph. Let $G^{*}$ be the graph such that $G \Rightarrow_{2}$ $G^{*}$, and edge $e=\left(v_{1}, v_{2}\right) \in E$ and vertex $v_{3} \in V$ be the edge and vertices involved in the HS2. Then, $G^{*}$ is tree-decomposable if and only if, either

- $\left(v_{1}, v_{2}, v_{3}\right)$ is a merging triple of $G$ or,
- when removing edge e from $E$, there exists one maximal tree-decomposable Laman subgraph $R=\left(V_{R}, E_{R}\right)$ of $G$ such that either $\left\{v_{3}, v_{1}, u\right\} \subseteq V_{R}$ or $\left\{v_{3}, v_{2}, u\right\} \subseteq V_{R}$, and $u$ is such that $\left(u, v_{1}, v_{2}\right)$ is a hinge triple of $G$.


## Proof

For the only if part, consider that $G^{*}$ is tree-decomposable. By Theorem 7.2.9, there exists a generation sequence of $G$ such that, for some generation step $S$ merging clusters $G_{1}, G_{2}, G_{3}$, edge $e$ is the only edge in cluster $G_{1}, v_{1}$ and $v_{2}$ are merging vertices of $S$ and $v_{3}$ belongs either to $G_{2}$, to $G_{3}$ or to both.

In the case that $v_{3}$ belongs to both clusters $G_{2}$ and $G_{3}$, the situation is the one depicted in Figure 7.6 c and there exists obviously a triple of hinges $v_{1}, v_{2}, v_{3}$.

We consider now the cases in which $v_{3}$ belongs only to one cluster. We call $u$ the third hinge of the tree-decomposition step including $v_{1}, v_{2}$ as merging vertices. Assume without loss of generality that $v_{3} \in V\left(G_{2}\right)$, see Figure 7.6a. When removing edge $e$ from $E$ to apply the HS2 and transform $G$ in $G^{*}$, cluster $G_{2}$ does not change, since $e \notin E\left(G_{2}\right)$. Then, $G_{2}$ will be contained in a maximal Laman subgraph $R$. Thus, $v_{1}, v_{3}, u \in V\left(G_{2}\right) \subseteq V_{R}$, proving the first part of the theorem.

For the if part, consider first the case in which $\left(v_{1}, v_{2}, v_{3}\right)$ is a merging triple of $G$. Then, there exists a generation sequence $K_{3} \rightarrow_{*}^{0} G_{k} \rightarrow_{\left(v_{1}, v_{2}, v_{3}\right)} G_{k+1} \rightarrow_{*}^{1} G$, where $G_{1}$ is the name of the cluster in generation step $\rightarrow_{\left(v_{1}, v_{2}, v_{3}\right)}$ such that $v_{1}, v_{2} \in G_{1}$. Since edge $\left(v_{1}, v_{2}\right) \in E$, every step in $G_{1}$ is either independent or directly dependent on the generation step $\rightarrow_{\left(v_{1}, v_{2}, v_{3}\right)}$. Then, every step in $G_{1}$ can be performed before the generation step $\rightarrow_{\left(v_{1}, v_{2}, v_{3}\right)}$. There exists then a generation sequence $K_{3} \rightarrow_{*}^{2} G_{j} \rightarrow_{\left(v_{1}, v_{2}, v_{3}\right)} G_{j+1} \rightarrow_{*}^{3} G$, where the cluster including vertices $v_{1}, v_{2}$ is $G_{\left(v_{1}, v_{2}\right)}$.

Call $G_{2}$ to the cluster in the generation step $\rightarrow_{\left(v_{1}, v_{2}, v_{3}\right)}$ including vertices $v_{1}, v_{3}$, and $G_{3}$ to the cluster including vertices $v_{2}, v_{3}$, which are Laman and tree-decomposable. Call $A=G_{\left(v, v_{1}\right)} \in \mathcal{E}$ and $B=G_{\left(v, v_{3}\right)} \in \mathcal{E}$. Consider the graph $G_{2}^{*}$ resulting after the merging of clusters $G_{2}, A$ and $B$, shown in Figure 7.10a. Call now $C=G_{\left(v, v_{2}\right)} \in \mathcal{E}$, and $G_{2}^{* *}$ the


Figure 7.10: Illustration of Theorem 7.2.10. a) Graph resulting after the merging of $G_{2}$ with two edge graphs. b) Tree-decomposition step of a graph after the application of a HS2 involving elements $v_{1}, v_{2}, v_{3}$. c) Construction of $G$ by applying a HS1 adding vertex $v_{2}$.
graph resulting after the merging of clusters $G_{2}^{*}, G_{3}$ and $C$, shown in Figure 7.10b. Then, $K_{3} \rightarrow_{*} G_{2} \rightarrow_{\left(G_{2}, A, B\right)} G_{2}^{*} \rightarrow_{\left(G_{2}^{*}, G_{3}, C\right)} G_{2}^{* *} \rightarrow_{*}^{1} G^{*}$ is a generation sequence of $G^{*}$.

Consider now the case in which $\left(v_{1}, v_{2}, v_{3}\right)$ is not a merging triple of $G$ and that, when removing edge $e$ from $E$, there exists a maximal tree-decomposable Laman subgraph $R$ like the one described in the statement of this theorem. Consider without loss of generality that $v_{1} \in R$. Since $\left(u, v_{1}, v_{2}\right)$ is a merging triple of $G$, there exists a generation sequence of $G$ with $K_{3} \rightarrow_{*}^{0} G_{k} \rightarrow_{\left(v_{1}, v_{2}, u\right)} G_{k+1} \rightarrow_{*}^{1} G$, where $G_{k+1}$ is the merging of three clusters. Call $G_{2}^{k}$ the cluster including vertices $u, v_{2}$.

Since $R$ is a tree-decomposable Laman graph, there exists a generation sequence $K_{3} \rightarrow_{*}^{r}$ $R$. Define the graph $A=G_{\left(v_{1}, v_{2}\right)} \in \mathcal{E}$, and consider the merging of graphs $R, G_{2}^{k}$ and $A$. The resulting graph $G_{j}$ is shown in Figure 7.10c. Since $G_{j}$ is a tree-decomposable Laman subgraph of $G$, there exists a generation sequence such that $G_{j} \rightarrow_{*}^{j} G$. Then $K_{3} \rightarrow_{*}^{r} R \rightarrow_{\left(G_{2}^{k}, A, R\right)} G_{j} \rightarrow_{*}^{j} G$ is a generation sequence of $G$ fulfilling the requirements in Theorem 7.2.9, and thus $G^{*}$ is tree-decomposable.

Theorem 7.2.10 provides a condition which leads to a more efficient way to generate tree-decomposable Laman graphs, as it removes the necessity of checking all possible treedecompositions in the worst case.

With this result, we can easily prove that for every edge $e$ removed in a HS2, it exists at least one vertex for which the application of this HS2 results in a tree-decomposable graph. That means that there are tree-decomposable graphs of any order. We will explain this point in depth in Section 7.3.

## Corollary 7.2.11

Let $G=(V, E)$ be a tree-decomposable Laman graph, and $e=\left(v_{1}, v_{2}\right) \in E$. Then, there exists always a vertex $v_{3} \in V$ such that the application of a Henneberg II step to $G$ involving $e$ and $v_{3}$ leads to a tree-decomposable Laman graph.

## Proof

Given edge $e$ defined upon vertices $v_{1}$ and $v_{2}$, by Lemma 7.2.7, there exists at least one generation step with hinges $v_{1}$ and $v_{2}$. This generation step must include also a third hinge, $u$. To consider $v_{3}=u$ proves the corollary.

Clearly, a Henneberg sequence beginning at $K_{3}$ such that all its Henneberg steps preserve tree-decomposability leads to a tree-decomposable Laman graph.

### 7.3 An algorithm to generate tree-decomposable graphs

We present in this section an algorithm based on h-graphs to generate tree-decomposable graphs of a given order by means of Henneberg sequences. We assure tree-decomposability by applying the results proven in Section 7.2. We also show that the presented algorithm is correct.

The general idea of the algorithm is to consider as a base the triangle graph $G=K_{3}$ and the associated h-graph $\mathcal{H}(G)$, defined in Chapter 3, and then to apply an arbitrary Henneberg sequence, assuring tree-decomposability and conveniently updating the associated h-graph. The h-graph will help in the efficient computation of a vertex assuring the tree-decomposability of the resulting graph.

Before presenting the proposed algorithm we address some issues about h -graphs. In particular, we shall show how to construct h-graphs from the Henneberg sequence of a graph, and how to compute the set of maximal tree-decomposable Laman subgraphs included in an under constrained tree-decomposable graph.

### 7.3.1 Henneberg constructions and h-graphs

Given a tree-decomposable Laman graph $G$ and the associated h-graph $\mathcal{H}(G)$, the application of different Henneberg steps to $G$ will lead to changes in the structure of $G$. In this section we analyze how the h-graph $\mathcal{H}(G)$ changes when applying a Henneberg step construction to $G$. We distinguish two cases depending on whether the applied Henneberg step is HS1 or HS2.


Figure 7.11: Application of a HS1. a) Resulting graph $G^{*}$ after adding vertex $k$ and edges $(b, k),(k, j)$ to the graph in Figure 3.3a. b) h-graph $\mathcal{H}\left(G^{*}\right)$ associated to $G^{*}$.

## Adding a Henneberg I step

Consider the tree-decomposable Laman graph $G$ and its associated h-graph $\mathcal{H}(G)$. Consider the tree-decomposable graph $G^{*}$ such that $G \rightarrow_{H 1} G^{*}$, where the added vertex is $v$ and is joined by means of edges $\left(v_{1}, v\right)$ and $\left(v_{2}, v\right)$ to vertices $v_{1}, v_{2}$, see Figure 7.1.

In order to define the h-graph $\mathcal{H}\left(G^{*}\right)$ associated to $G^{*}$ it suffices to add to $\mathcal{H}(G)$ the node $V=\left(v_{1}, v_{2}, v\right)$ and its corresponding dependences. We will explain now how to compute the vertices to which vertex $V$ will be joined.

By the application of the HS1, $G^{*}=\left(V^{*}, E^{*}\right)$ contains edges $\left(v_{1}, v\right)$ and $\left(v_{2}, v\right)$, see Figure 7.1. If $E^{*}$ contains also the edge ( $v_{1}, v_{2}$ ), by Lemma 7.2.7, there exists in $\mathcal{H}(G)$ at least one node including $v_{1}$ and $v_{2}$ as hinges. Then, the node $V$ must be joined with a d-edge with every node in $\mathcal{H}(G)$ including $v_{1}$ and $v_{2}$ as hinges.

If $E^{*}$ does not include the edge $\left(v_{1}, v_{2}\right), V$ is joined with s-edges to the representative vertices of the minimum subgraph spanned by the elements $v_{1}$ and $v_{2}$. The minimum subgraph and its representative vertices are computed as explained in Section 3.5.

Algorithm 12 shows the method to update the h-graph $\mathcal{H}(G)$ associated to a treedecomposable Laman graph $G$ when a HS1 is applied to $G$. To illustrate the idea, Figure 7.11 shows the result of the application of a HS1 step adding vertex $k$ and edges $(b, k)$ and $(j, k)$ to the graph $G$ depicted in Figure 3.3a.

```
Algorithm 12 Add HS1
    Input: \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\), the tree-decomposable Laman graph,
                \(H G=(H V, E D, E S)\), the h-graph associated to the graph G,
                v , the new vertex in G
                v 1 , v2, the vertices to which v is joined
    Output: The modified graph HG
    function Add_HS1()
    \(\mathrm{V}_{0}:=(\mathrm{v} 1, \mathrm{v} 2, \mathrm{v})\)
    \(\mathrm{HV}=\mathrm{HV} \cup\left\{\mathrm{V}_{0}\right\}\)
    if E contains (v1, v2) then
        \(\mathrm{L}:=\) Set of nodes in HV including v1, v2
        for each vertex \(L_{i}\) in \(L\) do
            \(\mathrm{ED}=\mathrm{ED} \cup\left\{\left(\mathrm{L}_{i}, \mathrm{~V}_{0}\right)\right\}\)
        end for
    else
        \(\mathrm{R}:=\) Compute_Strong_Dependences( G, v1, v2 )
        for each node \(\mathrm{R}_{i}\) in R do
            \(\mathrm{ES}=\mathrm{ES} \cup\left\{\left(\mathrm{R}_{i}, \mathrm{~V}_{0}\right)\right\}\)
        end for
    end if
    return (HV, ED, ES )
```


## Adding a Henneberg II step

Consider a tree-decomposable Laman graph $G=(V, E)$ and the associated h-graph $\mathcal{H}(G)$. Let $G^{*}$ be the graph such that $G \rightarrow_{I I} G^{*}$. As seen in Section 7.2 , there is no guarantee that the resulting graph $G^{*}$ is a tree-decomposable Laman graph. However, if $G^{*}$ is a treedecomposable Laman graph, we can define an algorithm based on Theorem 7.2.10 which returns the h-graph associated to it. If $G^{*}$ is not tree-decomposable, the algorithm fails. This algorithm is shown in Algorithms 13 and 14.

```
Algorithm 13 Add nodes
    Input: \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\), the tree-decomposable Laman subgraph,
            \(H G=(H V, E D, E S)\), the h-graph associated to G
            v , the new vertex in G
            v1, v2, v3, the vertices involved in the HS2
    Output: The modified graph HG
    function Add_Nodes()
    \(\mathrm{L}:=\) Vertices in \(\{\mathrm{v} 1, \mathrm{v} 2, \mathrm{v} 3\}\) included also in a node of HV
    if L contains v 1 and L contains v 3 then
        HG \(=\) add_HS1 ( G, HG, v, v1, v3 )
        HG = add_HS1 ( G, HG, v, v2, v3 )
    else if \(L\) contains \(v 2\) and \(L\) contains \(v 3\) then
        HG \(=\) add_HS1 ( G, HG, v, v2, v3 )
        HG = add_HS1 ( G, HG, v, v1, v3 )
    else if L contains v 1 and L contains v 2 then
        \(\mathrm{V}_{1}:=(\mathrm{v} 1, \mathrm{v} 3, \mathrm{v})\)
        \(\mathrm{V}_{2}:=(\mathrm{v} 2, \mathrm{v} 3, \mathrm{v})\)
        \(\mathrm{HV}=\mathrm{HV} \cup\left\{\mathrm{V}_{1}, \mathrm{~V}_{2}\right\}\)
        \(\mathrm{ED}=\mathrm{ED} \cup\left\{\left(\mathrm{V}_{1}, \mathrm{~V}_{2}\right)\right\}\)
        \(\mathrm{L}:=\) Set of Nodes in HV including v1, v2
        for each vertex \(L_{i}\) in L do
            \(\mathrm{ES}=\mathrm{ES} \cup\left\{\left(\mathrm{V}_{1}, \mathrm{~L}_{i}\right)\right\}\)
            \(\mathrm{ES}=\mathrm{ES} \cup\left\{\left(\mathrm{V}_{2}, \mathrm{~L}_{i}\right)\right\}\)
        end for
    end if
    return HG
    endfunction
```

For an example, we consider the application of a HS2 step to the graph $G$ depicted in Figure 3.3a. Edge $(a, h)$ is removed and the vertex $k$ and the edges $(a, k),(k, h)$ and $(k, g)$ are added. The elements involved, following the notation in this section are $v_{1}=a, v_{2}=$

```
Algorithm 14 Add HS2
    Input: \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\), the tree-decomposable Laman subgraph,
            \(\mathrm{HG}=(\mathrm{HV}, \mathrm{ED}, \mathrm{ES})\), the h-graph associated to G
            v , the new vertex in G
            v1, v2, v3, the vertices involved in the HS2
    Output: The modified graph HG
    function Add_HS2()
    \(\mathrm{V}_{0}:=\) Node in HV including hinges v1, v2, v3
    Remove Not Existing Nodes from HG ( v1, v2, v3 )
    \(\mathrm{L}:=\) Set of Maximal Complete Subgraphs included in HG
    if \(\mathrm{V}_{0}!=\) NULL then
        HS := Subgraph in L including two of the vertices v1, v2, v3
        S := Tree-decomposable Laman graph associated to HS
        HS = add_Nodes (S, HS, v, v1, v2, v3 )
        \(\mathrm{HG}=\) Add to HS the rest of subgraphs in L
    else
        HS := Subgraph in L including v1 or v2, v3 and u, where ( v1, v2, u ) in HV
        S := Tree-decomposable Laman graph associated to HS
        if HS != NULL then
            Rename the vertex included in HS as v1
            Rename the vertex not included in HS as v2
            HS \(=\) add_HS1 (S, HS, v, v1, v3 )
            HS \(=\) add_HS1 (S, HS, v2, u, v )
            \(\mathrm{HG}=\) Add to HS the rest of subgraphs in L
        end if
    end if
    return HG
    endfunction
```



Figure 7.12: Application of a HS2. a) h-graphs associated to the remaining maximal treedecomposable Laman subgraphs $M_{1}, M_{2}$. b) Graph $M_{2}^{\prime}$ after the application of the two indicated HS1. c) h-graph associated to $M_{2}^{\prime}, \mathcal{H}\left(M_{2}^{\prime}\right)$.
$h, v_{3}=g$ and $v=k$. The resulting graph $G^{*}$ is shown in Figure 7.13a.
Algorithm 14 checks whether there exists the node $(a, h, g)$, but the answer is negative. Node $(a, h, f)$ including elements $a$ and $h$ is removed, and no other node is removed. The two remaining maximal rigid subgraphs $M_{1}$ and $M_{2}$ are the ones including vertices $\{a, b, c, d, e, f\}$ and $\{f, g, h, i, j\}$ respectively. Their respective associated h-graphs are shown in Figure 7.12a.

The maximal Laman subgraph fulfilling the conditions of Theorem 7.2 .10 is $M_{2}$, as it contains vertices $v_{3}=g, v_{i}=h$ and $u=f$. We rename the vertices according to the notation in this section, leading to $v_{1}=h, v_{2}=a, v_{3}=g$ and $u=f$. Then the algorithm applies to $M_{2}$ two HS1 steps, adding $k$ and $a$. The resulting graph is depicted in Figure 7.12b and the associated h-graph in Figure 7.12c. The merging of this graph with graph $M_{1}$ and $G_{(a, k)}$ gives rise to the desired graph $G^{*}$, depicted in Figure 7.13 together with the associated h-graph.

### 7.3.2 Maximal Laman subgraph in h-graphs

The maximal tree-decomposable Laman subgraph included in a tree-decomposable Laman graph once a set of its edges has been removed played a central role in Theorem 7.2.10, and will be basic in the method we will propose to generate tree-decomposable Laman graphs of a given order.

Consider a tree-decomposable Laman graph $G$ and the graph $G^{\prime}$ resulting after removing from $G$ some of its edges. We present in Algorithm 15 a method which, starting in a fixed node of the h-graph $\mathcal{H}\left(G^{\prime}\right)$ associated to the subgraph $G^{\prime}$, constructs the graph $R$ by adding an adjacent node $v$ to $\mathcal{H}(R)$ only if $\operatorname{dep}_{G}(v) \subseteq \mathcal{H}(R)$, that is, only if the resulting graph


Figure 7.13: Application of a HS2. a) Resulting graph $G^{*}$ after removing edge $(a, h)$ and adding vertex $k$ and edges $(a, k),(g, k),(h, k)$ to the graph in Figure 3.3a. b) h-graph $\mathcal{H}\left(G^{*}\right)$ associated to $G^{*}$.
is complete. $\mathrm{HG}=(\mathrm{HV}, \mathrm{ED}, \mathrm{ES})$ stand for the h-graph of $G, \mathrm{HG}^{\prime}=\left(\mathrm{HV}^{\prime}, \mathrm{ED}^{\prime}, \mathrm{ES}^{\prime}\right)$ stand for the h-graph of $G^{\prime}$ and $\mathrm{SHG}=(\mathrm{SV}, \mathrm{SED}, \mathrm{SES})$ stand for the h-graph of $R$.

With this algorithm we construct a function which finds all the maximal tree-decomposable Laman subgraphs included in an under constrained tree-decomposable graph. When no vertex can be added to the current subgraph $R$ in Algorithm 15, $R$ is stored and another maximal tree-decomposable subgraph is computed.

### 7.3.3 The algorithm

Consider a tree-decomposable Laman graph $G=(V, E)$ and the associated h-graph $\mathcal{H}(G)$. We present in this section a method which allows to construct using Henneberg stepd treedecomposable Laman graphs of any order. According to the results derived in Section 7.2, the application of a HS1 step preserves tree-decomposability, but this is not the case when the Henneberg step applied is a HS2.

Consider the application to $G$ and $\mathcal{H}(G)$ of an arbitrary HS2 step involving edge $e=$ $\left(v_{1}, v_{2}\right) \in E$ and $v_{3} \in V$. In order to assure tree-decomposability of the resulting graph, a first approach could use the particular case in Corollary 7.2.11 to define always as the third vertex $v_{3}$ of the HS2 step involving edge $\left(v_{1}, v_{2}\right)$ an element which is hinge in a triple together with vertices $v_{1}$ and $v_{2}$. Although the method guarantees tree-decomposability of the resulting graph and can be easily implemented, it can not be used to generate graphs in $H_{I I}$ since the resulting graph will be in $H_{I}$. The following result shows it.
Proposition 7.3.12
Let $G=(V, E)$ be a $H_{I}$ graph and $G^{*}$ be the graph such that $G \Rightarrow_{2} G^{*}$, where the HS2 step

```
Algorithm 15 Find Maximal Complete Subgraph
    Input: \(\mathrm{HG}=(\mathrm{HV}, \mathrm{ED}, \mathrm{ES})\), the h-graph of \(G\)
            \(\mathrm{HG}^{\prime}=\left(\mathrm{HV}^{\prime}, \mathrm{ED}^{\prime}, \mathrm{ES}{ }^{\prime}\right)\), the h-graph of \(G^{\prime}\)
            V0, a node in HV included in the subgraph
    Output: \(\mathrm{SHG}=(\mathrm{SV}, \mathrm{SED}, \mathrm{SES})\), a maximal complete subgraph
    function Find_Maximal_Complet_Subgraph()
    SV \(:=\{\mathrm{V} 0\}\)
    SED := \(\emptyset\)
    SES := \(\emptyset\)
    flag = TRUE
    while flag do
        flag \(=\) FALSE
        for all \(V_{i}\) in SV do
            \(\mathrm{E}:=\) Edges in ED' including \(\mathrm{V}_{i}\)
            for all \(\mathrm{E}_{j}\) in E do
            \(\mathrm{V}_{j}:=\) Node in \(\mathrm{E}_{j}\) opposite to \(V_{i}\)
            \(\mathrm{SV}=\mathrm{SV} \cup\left\{\mathrm{V}_{j}\right\}\)
            \(\mathrm{SED}=\mathrm{SED} \cup\left\{\left(\mathrm{V}_{i}, \mathrm{~V}_{j}\right)\right\}\)
            flag \(=\) TRUE
            end for
            \(\mathrm{E}:=\) Edges in ES ' including \(\mathrm{V}_{i}\)
            for all \(\mathrm{E}_{j}\) in E do
            \(\mathrm{V}_{j}:=\) Node in \(\mathrm{E}_{j}\) opposite to \(V_{i}\)
            \(\mathrm{D}:=\) Indirect dependences of \(\mathrm{V}_{j}\) in HG
            if SV contains D then
                    \(\mathrm{SV}=\mathrm{SV} \cup\left\{\mathrm{V}_{j}\right\}\)
                    \(\mathrm{SES}=\operatorname{SES} \cup\left\{\left(\mathrm{V}_{i}, \mathrm{~V}_{j}\right)\right\}\)
                    flag = TRUE
            end if
            end for
        end for
    end while
    return \(\mathrm{SHG}=(\mathrm{SV}, \mathrm{SED}, \mathrm{SES})\)
    endfunction
```

involves edge $e=\left(v_{1}, v_{2}\right)$ and vertex $v_{3} \in V$. If there exists a tree-decomposition step with hinges $v_{1}, v_{2}, v_{3}$, then $G^{*} \in H_{I}$.

Proof
Since $G \in H_{I}$, there exists a Henneberg sequence leading to $G$ in which all the steps are HS1. Then, $K_{3} \Rightarrow_{* 1} G \Rightarrow_{2} G^{*}$. By hypothesis, one of the HS1 steps has as hinges $\left(v_{1}, v_{2}, v_{3}\right)$, which means, without loss of generality, that vertex $v_{1}$ is added joined to vertices $v_{2}$ and $v_{3}$. Therefore there exists a Henneberg sequence $K_{3} \Rightarrow_{* 1}^{1} G_{i} \Rightarrow_{1}^{\left(v_{1}, v_{2}, v_{3}\right)} G_{i+1} \Rightarrow_{* 1}^{2} G \nRightarrow_{2} G^{*}$, where $G_{i}$ is depicted in Figure 7.14 top.

Since all the Henneberg steps in $\Rightarrow_{* 1}^{2}$ are HS1 and add a vertex and two edges to the previous graph, we can consider a Henneberg sequence of $G^{*}$ in which the HS2 step is right after the HS1 step adding vertex $v_{1}$,

$$
K_{3} \Rightarrow{ }_{* 1}^{1} G_{i} \Rightarrow{ }_{1}^{\left(v_{1}, v_{2}, v_{3}\right)} G_{i+1} \Rightarrow_{2} G_{i+2} \Rightarrow_{* 1}^{3} G^{*}
$$

Now we will find a Henneberg sequence for $G^{*}$ such that all the steps are of type HS1. Consider the HS1 step $\Rightarrow{ }_{1}^{\left(v, v_{2}, v_{3}\right)}$ adding vertex $v$ and edges $\left(v, v_{2}\right),\left(v, v_{3}\right)$. Consider also the HS1 step $\Rightarrow{ }_{1}^{\left(v_{1}, v, v_{3}\right)}$ adding vertex $v$ and edges $\left(v_{1}, v\right),\left(v_{1}, v_{3}\right)$. Then, the Henneberg sequence

$$
K_{3} \Rightarrow{ }_{* 1}^{1} G_{i} \Rightarrow{ }_{1}^{\left(v, v_{2}, v_{3}\right)} G_{i+1}^{\prime} \Rightarrow{ }_{1}^{\left(v_{1}, v, v_{3}\right)} G_{i+2} \Rightarrow \Rightarrow_{* 1}^{3} G^{*}
$$

is a Henneberg sequence for $G^{*}$ with HS1 steps.
Figure 7.14 shows the construction of $G^{*}$ by means of the original sequence (left), and by means of the alternative sequence with only HS1 steps (right). Notice that the two resulting graphs are the same. This result shows that the application of a HS2 to $H_{I}$ graphs under the conditions of Proposition 7.3.12 gives rise to a $H_{I}$ graph. Then, since $K_{3} \in H_{I}$ is the first considered graph, generated graphs will be in $H_{I}$.

In order to assure tree-decomposability of the resulting graph we will define $v_{3}$ so that it guarantees that the HS2 step preserves tree-decomposability. We will do it by discarding all the vertices known to produce a non tree-decomposable resulting graph.

Following Theorem 7.2.10, the graph resulting after a HS2 step is tree-decomposable if there exists a maximal tree-decomposable Laman subgraph $R=\left(V_{R}, E_{R}\right)$ of $G$ such that either $\left\{v_{3}, v_{1}, u\right\} \subseteq V_{R}$ or $\left\{v_{3}, v_{2}, u\right\} \subseteq V_{R}$, and $u$ is such that ( $u, v_{1}, v_{2}$ ) is a hinge triple of $G$. In fact, any vertex in $R$ will act as a vertex $v_{3}$ assuring tree-decomposability.

In order to search for that subgraph $R$, the first step is to find in $\mathcal{H}(G)$ the set $L$ of all the nodes including $v_{1}$ and $v_{2}$. Then, we remove from $\mathcal{H}(G)$ all the nodes having any of the nodes in $L$ as dependence. Then, the graph is split into a set of complete subgraphs. The nodes in $L$ have not been removed, and must be included in one of the complete maximal


Figure 7.14: Construction of $G^{\prime}$ by means of the original Hennberg II step (left), and by means of the alternative Henneberg I sequence (right).
subgraphs, say $M$. Any vertex in a node in $M$ different to $v_{1}$ and $v_{2}$ can be selected as vertex $v_{3}$ and will assure tree-decomposability.

Algorithms 16, 17, 18 and 19 are the implementation of the method which computes a tree-decomposable Laman graph with a predefined order. The main algorithm is shown in Algorithm 16. Algorithm 17 applies a HS1 step to the graph $G$ and to the associated hgraph $\mathcal{H}(G)$. Algorithm 18 adds a HS2 step such that $v_{3}$ is defined following Algorithm 19. Algorithm 19 shows an algorithm to compute an arbitrary $v_{3}$ element which preserves the tree-decomposability of the resulting graph, following Theorem 7.2.10.

```
Algorithm 16 Constructing a tree-decomposable Laman graph of a given order
    Input: max-order, the desired order of the graph
            random, a function taking values 0 or 1 arbitrarily
    Output: G, the tree-decomposable Laman graph with order max-order
    function TreeDecomposableLaman()
    G := Triangle Graph
    HG := Hinges graph associated to G
    while G.order < max-order do
        if random \(=0\) then
            add_H1_Vertex ( G, HG )
        else
            add_H2_Vertex-TreeDec( G, HG )
        end if
    end while
    return G
    endfunction
```


### 7.4 Conclusions

Hennberg steps and their relationship with tree-decomposability have been the object of study of this chapter. In Section 7.1 we have presented the definition of Henneberg steps, Henneberg sequences and Henneberg families, as well as a characterization of treedecomposable Laman graphs based on an operation called merging. We have also established the inclusion relations of the Henneberg families with respect to the set of treedecomposable Laman graphs.

In Section 7.2 we have studied the features of Henneberg steps, and established the conditions under which each kind of Henneberg step preserves the tree-decomposability of the graph in which it is applied. Two different results have been given for the case of

```
Algorithm 17 Add a HS1 to a tree-decomposable Laman graph
    Input: \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\), the tree-decomposable Laman subgraph,
        \(\mathrm{HG}=(\mathrm{HV}, \mathrm{ED}, \mathrm{ES})\), the h-graph associated to G
    Output: The modified graph G
    function Add_H1_Vertex()
    v1 := Arbitrary vertex in V
    \(\mathrm{v} 2:=\) Arbitrary vertex in V different to v1
    \(\mathrm{v}:=\) New vertex
    \(\mathrm{V}=\mathrm{V} \cup\{\mathrm{v}\}\)
    \(\mathrm{E}=\mathrm{E} \cup\{(\mathrm{v}, \mathrm{v} 1),(\mathrm{v}, \mathrm{v} 2)\}\)
    \(\mathrm{G}=\) add_HS1(G, HG, v, v1, v2 )
    return G
    endfunction
```

```
\(\overline{\text { Algorithm } 18 \text { Add a HS2 to a tree-decomposable Laman graph in a tree-decomposable }}\)
way
    Input: \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\), the tree-decomposable Laman subgraph,
            \(H G=(H V, E D, E S)\), the h-graph associated to G
    Output: The modified graph G
    function Add_H2_Vertex-TreeDec()
    \(\mathrm{e}:=\) Arbitrary edge in E
    \(\mathrm{v} 1:=\) Source of e
    v2 := Destination of e
    v3 := Compute_Tree-Dec_V3(G, v1, v2)
    \(\mathrm{v}:=\) New vertex
    \(\mathrm{V}=\mathrm{V} \cup\{\mathrm{v}\}\)
    \(\mathrm{E}=\mathrm{E} \cup\{(\mathrm{v}, \mathrm{v} 1),(\mathrm{v}, \mathrm{v} 2),(\mathrm{v}, \mathrm{v} 3)\} \backslash\{(\mathrm{v} 1, \mathrm{v} 2)\}\)
    \(\mathrm{G}=\) add_HS2( G, HG, v, v1, v2, v3 )
    return G
    endfunction
```

```
Algorithm 19 Compute a third element for the HS2
    Input: \(\mathrm{G}=(\mathrm{V}, \mathrm{E})\), the tree-decomposable Laman subgraph,
        \(\mathrm{HG}=(\mathrm{HV}, \mathrm{ED}, \mathrm{ES})\), the h-graph associated to G
        \(\mathrm{e}=(\mathrm{v} 1, \mathrm{v} 2)\), the edge involved in the HS2
    Output: v3, a vertex assuring tree-decomposability of the HS2
    function Compute_Tree-Dec_V3()
    \(\mathrm{L}:=\) Set of nodes in HV including v1, v2
    \(\mathrm{D}:=\) Set of nodes in HV which depend indirectly on a node in L
    \(\mathrm{HV}^{\prime}=\mathrm{HV} \backslash \mathrm{D}\)
    \(\mathrm{M}:=\) Maximal complete subgraph of \(\mathrm{HV}^{\prime}\) including the nodes in L
    \(\mathrm{v} 3:=\) Arbitrary vertex of a node in M different to v 1 , v2
    return v3
    endfunction
```

HS2. The second one provides the tools for the development of an efficient algorithm for checking the tree-decomposability of the resulting graph.

Section 7.3 outlines a correct algorithm which generates tree-decomposable Laman graphs of a given order using Henneberg steps. The algorithm represents tree-decomposable Laman graphs as h-graphs, described in Chapter 3, and is based in the results proved in Section 7.2.

## CHAPTER 8

## Conclusions and future work

The future depends on what you do today.

Mahatma Gandhi

We present in this chapter the conclusions of our work, and we outline some open problems and work to be carried out in the future.

### 8.1 Conclusions

The reachability problem naturally arises in a number of computational processes where models are captured via geometry. Among them, our interest focuses on dynamic geometry and its applications to the development of current generation CAD/CAM systems.

Clearly dynamic geometry-based CAD/CAM systems improve over traditional parametric CAD/CAM systems by providing the user with the ability of dynamically exploring on the screen alternative solutions to the design problem. Dynamic geometry is no longer just geometry, it belongs to the dynamic systems field. Consequently tools developed in dynamic systems theory can help in solving open problems in dynamic geometry. In our approach we have successfully applied concepts like state variables and state transitions in
solving issues concerning continuity and conservatism.
Moving a variant parameter along a continuous path in a dynamic geometry system does not guarantee that geometric elements also follow a continuous path. The main sources of these problems are ambiguities. One source of ambiguity is the fact that, in general, geometric operations have more than one solution, for example, intersecting a line and a circle. Another ambiguity appears when a problem with a well-defined solution whenever geometric elements are in general position, say computing the point where two straight lines intersect, reaches a degenerate configuration, for example, the straight lines became parallel. To solve these problems, our approach fixes as a general requirement continuity in both the variant parameter and the geometric construction.

The solution to the dynamic geometry problem which fulfills continuity requirements does not need to be unique. Therefore an strategy to select the intended solution at each value of the variant parameter where more than one solution exist must be established. This selection is what actually defines the dynamic behavior of the geometric model. Clearly the especific strategy must be selected according to the problem goals. As an example of selection strategy, we have applied to select the behavior which minimizes the arc length of the variant parameter function. Other selection strategies may be however considered. Examples of strategies we could think of are to select the behavior such that: i) minimizes the path traced by a geometric articulation or ii) a given articulation is forced to follow a straight path or iii) two straight edges describe a minimal angle or iv) geometric elements are always placed within a predefined area in the operational space.

In this work we have proposed a technique to solve the reachability problem in dynamic geometry environments. In particular, geometric constructions based on constraints with one variant parameter are considered. This technique finds, if one exists, a continuous path from a given starting geometric configuration to a given ending one. The technique has been implemented on top of a dynamic geometry system based on constructive geometric constraint solving. Experimental results show that the approach is both effective and efficient from a practical point of view.

A procedure to solve the tracing problem has been also presented. The technique allows the user to define the especific movement the construction will follow, based on the bahavior he is expecting to see. The technique has been implemented on top of the dynamic geometry system based on constructive geometric constraint solving and deals efficiently with continuity and determinism at the same time.

The technique presented here to solve the reachability and tracing problems assumes the existence of a construction plan and is based on the analysis of the problem domain and the continuous transitions among domain intervals. The technique is divided into three steps. The first step of the methodology computes the domain of the variant parameter, which captures the set of feasible, unfeasible, and critical values. The computation of the
domain is performed using the method introduced by van der Meiden et al. in [103]. We have described a specific implementation of the van der Meiden et al. approach, developed on top of a ruler-and-compass geometric constraint solver, and we have presented for the first time a complete proof for the correctness of this method. It is limited to 2D problems but considers problems including points, straight lines and circles as geometric elements and point-point distance, perpendicular-straight line distance, line-line angle, point-oncircle and line-circle tangency. This set up enlarges the class of problems considered by van der Meiden, [105] and by Gao and Sitharam, [29].

In the second step the approach computes the transitions graph of the geometric constraint problem under study. The points computed by the van der Meiden method are also used to search for continuous transitions among the endpoints of the domain intervals. Continuous transitions allow the existence of dynamic evaluations which result in a continuous behavior. The transitions graph captures the set of continuous transitions among the domain intervals.

In the third step of the approach, the transitions graph is used to solve the problem at hand. In the case of the reachability problem, the A* algorithm is applied to search for a minimum path through the transitions graph. A continuous dynamic evaluation which solves the reachability problem is finally output. In the case of the tracing problem, the user is asked to define the specific behavior he is expecting to see, that is, the intended solution.

We have applied our prototype to a large benchmark of constraint problems. Running time allowed always real time interaction. However, a naive analysis of the worst case running time yields that time complexity of the approach is exponential on the number of signs in the index. Just notice that, in order to find the domain of the problem, the algorithm needs to check all the possible combinations of signs in the corresponding construction subplan.

We have also introduced h-graphs, a novel representation for tree-decomposable Laman graphs which captures in the same graph information of the graph and its tree-decomposition. We have also presented the basic features of h-graphs, which have been used for the implementation of our approach to solve the reachability and tracing problems. In particular, h-graphs allow to compute efficiently the kind of dependence of each tree-decomposition step with respect to the variant parameter.

Finally, we have developed a full study on Henneberg constructions and tree-decomposability, establishing the conditions under which tree-decomposition is guaranteed after the application of a Henneberg step. The results have been used to develop an algorithm which generates tree-decomposable Laman graphs of a given order by means of Henneberg steps.

### 8.2 Future work

We have developed our approach assuming that the variant parameter is arbitrarily chosen by the user. Concerning this point, the question of whether there is a strategy to find the best parameter naturally arises. This is an open and challenging problem which, as far as we know, nobody has studied yet.

If circles are excluded, extending our implementation to 3 D problems would require replacing the underlying geometric constraint solver with another similar to the one used by van der Meiden et al. in [105]. A more general extension would require considering, for example, planes as basic geometric objects and the associated geometric constraints. A more difficult question arises from the fact that constructive geometric constraint solving in 3D entails hard open problems related to basic construction steps. These limitations and the technology available prevent the development of general constructive 3D solvers. See Hoffmann et al., [44].

The main drawback of the technique presented in this work to solve the reachability and tracing problems comes from the fact that the van der Meiden method requires to tranform the problem at hand into a new geometric constraint problem for each indirectly dependent tree-decomposition step. This is a disadvantage for two different reasons. Firstly, to analyze and construct a problem is a very expensive process which increases the running time of the method dramatically. Secondly, the more problems to analyze the method has, the more probability there is to find a non-decomposable problem.

To deal with the need of transforming the problem, a simple procedure which may decrease the order of the modified problem and improve the efficiency of the method when analyzing and constructing the transformed problems could be considered. The van der Meiden method to compute the problem's domain analyzes all tree-decomposition steps which depend on the variant parameter and applies two different procedures depending on the kind of dependence arising.

For indirectly dependent tree-decomposition steps, the process includes the replacement of the original variant parameter by a new variant parameter which assures the direct dependence of the tree-decomosition step at hand, the construction of the new problem for each of its critical values, and the measure of the original variant parameter at each possible construction. In this process, the placements of the elements upon which neither the original variant parameter nor the new one are defined is irrelevant. Consider the original problem $\Pi$, represented by the graph $G=(V, E)$, and let the associated h-graph be $\mathcal{H}(G)=\left(\mathcal{V}, E_{D}, E_{S}\right)$. Assume that the original variant parameter is $\lambda=(u, v)$, which must be replaced by $\mu=\left(u^{\prime}, v^{\prime}\right)$. Using the h-graph and a variation of the procedure given in Section 3.5, Chapter 3, we can find the minimum complete subgraph of $\mathcal{H}(G)$ spanned by the geometric elements $u, v, u^{\prime}, v^{\prime}$, called $M$. Clearly, $|V(M)| \leq|V|$. Then, we
can apply the van der Meiden method to $M$. An analysis of the performance of this new approach would be necessary in order to determine the actual improvement with respect to the original method.

Concerning the non solvability of the transformed problem, Sitharam et al., [97, 98], have presented an analysis based on Cayley configuration spaces of 1-dof tree-decomposable graphs. Following the notation in these works, the van der Meiden approach to the computation of the parameter ranges clearly entails to solve all the extreme graphs associated to the tree-decomposition steps which depend indirectly on the variant parameter. Graphs which assures the tree-decomposability of all these new graphs are actually those with low Cayley complexity. Sitharam et al. present a characterization of graphs with low Cayley complexity leading to an efficient algorithmic characterization. However, the highly demanding requirements of the characterization restrict the practical applicability of the theoretical results. A study of the relations arising between the van der Meiden method and low Cayley complexity would improve the applicability of the method reported here.
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