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#### Abstract

A checking sequence, generated from a finite state machine, is a test sequence that is guaranteed to lead to a failure if the system under test is faulty and has no more states than the specification. The problem of generating a checking sequence for a finite state machine $M$ is simplified if $M$ has a distinguishing sequence: an input sequence $\bar{D}$ with the property that the output sequence produced by $M$ in response to $\bar{D}$ is different for the different states of $M$. Previous work has shown that, where a distinguishing sequence is known, an efficient checking sequence can be produced from the elements of a set $A$ of sequences that verify the distinguishing sequence used and the elements of a set $\Upsilon$ of subsequences that test the individual transitions by following each transition $t$ by the distinguishing sequence that verifies the final state of $t$. In this previous work $A$ is a predefined set and $\Upsilon$ is defined in terms of $A$. The checking sequence is produced by connecting the elements of $\Upsilon$ and $A$, to form a single sequence, using a predefined acyclic set $E_{c}$ of transitions. An optimization algorithm is used in order to produce the shortest such checking sequence that can be generated on the basis of the given $A$ and $E_{c}$. However, this previous work did not state how the sets $A$ and $E_{c}$ should be chosen. This paper investigates the problem of finding appropriate $A$ and $E_{c}$ to be used in checking sequence generation. We show how a set $A$ may be chosen so that it minimizes the sum of the lengths of the sequences to be combined. Further, we show that the optimization step, in the checking sequence generation algorithm, may be adapted so that it generates the optimal $E_{c}$. Experiments are used to evaluate the proposed method.
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## I. Introduction

FInite state machines (FSMs) can be used to model many types of systems including communication protocols [24] and control circuits [22]. A number of specification languages such as SDL, Estelle, X-machines and Statecharts are based on extensions of FSMs. FSM based test techniques can often be applied to systems specified using such languages [13], [17], [21], [23], [25], [27].

Given a formal model or specification of the required behaviour of the system under test (SUT) I it is normal to assume that $I$ behaves like an unknown model that can be described using a particular formalism [14]. Given an FSM $M$, that models the required behaviour of SUT $I$, it is normal to assume that $I$ behaves like an (unknown) FSM $M_{I}$ with the same input and output alphabets as $M$. A common further assumption is that $M_{I}$ has no more states than $M$.

Suppose $M$ has $n$ states. Let the set of deterministic FSMs with the same input and output alphabets as $M$ and no more than $n$ states be denoted $\Phi(M)$. A finite set of input sequences is a checking experiment for $M$ if, between them, they distinguish $M$ from every element of $\Phi(M)$ which is not equivalent to $M$. Given FSM $M$, there is some checking experiment [20]. A checking sequence is an input sequence that forms a checking experiment.

The problem of generating a checking sequence for an FSM $M$ is simplified if $M$ has a distinguishing sequence: an input sequence $\bar{D}$ with the property that the output sequence produced by $M$ in response to $\bar{D}$ is different for the different states of $M$. There are two main alternative approaches for verifying a state: using a unique input/output sequence (UIO) or a characterization set. An input/output sequence $\bar{x} / \bar{y}$ is a unique input/output sequence for state $s$ if $M$ produces $\bar{y}$ in response to $\bar{x}$ when in state $s$ and does not produce $\bar{y}$ in response to $\bar{x}$ from any other state of $M$. A set $W$ of input sequences is a characterization

[^0]set if each pair of distinct states of $M$ is distinguished by a sequence from $W$. Every minimal FSM has a characterization set but need not have a UIO for every state or a distinguishing sequence. While checking sequences can be produced on the basis of UIOs or a characterization set, restrictive assumptions are made in the literature. One of these assumptions is that there is a reliable reset operation, i.e. a reset operation that is known to have been correctly implemented. It is then possible to produce a polynomial size checking experiment [3], [28]. However not all SUTs have such a reset and in some cases the use of a reset can make testing more expensive and reduce the expected effectiveness of a test sequence or checking sequence (see, for example, [2], [10], [29]).

There has been much interest in the generation of short checking sequences from an FSM $M$ when a distinguishing sequence is known [6], [7], [12], [26]. Naturally, the use of a short checking sequence makes testing more efficient and this has is particularly beneficial if a checking sequence is to be reused, possibly in regression testing or for different implementations of a standard. Recently Hierons and Ural [12] showed that an efficient checking sequence may be produced by combining the elements in a predefined set $A$ of sequences called $\alpha^{\prime}$-sequences ${ }^{1}$ with the transition tests in a set $\Upsilon$ (defined on the basis of $A$ and $M$ ) using a predefined acyclic set $E_{c}$ of transitions from $M$. An optimization algorithm is used to generate the checking sequence from $A, \Upsilon$, and $E_{c}$. However, they did not indicate how $A$ and $E_{c}$ should be chosen and these choices can have a significant impact on the overall checking sequence length.

This paper considers the problem of generating the sets $A$ and $E_{c}$ with the aim of producing a minimum length checking sequence amongst those that can result from the application of the algorithm from [12]. Such a checking sequence is said to be optimal. We give an algorithm that produces a set $A$ that minimizes the sum of the lengths of the subsequences to be combined in generating the checking sequence. We also show that the optimization phase of the checking sequence generation algorithm can be adapted so that it also generates the set $E_{c}$ : it produces the optimal $E_{c}$ for the given $A$. Thus, the overall checking sequence generation approach can be seen as having two stages:

1) minimizing the sum of the sizes of the subsequence to be combined; then
2) combining these subsequences optimally.

This paper is structured as follows. Section II introduces the basic concepts and notation used in this paper. Section III states results due to Ural et al. [26] and Hierons and Ural [12] that will be used in generating a checking sequence. It then gives a new checking sequence generation algorithm that takes as input the FSM $M$ and the set $A$ of $\alpha^{\prime}$-sequences. This is followed, in Section IV, by an algorithm for generating a set of $\alpha^{\prime}$-sequences that minimizes the sum of the lengths of the subsequences to be combined. In Section V a number of general results are proved while Section VI contains an experimental evaluation which demonstrates that the choice of $A$ and $E_{c}$ can have a significant impact on the length of the resultant checking sequence. Finally, in Section VII conclusions are drawn.

## II. Preliminaries

## A. Finite State Machines

A (deterministic and completely specified) FSM $M$ is defined by a tuple ( $S, s_{1}, X, Y, \delta, \lambda$ ) in which $S$ is a finite set of states, $s_{1} \in S$ is the initial state, $X$ is the finite input alphabet, $Y$ is the finite output alphabet, $\delta$ is the next state function and $\lambda$ is the output function. The functions $\delta$ and $\lambda$ can be extended to take input sequences. See, for example, [16] for general information on FSMs.

Throughout this paper $M=\left(S, s_{1}, X, Y, \delta, \lambda\right)$ denotes a deterministic completely specified FSM that describes the required behaviour of the SUT $I$. The number of states of $M$ is denoted $n$ and the states of $M$ are enumerated, giving $S=\left\{s_{1}, \ldots, s_{n}\right\}$. Only deterministic completely specified FSMs are considered in this paper. For information on testing from non-deterministic finite state machines see, for example, [8], [9], [11], [18], [19], [30]. For information on testing from incompletely specified FSMs see, for example, [18].
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Fig. 1. The FSM $M_{0}$

An FSM, that is denoted $M_{0}$ throughout this paper, is described in Figure 1. Here, $S=\left\{s_{1}, \ldots, s_{5}\right\}$, $X=\{a, b\}$ and $Y=\{0,1\}$. From the arc $s_{1} \rightarrow s_{2}$ with label $a / 0$ it is possible to deduce that if $M_{0}$ receives input $a$ when in state $s_{1}$ it produces output 0 and moves to state $s_{2}$. Thus, in $M_{0}, \delta\left(s_{1}, a\right)=s_{2}$ and $\lambda\left(s_{1}, a\right)=0$.

A transition $\tau$ is defined by a tuple $\left(s_{i}, s_{j}, x / y\right)$ in which $s_{i}$ is the starting state, $x$ is the input, $s_{j}=\delta\left(s_{i}, x\right)$ is the ending state, and $y=\lambda\left(s_{i}, x\right)$ is the output. Thus, for example, $M_{0}$ contains the transition $\left(s_{1}, s_{2}, a / 0\right)$. Input $r$ is a reset operation of $M$ if, irrespective of the current state of $M$, it always takes $M$ to its initial state. If $M$ has a reset operation then it has reset capacity.

Two states $s_{i}$ and $s_{j}$ of $M$ are equivalent if, for every input sequence $\bar{x}, \lambda\left(s_{i}, \bar{x}\right)=\lambda\left(s_{j}, \bar{x}\right)$. If $\lambda\left(s_{i}, \bar{x}\right) \neq \lambda\left(s_{j}, \bar{x}\right)$ then $\bar{x}$ distinguishes between $s_{i}$ and $s_{j}$. Thus, for example, the input sequence $a$ distinguishes states $s_{1}$ and $s_{3}$ of $M_{0}$. Two FSMs $M_{1}$ and $M_{2}$ are equivalent if and only if for every state of $M_{1}$ there is an equivalent state of $M_{2}$ and vice versa. An input sequence distinguishes between two FSMs if its application leads to different output sequences for these FSMs. An input sequence $\bar{x}$ is a checking sequence for $M$ if and only if $\bar{x}$ distinguishes between $M$ and all elements of $\Phi(M)$ that are not equivalent to $M$.

FSM $M$ is minimal if no FSM with fewer states than $M$ is equivalent to $M$. A sufficient condition for $M$ to be minimal is that every state can be reached from the initial state of $M$ and no two states of $M$ are equivalent. There are algorithms that take an FSM and return an equivalent minimal FSM [20]. Thus only minimal FSMs are considered in this paper.

Given FSM $M$, a distinguishing sequence is an input sequence $\bar{D}$ whose output distinguishes all the states of $M$. More formally, for all $s, s^{\prime} \in S$ if $s \neq s^{\prime}$ then $\lambda(s, \bar{D}) \neq \lambda\left(s^{\prime}, \bar{D}\right)$. Thus, for example, $M_{0}$ has distinguishing sequence $a b a$. To see that $a b a$ is a distinguishing sequence for $M_{0}$ observe that the response to $a b a$ from the different states of $M_{0}$ are all different: from $s_{1}$ we get 010 , from $s_{2}$ we get 011 , from $s_{3}$ we get 101 , from $s_{4}$ we get 001 , and from $s_{5}$ we get 110 . While not every FSM has a distinguishing sequence, there has been interest in the problem of generating a checking sequence in the presence of a distinguishing sequence [7], [12], [15], [26]. This paper considers the problem of generating an efficient checking sequence from a deterministic, minimal, and completely specified FSM $M$ with a known distinguishing sequence $\bar{D}$.

## B. Directed Graphs and Networks

A directed graph (digraph) $G$ is defined by a tuple $(V, E)$ in which $V$ is a set of vertices and $E$ is a set of directed edges between the vertices. Each edge may have a label. An edge $e$ from vertex $v_{i}$ to
vertex $v_{j}$ with label $l$ will be represented by $\left(v_{i}, v_{j}, l\right)$. Edge e leaves $v_{i}$ and enters $v_{j}$. For a vertex $v \in V$, indegree $_{E}(v)$ denotes the number of edges from $E$ that enter $v$ and outdegree ${ }_{E}(v)$ denotes the number of edges from $E$ that leave $v$.

Given an FSM, it is possible to produce a corresponding digraph in which each state is represented by a vertex and each transition is represented by an edge. Throughout this paper $G=(V, E)\left(V=\left\{v_{1}, \ldots, v_{n}\right\}\right)$ is a digraph, that represents $M$, in which state $s_{i}$ is represented by vertex $v_{i}$. A transition from state $s_{i}$ to state $s_{j}$ with input $x$ and output $y$ is represented by edge $e=\left(v_{i}, v_{j}, x / y\right)$ from $E$. For example, $\left(v_{2}, v_{5}, a / 0\right)$ is an edge of the digraph for $M_{0}$ that represents the transition ( $\left.s_{2}, s_{5}, a / 0\right)$.

A sequence $\bar{P}=\left(n_{1}, n_{2}, x_{1} / y_{1}\right), \ldots,\left(n_{r-1}, n_{r}, x_{r-1} / y_{r-1}\right)$ of pairwise adjacent edges from $G$ forms a walk in which each node $n_{i}$ represents a vertex from $V$ and thus, ultimately, a state from $S$. Here initial $(\bar{P})$ denotes $n_{1}$, which is the initial node of $\bar{P}$, and final $(\bar{P})$ denotes $n_{r}$, which is the final node of $\bar{P}$. The sequence $\bar{T}=\left(x_{1} / y_{1}\right), \ldots,\left(x_{r-1} / y_{r-1}\right)$ is the label of $\bar{P}$ and is denoted label $(\bar{P}) . \bar{T}$ is said to be a transfer sequence from $n_{1}$ to $n_{r}$. The walk $\bar{P}$ can be represented by the tuple $\left(n_{1}, n_{r}, \bar{T}\right)$ or by the tuple $\left(n_{1}, n_{r}, \bar{I} / \bar{O}\right)$ in which $\bar{I}=x_{1}, \ldots, x_{r}$ is the input portion of $\bar{T}$ and $\bar{O}=y_{1}, \ldots, y_{r}$ is the output portion of $\bar{T}$. The cost of a sequence $\bar{\rho}$ is the number of elements in the sequence and is denoted $|\bar{\rho}|$.

A tour is a walk whose initial and final nodes are the same. Given a tour $\Gamma=e_{1}, \ldots, e_{k}, e_{i}=$ $\left(n_{i}, n_{i+1}, l_{i}\right),(1 \leq i<k)$ then $e_{j}, \ldots, e_{k}, e_{1}, \ldots, e_{j-1}$ is a walk formed by starting $\Gamma$ with edge $e_{j}$. An Euler Tour is a tour that contains each edge exactly once. If the vertices represented by the nodes of walk $\bar{P}$ are distinct, $\bar{P}$ is said to be a path. A sequence of edges $e_{1}, \ldots, e_{k}, e_{i}=\left(n_{i}, n_{i+1}, l_{i}\right),(1 \leq i<k)$ forms a cycle if $e_{1}, \ldots, e_{k-1}$ is a path and $n_{1}$ and $n_{k+1}$ represent the same vertex. A set $E^{\prime}$ of edges from $G$ is acyclic if no subset of $E^{\prime}$ forms a cycle.

A digraph is strongly connected if for any ordered pair of vertices $\left(v_{i}, v_{j}\right)$ there is a walk from $v_{i}$ to $v_{j}$. A digraph $G$ is weakly connected if the underlying undirected graph is connected: for each ordered pair $\left(v_{i}, v_{j}\right)$ of vertices there is a sequence $\left(n_{1}, n_{2}, l_{1}\right), \ldots,\left(n_{k}, n_{k+1}, l_{k}\right)$ in which each node $n_{r}$ represents a vertex from $V, n_{1}$ represents $v_{i}, n_{k+1}$ represents $v_{j}$, and for each $\left(n_{r}, n_{r+1}, l_{r}\right)(1 \leq r \leq k)$ at least one of $\left(n_{r}, n_{r+1}, l_{r}\right)$ and $\left(n_{r+1}, n_{r}, l_{r}\right)$ is in $E$. Naturally, every strongly connected digraph is weakly connected but the converse is not the case. An FSM is strongly connected if the digraph that represents it is strongly connected. Only strongly connected FSMs are considered in this paper.

A network is a digraph in which there are two special vertices, the source $s$ and $\operatorname{sink} t$, and each edge is given a capacity and a cost. A flow $F$ for a network $N$ is an assignment of non-negative integer values to each edge such that the flow through an edge (the value assigned to this edge) does not exceed the capacity of the edge and the flow is conserved: for each vertex, except $s$ and $t$, the total flow entering the vertex is equal to the total flow leaving it. Given a flow $F$ of a network $N$, the size of the flow, $|F|$, is the net flow leaving the source $s$ of $N$. The cost of $F$ is the sum, over the edges, of the flow through the edge multiplied by the cost of the edge. For more on digraphs and networks see, for example, [5].

## C. Recognizing states and verifying edges

The algorithms of Ural et al. [26] and Hierons and Ural [12] use the notion of recognizing a node, corresponding to the state reached by a given input/output sequence, and verifying an edge of $E$. These notions, which are defined in terms of a given distinguishing sequence $\bar{D}$, are defined below. The key point is that, since the SUT $I$ has no more states than $M$, if we observe the $n$ possible responses of $M$ to $\bar{D}$ when applied to $I$, then $\bar{D}$ must also be a distinguishing sequence for $I$. Once this has been demonstrated, we can use $\bar{D}$ to investigate the structure of $I$ and thus to determine whether it is equivalent to $M$.

Consider a walk $\bar{P}$ and the nodes within it. Let $\bar{Q}=\operatorname{label}(\bar{P})$.
Definition 1 1) A node $n_{i}$ of $\bar{P}$ is d-recognized in $\bar{Q}$ as state sof $M$ if $n_{i}$ is the initial node of a subpath of $\bar{P}$ whose label is input/output sequence $\bar{D} / \lambda(s, \bar{D})$.
2) Suppose that $\left(n_{q}, n_{i}, \bar{T}\right)$ and $\left(n_{j}, n_{k}, \bar{T}\right)$ are subpaths of $\bar{P}$ and $\bar{D} / \lambda(s, \bar{D})$ is a prefix to $\bar{T}$ (and thus $n_{q}$ and $n_{j}$ are $d$-recognized in $\bar{Q}$ as state $s$ of $M$ ). Suppose also that node $n_{k}$ is $d$-recognized in $\bar{Q}$ as state $s^{\prime}$ of $M$. Then $n_{i}$ is t -recognized in $\bar{Q}$ as $s^{\prime}$.
3) Suppose that $\left(n_{q}, n_{i}, \bar{T}\right)$ and $\left(n_{j}, n_{k}, \bar{T}\right)$ are subpaths of $\bar{P}$ such that $n_{q}$ and $n_{j}$ are either d-recognized or t-recognized in $\bar{Q}$ as state s of $M$ and $n_{k}$ is either d-recognized or t-recognized in $\bar{Q}$ as state $s^{\prime}$ of $M$. Then $n_{i}$ is t-recognized in $\bar{Q}$ as $s^{\prime}$.
4) If node $n_{i}$ of $\bar{P}$ is either d-recognized or $t$-recognized in $\bar{Q}$ as state sthen $n_{i}$ is recognized in $\bar{Q}$ as state $s$.
5) Edge $e=\left(v_{a}, v_{b}, x / y\right)$ is verified in $\bar{Q}$ if there is a subpath $\left(n_{i}, n_{i+1}, x_{i} / y_{i}\right)$ of $\bar{P}$ such that $n_{i}$ is recognized as $s_{a}$ in $\bar{Q}, n_{i+1}$ is recognized as $s_{b}$ in $\bar{Q}, x_{i}=x$ and $y_{i}=y$.
The first rule says that a node is d-recognized as a state $s$ if it is followed by the input/output sequence $\bar{D} / \lambda(s, \bar{D})$. This is essentially saying that $\bar{D}$ defines a one-to-one correspondence between the states of the SUT and the states of $M$ : this must be the case if the $n$ different responses to $\bar{D}$ are observed in the SUT. The second and third rules say that if an input/output sequence is observed from two different nodes $n$ and $n^{\prime}$ that are both recognized (d-recognized or t -recognized) as the same state then their final nodes should correspond to the same state of $M$.

The fifth rule is related to a transition test that is defined as follows: The transition test for a transition $\tau=\left(s_{i}, s_{j}, x / y\right)$ is $\operatorname{label}(\tau) \bar{D} / \lambda\left(s_{j}, \bar{D}\right) \bar{T}_{j}$ for some transfer sequence $\bar{T}_{j}$. The following result, that provides a sufficient condition for an input/output sequence to be a checking sequence, may now be stated.

Theorem 1 (Theorem 1, [26]) Let $\bar{P}$ be a walk from $G$ that starts at $v_{1}$ and $\bar{Q}=\operatorname{label}(\bar{P})$. If every edge $\left(v_{i}, v_{j}, x / y\right)$ of $G$ is verified in $\bar{Q}$, then $\bar{Q}$ is a checking sequence of $M$.

In this paper checking sequence generation is based on Theorem 1.

## III. GENERATING CHECKING SEQUENCES

This section gives an algorithm for generating a checking sequence from $M$ on the basis of a distinguishing sequence $\bar{D}$ for $M$. It starts by defining $\alpha^{\prime}$-sequences [12]. We then adapt the algorithm of Hierons and Ural [12]. The change introduced in this paper allows the set $E_{c}$ of transitions used, to connect the required subsequences, to be chosen during optimization. The problem of choosing $\alpha^{\prime}$-sequences is considered in Section IV.

## A. Defining $\alpha^{\prime}$-sequences

In previous work [12] $\alpha^{\prime}$-sequences were used as the basis for generating a checking sequence. First we define $\alpha^{\prime}$-sequences and we then explain their role in the construction of a checking sequence.

The $\alpha^{\prime}$-sequences are defined in the following way [12]. The first step is to choose $V_{k} \subseteq V(1 \leq$ $k \leq q$ ) whose union is $V$ and to order the elements within each $V_{k}$, giving $V_{k}=\left\{v_{1}^{k}, \ldots, v_{m_{k}}^{k}\right\}$. Let $s_{i}^{k}$ denote the state represented by $v_{i}^{k}$. For each $v_{i}^{k}$, produce a sequence $\bar{D} / \lambda\left(s_{i}^{k}, \bar{D}\right) \bar{T}_{i}^{k}$; the result of applying $\bar{D}$ in state $s_{i}^{k}$ followed by a transfer sequence $\bar{T}_{i}^{k}$ whose final state corresponds to $v_{i+1}^{k}\left(v_{m_{k}+1}^{k}\right.$ can be any $v_{w}^{j}, 1 \leq j \leq q, 1 \leq w \leq m_{j}$ ). For each $V_{k}$, form a walk $\bar{P}_{k}$ from $s_{1}^{k}$ with label $\bar{\alpha}_{k}=$ $\bar{D} / \lambda\left(s_{1}^{k}, \bar{D}\right) \bar{T}_{1}^{k} \bar{D} / \lambda\left(s_{2}^{k}, \bar{D}\right) \bar{T}_{2}^{k} \ldots \bar{D} / \lambda\left(s_{m_{k}}^{k}, \bar{D}\right) \bar{T}_{m_{k}}^{k} \bar{D} / \lambda\left(s_{w}^{j}, \bar{D}\right) \bar{T}_{w}^{j}\left(1 \leq j \leq q, 1 \leq w \leq m_{j}\right)$. The set $\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{q}\right\}$ is called an $\alpha^{\prime}$-set. Given an $\alpha^{\prime}$-set $A$, each sequence $\bar{\alpha}_{i} \in A$ is called an $\alpha^{\prime}$-sequence from $A$. Where the $\alpha^{\prime}$-set $A$ is clear, its members are simply called $\alpha^{\prime}$-sequences.

The transfer sequence, that follows the execution of $\bar{D}$ from state $s_{i}$, is denoted $\bar{T}_{i}$.
The $\alpha^{\prime}$-sequences play the following roles in checking sequence generation.

1) They verify that the distinguishing sequence $\bar{D}$ used is also a distinguishing sequence for the SUT. This is achieved by applying $\bar{D}$ in every state of $M$ : if the $n$ different responses are observed then, since the SUT has at most $n$ states, $\bar{D}$ must distinguish the states of the SUT.


Fig. 2. The digraph $G_{\bar{D}}$
2) For each state $s_{i}$ they d-recognize the final state (say $s_{j}$ ) reached by the walk from $s_{i}$ with label $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$. This is achieved by the subsequence $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ followed by the input of $\bar{D}$. Note that if the subsequence $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ is seen elsewhere in the label of a walk, then the final node of this is t-recognized as the state $s_{j}$ reached from $s_{i}$ by a walk with label $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ since the initial node of $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ is d-recognized as $s_{i}$ and the node reached by $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ has been d-recognized as $s_{j}$ in an $\alpha^{\prime}$-sequence.
3) An $\alpha^{\prime}$-sequence $\bar{\alpha}_{k}$ from $A$ starts with input sequence $\bar{D}$ and thus its initial node is recognized. Thus, an $\alpha^{\prime}$-sequence can be used to check the ending state of a transition [12].
The execution of $\bar{D}$, followed by a given transfer sequence, from each state, may be represented by a digraph $G_{\bar{D}}$ induced by the set of edges of the form $\left(v_{i}, v_{j}\right)$ such that there is a walk from $s_{i}$ to $s_{j}$ with label $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$. The digraph $G_{\bar{D}}$ generated from $M_{0}$ with empty transfer sequences and distinguishing sequence $a b a$ is given in Figure 2. Recall that an $\alpha^{\prime}$-sequence must end in some $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ that is contained in the body of possibly another $\alpha^{\prime}$-sequence. Thus, an $\alpha^{\prime}$-set is represented by a set $\left\{\bar{p}_{1}, \ldots, \bar{p}_{q}\right\}$ of walks in $G_{\bar{D}}$ such that each $\bar{p}_{i}$ ends with an edge $e$ with the property that there exists a walk $\bar{p}_{j}$ that contains $e$ before its final edge.

From this it is possible to see that the following provide an $\alpha^{\prime}$-set for $M_{0}$ :

- The sequence $\bar{\alpha}_{1}$ corresponding to the execution of $\bar{D} \bar{D} \bar{D} \bar{D} \bar{D}$ from $s_{5}$ : this contains the edges of $G_{\bar{D}}$ that leave vertices $v_{5}, v_{2}, v_{4}, v_{1}$, and $v_{2}$. Note that here the walk ends with an edge (from $v_{2}$ to $v_{4}$ ) that was included earlier in the walk.
- The sequence $\bar{\alpha}_{2}$ corresponding to the execution of $\bar{D} \bar{D}$ from $s_{3}$ : this contains the edges of $G_{\bar{D}}$ that leave vertices $v_{3}$ and $v_{1}$. Here the walk ends with an edge (from $v_{1}$ to $v_{2}$ ) that was included in the walk in $G_{\bar{D}}$ representing $\bar{\alpha}_{1}$ and before the final edge of this walk.
We use these $\alpha^{\prime}$-sequences in checking sequence generation.
If a walk $\bar{P}$ contains every $\bar{P}_{k},(1 \leq k \leq q)$, and thus its label contains every $\alpha^{\prime}$-sequence from $\alpha^{\prime}$-set $A$, the final node of some $\bar{P}_{k}$ with label $\bar{\alpha}_{k}=\bar{D} / \lambda\left(s_{1}^{k}, \bar{D}\right) \bar{T}_{1}^{k} \bar{D} / \lambda\left(s_{2}^{k}, \bar{D}\right) \bar{T}_{2}^{k} \ldots \bar{D} / \lambda\left(s_{m_{k}}^{k}, \bar{D}\right) \bar{T}_{m_{k}}^{k} \bar{D} / \lambda\left(s_{w}^{j}, \bar{D}\right) \bar{T}_{w}^{j}$ is preceded by a subsequence, $\bar{D} / \lambda\left(s_{w}^{j}, \bar{D}\right) \bar{T}_{w}^{j}$, contained within some $\bar{\alpha}_{j} \in A$ and thus followed by $\bar{D}$ in $\bar{\alpha}_{j}$. Thus, by the definition of recognition, if $\bar{P}$ contains every $\bar{P}_{k}(1 \leq k \leq q)$, then the final node of each $\bar{P}_{k}$ is recognized.

We use $E_{\alpha^{\prime}}$ to denote the set of edges of the form $\bar{P}_{k}=\left(v_{i}, v_{j}, \bar{\alpha}_{k}\right),(1 \leq k \leq q)$.

## B. Checking sequences: a sufficient condition

This section gives a sufficient condition, from [12], for a sequence to be a checking sequence. This result is a consequence of Theorem 1.

Theorem 2 Let $A$ denote an $\alpha^{\prime}-$ set and $G_{\Upsilon}=\left(V, E \cup E_{\Upsilon}\right)$ for some $E_{\Upsilon}$ that satisfies the following properties:

1) For each transition $\tau$, with ending state $s_{j}, E_{\Upsilon}$ contains one edge representing $\tau$ followed by either $\bar{D} / \lambda\left(s_{j}, \bar{D}\right) \bar{T}_{j}$ or some $\alpha^{\prime}$-sequence from $A$.


Fig. 3. The network $N$
2) For every $\alpha^{\prime}$-sequence $\bar{\alpha}_{k}$ from $A, E_{\Upsilon}$ contains one edge that represents $\bar{\alpha}_{k}$ or a transition $\tau$ followed by $\bar{\alpha}_{k}$.
3) Every edge from $E_{\Upsilon}$ represents an $\alpha^{\prime}$-sequence or a transition $\tau$, with ending state $s_{j}$, followed by either a sequence from $A$ or $\bar{D} / \lambda\left(s_{j}, \bar{D}\right) \bar{T}_{j}$.
Suppose $\Gamma$ is a tour of $G_{\Upsilon}$ that contains every edge from $E_{\Upsilon}$. Let e be an edge from $E_{\Upsilon}$ that represents the test for a transition $\tau$ whose ending state is $s_{1}$. Let $\Gamma^{\prime}$ denote $\Gamma$ with e replaced by the corresponding sequence $e_{1}, \ldots, e_{k}$ of edges from $G$ (and so $e_{1}$ represents $\tau$ ) and let $\bar{P}$ denote the walk formed by starting $\Gamma^{\prime}$ with the edge $e_{2}$. Also let $G\left[E_{C}\right]$ denote the digraph induced by the set of edges in $\bar{P}$ that are not in $E_{\Upsilon}$ and suppose that $G\left[E_{C}\right]$ is acyclic. Then $\bar{Q}=\operatorname{label}(\bar{P}) \bar{D} / \lambda\left(s_{1}, \bar{D}\right)$ is a checking sequence for $M$.

## C. Producing the checking sequence

This subsection explains how, given an $\alpha^{\prime}$-set $A$, we can produce a checking sequence. The algorithm developed in this section utilizes the optimization algorithm, for the RCPP, used in [1]. By Theorem 2, it is sufficient to generate a checking sequence on the basis of a tour produced from the following:

1) For each transition $\tau$, with ending state $s_{j}$, one instance of $\tau$ following by $\bar{D} / \lambda\left(s_{j}, \bar{D}\right) \bar{T}_{j}$ or an $\alpha^{\prime}$-sequence.
2) For every $\alpha^{\prime}$-sequence $\bar{\alpha}_{i}$, either $\bar{\alpha}_{i}$ or some transition $\tau$ followed by $\bar{\alpha}_{i}$.
3) Some acyclic set of connecting transitions.

If an $\alpha^{\prime}$-sequence $\bar{\alpha}_{i}$ is used to check the ending state of some transition $\tau$ we get overlap between a transition test and an $\alpha^{\prime}$-sequence. Thus, since we aim to produce an optimal checking sequence, each $\alpha^{\prime}$-sequence is used to check the ending state of some transition, except possibly one if the checking sequence starts with an $\alpha^{\prime}$-sequence.

The problem of producing a minimal length tour that satisfies these conditions can now be considered. The first step is to produce a network $N$ from $G=(V, E)$, described below and outlined in Figure 3, and derive the minimum cost/maximum flow ( $\mathrm{min} \operatorname{cost} /$ max flow) $F$ of $N$.

The network $N$ has vertex set $\{s, t\} \cup\left\{s_{1}^{\prime}, \ldots, s_{n}^{\prime}\right\} \cup\left\{t_{1}^{\prime}, \ldots, t_{n}^{\prime}\right\}$, in which $s$ is the source and $t$ is the sink. The $s_{i}^{\prime}$ represent nodes after the execution of a transition being tested and before the execution of an $\alpha^{\prime}$-sequence or $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ and the $t_{i}^{\prime}$ represent nodes before the start of a transition test.

The edges are defined by the following rules:

1) For each $i$, there is an edge from $s$ to $s_{i}^{\prime}$ with capacity $i n d e g r e e ~_{E}\left(v_{i}\right)$ and cost 0 . This is because there are indegree $_{E}\left(v_{i}\right)$ edges of $G$ that end at $v_{i}$, each representing a transition that needs to be followed by an $\alpha^{\prime}$-sequence or $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$.


Fig. 4. The network and flow $F_{0}$ for $M_{0}$
2) For each $i$, there is an edge from $t_{i}^{\prime}$ to $t$ with capacity outdegree $e_{E}\left(v_{i}\right)$ and cost 0 . This is because there are outdegree $E_{E}\left(v_{i}\right)$ edges of $G$ that leave $v_{i}$, each representing a transition that needs to be tested.
3) For each $\alpha^{\prime}$-sequence $\bar{\alpha}_{k}$ from $v_{i}$ to $v_{j}$ there is an edge from $s_{i}^{\prime}$ to $t_{j}^{\prime}$ with capacity 1 and cost $\left|\bar{\alpha}_{k}\right|$. This represents the execution of $\bar{\alpha}_{k}$ as part of a transition test.
4) For each state $s_{i}$, with $s_{j}$ reached by the walk with label $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ from $s_{i}$, there is an edge from $s_{i}^{\prime}$ to $t_{j}^{\prime}$ with capacity indegree $_{E}\left(v_{i}\right)$ - outdegree $E_{E_{\alpha^{\prime}}}\left(v_{i}\right)$ and cost $\left|\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}\right|$. This represents the use of $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ as part of a transition test. The capacity is the number of transitions that will be followed by $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ but not an $\alpha^{\prime}$-sequence in the tour: each transition with ending state $s_{i}$ must be followed by $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ but outdegree $E_{E^{\prime}}\left(v_{i}\right)$ of these will be followed by an $\alpha^{\prime}-$ sequence. The capacity of an edge leaving some $s_{i}^{\prime}$ and representing the execution of $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ is thus reduced by 1 if there is some $\alpha^{\prime}$-sequence leaving $s_{i}$, as this $\alpha^{\prime}$-sequence will be used to recognize the final state of one transition entering $s_{i}$. Each $\alpha^{\prime}$-sequence can always be executed in this manner as for every $i, 1 \leq i \leq n$, indegree $_{E}\left(v_{i}\right)>0$ (as $M$ is strongly connected) and outdegree $_{E_{\alpha^{\prime}}}\left(v_{i}\right) \leq 1$.
5) For each transition from $s_{i}$ to $s_{j}$ there is a corresponding edge from $t_{i}^{\prime}$ to $t_{j}^{\prime}$ with infinite capacity and cost 1 . This represents an edge used to connect transition tests.
Consider transition $\tau=\left(s_{i}, s_{j}, x / y\right)$ and transition test $\operatorname{label}(\tau) \bar{D} / \lambda\left(s_{j}, \bar{D}\right) \bar{T}_{j}$ in which $\bar{D} / \lambda\left(s_{j}, \bar{D}\right) \bar{T}_{j}$ labels a walk from $s_{j}$ to $s_{k}$. The execution of $\tau$ as part of this transition test is represented by flow from $t_{i}^{\prime}$ to $t$ and flow from $s$ to $s_{j}^{\prime}$. The execution of $\bar{D} / \lambda\left(s_{j}, \bar{D}\right) \bar{T}_{j}$ as part of this transition test is represented by flow from $s_{j}^{\prime}$ to $t_{k}^{\prime}$.

The min cost/max flow $F$ is then found. This flow can be derived in low order polynomial time (see, for example, [1]). The network, and corresponding min cost/max flow, produced for $M_{0}$ is shown in Figure 4. Here, the only edges between the $t_{i}^{\prime}$ that are shown are those used in the flow. The actual flow through an edge is represented by an integer label and a dotted line represents an $\alpha^{\prime}$-sequence.

From $F$ the digraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$, in which $V^{\prime}=\left\{a_{1}, \ldots, a_{n}\right\} \cup\left\{b_{1}, \ldots b_{n}\right\}$, is produced. The edge set $E^{\prime}$ is defined by the following:

1) For each transition $\tau$ from $s_{i}$ to $s_{j}$ in $M$ there is a corresponding edge from $b_{i}$ to $a_{j}$. This represents the execution of $\tau$ as part of a transition test.
2) Given an edge from $s_{i}^{\prime}$ to $t_{j}^{\prime}$ in $N$ with flow $f$ in $F$ there are $f$ corresponding edges from $a_{i}$ to $b_{j}$. These represents the use of some $\bar{\alpha}_{k}$ or $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ as part of a transition test.
3) Given an edge from $t_{i}^{\prime}$ to $t_{j}^{\prime}$ in $N$ with flow $f$ in $F$, there are $f$ corresponding edges from $b_{i}$ to $b_{j}$. These represent the execution of transitions used to connect transition tests.
As flow is conserved at vertices, the digraph $G^{\prime}$ is symmetric (every vertex has an equal number of edges entering and leaving it). Thus, if $G^{\prime}$ is connected, it has an Euler Tour $\Gamma$ (see, for example, [5])
and the corresponding checking sequence contains $\operatorname{cost}(F)+|S||X|+|\bar{D}|$ transitions, where $\operatorname{cost}(F)$ denotes the cost of the flow $F$. Conditions under which $G^{\prime}$ is guaranteed to be connected are considered in Section V. If $G^{\prime}$ is not connected then a set of tours can be produced. These tours can be connected by adding further transitions [12], [26].

We choose some edge $e$ in $\Gamma$ that represents a transition test for a transition $\tau$ that ends at $s_{1}$ and replace $e$ by the corresponding sequence $e_{1}, \ldots, e_{k}$ of edges from $G$ to form tour $\Gamma^{\prime}$. We then start $\Gamma^{\prime}$ with $e_{2}$ to form a walk $\bar{P}$ with label $\bar{Q}$ and $\bar{Q} \bar{D} / \lambda\left(s_{1}, \bar{D}\right)$ then forms a checking sequence. The (polynomial time) checking sequence generation algorithm can be summarised in the following way.

## Algorithm 1

1) Input $M$, distinguishing sequence $\bar{D}$ and $\alpha^{\prime}$-set $A$ (and thus the transfer sequences $\bar{T}_{1}, \ldots, \bar{T}_{n}$ ).
2) Produce network $N$ and min cost/max flow $F$ for $N$.
3) Generate $G^{\prime}$ from $F$.
4) If $G^{\prime}$ is strongly connected, produce an Euler Tour $\Gamma$ of $G^{\prime}$; else produce a set of tours and connect these [12], [26] to form a tour $\Gamma$.
5) Choose some edge $e$ in $\Gamma$ that represents a transition test for a transition $\tau$ that ends at $s_{1}$ and replace $e$ by the corresponding sequence $e_{1}, \ldots, e_{k}$ of edges from $G$ to form tour $\Gamma^{\prime}$.
6) Let $\bar{P}$ denote a walk produced by starting $\Gamma^{\prime}$ with $e_{2}$ and let $\bar{Q}=\operatorname{label}(\bar{P})$.
7) Return the input/output sequence $\bar{Q} \bar{D} / \lambda\left(s_{1}, \bar{D}\right)$.

We now prove that the algorithm produces a checking sequence.
Lemma 3 The set of edges between the $t_{i}^{\prime}$, with non-zero flow in $F$, defines an acyclic subgraph of $G$.
Proof: Proof by contradiction: suppose there is some set $E^{C}$ of edges between the $t_{i}^{\prime}$ in $N$ such that these edges define a cycle and they have non-zero flow in $F$. Produce an assignment $F^{\prime}$ of integers to edges of $N$ by taking $F$ and reducing the flow through each edge in $E^{C}$ by 1 . Since each edge in $E^{C}$ has positive (integer) flow in $F$, no edge is given negative flow in $F^{\prime}$. Further, since $E^{C}$ defines a cycle, given a vertex $t_{i}^{\prime}$, in forming $F^{\prime}$ we remove the same number of units of flow entering $t_{i}^{\prime}$ as we remove units of flow leaving $t_{i}^{\prime}$. Thus, flow is conserved in $F^{\prime}$ and so $F^{\prime}$ is a flow. Finally, we have the same net flow leaving $s$ in $F$ and $F^{\prime}$ and the same net flow entering $t$ in $F$ and $F^{\prime}$. Thus, $F^{\prime}$ is also a max flow but it is a max flow with lower cost than $F^{\prime}$. This contradicts $F$ being a min cost/max flow, as required.

Theorem 4 The sequence produced by Algorithm 1 is a checking sequence.
Proof: First observe that by Lemma 3 the set of edges between the $t_{i}^{\prime}$, that have non-zero flow in $F$, define an acyclic digraph. Further, each edge from $E_{\Upsilon}$ is included in the resultant sequence. The result thus follows from Theorem 2.

The digraph $G_{0}^{\prime}$ produced from flow $F_{0}$, for $M_{0}$, is shown in Figure 5. Here, $m>1$ occurrences of an edge are represented by label $m$. Solid lines are used for edges that represent $\alpha^{\prime}$-sequences or instances of $\bar{D}$; individual transition (as part of transition tests or used to connect transition tests) are represented using dotted lines. An Euler tour of this leads to the following checking sequence in which the label of a transition from $s_{i}$ to $s_{j}$ is denoted by $\tau_{i j}$.

$$
\begin{aligned}
& \bar{D} / \lambda\left(s_{1}, \bar{D}\right) \tau_{21} \bar{D} / \lambda\left(s_{1}, \bar{D}\right) a / 0 b / 1 \tau_{34} \bar{D} / \lambda\left(s_{4}, \bar{D}\right) \tau_{12} \bar{D} / \lambda\left(s_{2}, \bar{D}\right) \tau_{45} \bar{D} / \lambda\left(s_{5}, \bar{D}\right) \tau_{25} \bar{D} / \lambda\left(s_{5}, \bar{D}\right) \\
& a / 0 t_{51} \bar{D} / \lambda\left(s_{1}, \bar{D}\right) a / 0 \tau_{53} \bar{\alpha}_{2} a / 0 b / 1 \tau_{35} \bar{\alpha}_{1} \tau_{44} \bar{D} / \lambda\left(s_{4}, \bar{D}\right) \tau_{11} \bar{D} / \lambda\left(s_{1}, \bar{D}\right)
\end{aligned}
$$

It is possible to check that all of the nodes are recognized and thus that all of the edges of $G_{0}$ are verified. This sequence thus defines a checking sequence.

Note that the set of connecting transitions is generated during optimization. In [12], [26] a set of connecting transitions is found prior to the optimization: this prior choice may be suboptimal.


Fig. 5. The digraph $G_{0}^{\prime}$ produced from $F_{0}$

## IV. Finding An $\alpha^{\prime}$-SET

The process of generating a checking sequence, in the presence of an $\alpha^{\prime}$-set, was described in Section III. This section discusses the problem of generating an $\alpha^{\prime}$-set $A$ that minimizes the total length of the sequences in $E_{\Upsilon}$, length $\left(E_{\Upsilon}\right)=\sum_{x \in E_{\Upsilon}}|x|$. For each state $s_{i}$, some $\alpha^{\prime}$-sequence will contain a corresponding subsequence $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ for some transfer sequence $\bar{T}_{i}$. In Section IV-A, an algorithm for generating an $\alpha^{\prime}$-set, once the $\bar{T}_{i}$ have been chosen, is described. Section IV-B contains a proof that if empty transfer sequences are used (i.e. $\bar{T}_{i}$ is the empty sequence for all $1 \leq i \leq n$ ) then any $\alpha^{\prime}$-set produced in this way minimizes length $\left(E_{\Upsilon}\right)$ and thus that empty transfer sequences should be used.

As noted earlier, the application of the $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ can be represented by a digraph $G_{\bar{D}}=\left(V, E_{\bar{D}}\right)$ in which an edge from $v_{i}$ represents a walk with label $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ from $s_{i}$. In $G_{\bar{D}}$, each vertex has one edge leaving it and $G_{\bar{D}}$ is composed of components in the form of circuits, possibly with trees attached. The digraph produced for $M_{0}$, using empty transfer sequences, is given in Figure 2.

## A. Finding $\alpha^{\prime}$-sequences given the $\bar{T}_{i}$

Each $\alpha^{\prime}$-set $A=\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{q}\right\}$ is defined by a set $\pi=\left\{\bar{P}_{1}, \ldots, \bar{P}_{q}\right\}$ of walks such that label $\left(\bar{P}_{k}\right)=\bar{\alpha}_{k}$, $(1 \leq k \leq q)$. To construct each $\bar{P}_{k} \in \pi$, first construct a set $P=\left\{\bar{\rho}_{1}, \ldots, \bar{\rho}_{q}\right\}$ of paths such that every edge of $G_{\bar{D}}$ is covered exactly once. For each $\bar{\rho}_{k} \in P$, we produce the sequence $\operatorname{label}\left(\bar{\rho}_{k}\right) \bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$, where $s_{i}$ is the ending state of $\bar{\rho}_{k}$. This gives $\alpha^{\prime}$-set $A=\left\{\operatorname{label}\left(\bar{\rho}_{k}\right) \bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i} \mid \bar{\rho}_{k} \in P, s_{i}\right.$ is the ending state of $\left.\bar{\rho}_{k}\right\}$. The problem of generating an $\alpha^{\prime}$-set may thus be reduced to that of producing such a set of paths given $G_{\bar{D}}$ (and thus from the transfer sequences $\bar{T}_{1}, \ldots, \bar{T}_{n}$ ).

The digraph $G_{\bar{D}}$ is composed of a number of (weakly connected) components $C_{1}, \ldots, C_{r}, 1 \leq r \leq n$. The following algorithm produces paths that cover each component that is not in the form of a cycle. Cyclic components are then considered.

## Algorithm 2

1) Initially all edges of $G_{\bar{D}}$ are unmarked and $\pi=\emptyset$.
2) While there exists some $v_{i}$ with an unmarked edge leaving it and no unmarked edge entering it, do
a) Choose some $v_{i}$ with an unmarked edge leaving it and no unmarked edge entering it.
b) Find the longest path $\bar{\rho}$ in $G_{\bar{D}}$ that starts at $v_{i}$ and does not use any marked edge. As $\bar{\rho}$ is a path it has no repeated edges.
c) Follow $\bar{\rho}$ by the edge leaving its ending vertex in $G_{\bar{D}}$ to get the walk $\bar{P}$.
d) Add $\bar{P}$ to $\pi$ and mark the edges of $\bar{\rho}$.
endwhile
3) Output $\pi$.

The general problem of finding the longest path in a digraph is NP-complete (see, for example, [4]). However, since in $G_{\bar{D}}$ each vertex has only one edge leaving it, here the longest path problem can be solved in linear time.

In the example, there are two possible starting points: $v_{3}$ and $v_{5}$. If vertex $v_{5}$ is chosen initially the longest path is $v_{5} \rightarrow v_{2} \rightarrow v_{4} \rightarrow v_{1} \rightarrow v_{2}$ and thus the $\alpha^{\prime}$-sequence $\bar{\alpha}_{1}$, corresponding to $v_{5} \rightarrow v_{2} \rightarrow v_{4} \rightarrow$ $v_{1} \rightarrow v_{2} \rightarrow v_{4}$, is produced. The only remaining unmarked edge is $v_{3} \rightarrow v_{1}$ and thus the $\alpha^{\prime}$-sequence $\bar{\alpha}_{2}$, corresponding to $v_{3} \rightarrow v_{1} \rightarrow v_{2}$, is then chosen.

At the end of Algorithm 2 there may still be unmarked edges in which case the set $\pi$ output does not define an $\alpha^{\prime}$-set. However, we know that any vertex that has an unmarked edge leaving it also has an unmarked edge entering it. We thus get the following result.

Proposition 5 When Algorithm 2 terminates the remaining unmarked edges of $G_{\bar{D}}$ form a set of cycles.
Proof: Let $G_{R}=\left(V, E_{R}\right)$ denote the digraph defined by the vertex set of $G_{\bar{D}}$ and the set of edges of $G_{\bar{D}}$ that are unmarked at the end of Algorithm 2. By the termination criterion of Algorithm 2 we know that every vertex of $G_{R}$ that has an edge that leaves it also has an edge that enters it.

First we prove that no vertex of $G_{R}$ has an edge entering it but no edge leaving it. Proof by contradiction: suppose there is such a vertex $v$. Let $\bar{p}$ denote a maximal path from $G_{R}$ that ends at $v$ and let $v^{\prime}$ denote the starting vertex of $\bar{p}$. By the maximality of $\bar{p}$ and the fact that every vertex of $G_{R}$ that has an edge that leaves it also has an edge that enters it, we know that $v^{\prime}$ has an edge from $\bar{p}$ entering it. Thus, $\bar{p}$ defines a subdigraph of $G_{R}$ that is of the form of a cycle with a path leaving it. This contradicts each vertex having at most one edge leaving it as required.

Since no vertex of $G_{R}$ has more than one edge leaving it, it is now sufficient to prove that no vertex of $G_{R}$ has more than one edge entering it. Observe that the total number of edges entering vertices is equal to the total number of edges leaving vertices. The result thus follows from the facts that: no vertex has an edge entering it and no edge leaving it; no vertex has an edge leaving it and no edge entering it; and no vertex has more than one edge leaving it.

If the edges of a component $C_{i}$ form a cycle then it is possible to start a walk whose label is an $\alpha^{\prime}$-sequence at any point within this. The walk produced has initial and final vertices corresponding to those of some edge in $C_{i}$. Suppose an edge from $v_{a}$ to $v_{b}$ is chosen and the corresponding $\alpha^{\prime}$-sequence is $\bar{\alpha}_{k}$. Then $\bar{\alpha}_{k}$ contains every $\bar{D} / \lambda\left(s_{z}, \bar{D}\right) \bar{T}_{z}$ that corresponds to an edge from $C_{i}$. While $\bar{D} / \lambda\left(s_{a}, \bar{D}\right) \bar{T}_{a}$ is included twice (once at the beginning, once at the end) the sequence $\bar{\alpha}_{k}$ is used to recognize $s_{a}$ once in testing and thus, in $E_{\Upsilon}$, replaces one execution of $\bar{D} / \lambda\left(s_{a}, \bar{D}\right) \bar{T}_{a}$ from $s_{a}$. Thus the choice of edge from $C_{i}$ does not affect length $\left(E_{\Upsilon}\right)$.

The final algorithm can now be given.

## Algorithm 3

1) Generate a set of walks $\pi$ using Algorithm 2.
2) In $G_{\bar{D}}$ mark the edges contained in walks from $\pi$.
3) While there are unmarked edges in $G_{\bar{D}}$ do
a) Choose a vertex $v_{i}$ that has an unmarked edge leaving it.
b) Find the longest walk $\bar{\rho}$ in $G_{\bar{D}}$ that starts at $v_{i}$ and does not use any marked edge. This walk returns to $v_{i}$ since only edges forming cyclic components remain unmarked after Algorithm 2.
c) Follow $\bar{\rho}$ by the edge leaving its ending vertex to get $\bar{P}$.
d) Add $\bar{P}$ to $\pi$ and mark the edges of $\bar{\rho}$.
endwhile
4) Output $\pi$.

Theorem 6 Algorithm 3 returns a set of walks that define an $\alpha^{\prime}-$ set.
Proof: By Proposition 5 we know that the set of unmarked edges after Algorithm 2 is of the form of a set of cyclic components. The result now follows from observing that each iteration of the loop creates a walk $\bar{P}$ that defines an $\alpha^{\prime}$-sequence and Algorithm 3 terminates when no edges are unmarked.

## B. Finding the optimal $\bar{T}_{i}$

The previous section gave an algorithm that generates an $\alpha^{\prime}$-set given the set $\left\{\bar{T}_{1}, \ldots, \bar{T}_{n}\right\}$ of transfer sequences. This section contains results that prove that empty $\bar{T}_{i}$ lead to the minimal value of $\operatorname{length}\left(E_{\Upsilon}\right)$ and that, given empty $\bar{T}_{i}$, any two $\alpha^{\prime}$-sets produce the same value of length $\left(E_{\Upsilon}\right)$. The first step is to place a lower bound on length $\left(E_{\Upsilon}\right)$.

Lemma 7 Suppose $M$ has distinguishing sequence $\bar{D}, n$ states and input alphabet $X$. Then length $\left(E_{\Upsilon}\right) \geq$ $n|X|+n|\bar{D}|(|X|+1)$.

Proof: Suppose also that $E_{\Upsilon}$ has been formed using $\alpha^{\prime}$-set $A=\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{q}\right\}$, where $\bar{\alpha}_{i}$ is $\bar{D} / \lambda\left(s_{1}^{i}, \bar{D}\right) \bar{T}_{1}^{i}$ $\bar{D} / \lambda\left(s_{2}^{i}, \bar{D}\right) \bar{T}_{2}^{i} \ldots \bar{D} / \lambda\left(s_{m_{i}}^{i}, \bar{D}\right) \bar{T}_{m_{i}}^{i} \bar{D} / \lambda\left(s_{w}^{j}, \bar{D}\right) \bar{T}_{w}^{j}\left(1 \leq j \leq q, 1 \leq w \leq m_{j}\right)$. Each $\bar{D} / \lambda\left(s_{i}, \bar{D}\right) \bar{T}_{i}$ appears at least once within the body of some $\bar{\alpha}_{j}$. Repetition occurs through the final section of each $\bar{\alpha}_{i}$ appearing within the body of some $\bar{\alpha}_{i}$. Thus

$$
\sum_{z=1}^{q}\left|\bar{\alpha}_{z}\right| \geq n|\bar{D}|+q|\bar{D}|
$$

The transitions may be enumerated to give $\left\{\tau_{1}, \ldots \tau_{n|X|}\right\}$ such that, in $E_{\Upsilon}, \tau_{1}, \ldots, \tau_{q}$ are followed by $\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{q}$ respectively. Given transition $\tau_{z}$ let $\sigma(z)$ satisfy the property that the ending state of $\tau_{z}$ is $s_{\sigma(z)}$. Therefore $E_{\Upsilon}=\left\{\tau_{1} \bar{\alpha}_{1}, \ldots, \tau_{q} \bar{\alpha}_{q}\right\} \cup \bigcup_{z=q+1}^{n|X|}\left\{\tau_{z} \bar{D} / \lambda\left(s_{\sigma(z)}, \bar{D}\right) \bar{T}_{\sigma(z)}\right\}$. Thus

$$
\begin{aligned}
& \sum_{\bar{x} \in E_{\Upsilon}}|\bar{x}|=\sum_{z=1}^{q}\left|\tau_{z} \bar{\alpha}_{z}\right|+\sum_{z=q+1}^{n|X|}\left|\tau_{z} \bar{D} / \lambda\left(s_{\sigma(z)}, \bar{D}\right) \bar{T}_{\sigma(z)}\right| \\
& =q+\sum_{z=1}^{q}\left|\bar{\alpha}_{z}\right|+(n|X|-q)(|\bar{D}|+1)+\sum_{z=q+1}^{n|X|}\left|\bar{T}_{\sigma(z)}\right| \\
& \quad \geq q+n|\bar{D}|+q|\bar{D}|+(n|X|-q)(|\bar{D}|+1) \\
& =n|X|+n|\bar{D}|+n|X||\bar{D}|=n|X|+n|\bar{D}|(1+|X|) .
\end{aligned}
$$

The result thus follows.
It is now sufficient to prove that any $\alpha^{\prime}$-set, produced by Algorithm 3, with empty $\bar{T}_{i}$ achieves this lower bound and thus is optimal.

Lemma 8 Suppose $M$ has distinguishing sequence $\bar{D}, n$ states and input alphabet $X$. Suppose also that $E_{\Upsilon}$ contains the sequences produced using an $\alpha^{\prime}$-set A generated by Algorithm 3 in which, for all $1 \leq i \leq n,\left|\bar{T}_{i}\right|=0$. Then length $\left(E_{\Upsilon}\right)=n|X|+n|\bar{D}|(|X|+1)$.

Proof: Suppose $A=\left\{\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{q}\right\}$. As, for all $1 \leq j \leq n, \bar{T}_{j}=\epsilon$, $\bar{\alpha}_{i}$ has input portion $\bar{D}^{k_{i}} \bar{D}$ for some $k_{i}, \sum_{i=1}^{r} k_{i}=n$. Thus

$$
\sum_{z=1}^{q}\left|\bar{\alpha}_{z}\right|=(n+q)|\bar{D}|
$$

The transitions may be enumerated so that $E_{\Upsilon}=\left\{\tau_{1} \bar{\alpha}_{1}, \ldots, \tau_{q} \bar{\alpha}_{q}\right\} \cup \bigcup_{z=q+1}^{n|X|}\left\{\tau_{z} \bar{D} / \lambda\left(s_{\sigma(z)}, \bar{D}\right)\right\}$. Thus

$$
\begin{gathered}
\sum_{\bar{x} \in E_{\Upsilon}}|\bar{x}|=\sum_{z=1}^{q}\left|\tau_{z} \bar{\alpha}_{z}\right|+\sum_{z=q+1}^{n|X|}\left|\tau_{z} \bar{D} / \lambda\left(s_{\sigma(z)}, \bar{D}\right)\right| \\
=q+\sum_{z=1}^{q}\left|\bar{\alpha}_{z}\right|+(n|X|-q)+\sum_{z=q+1}^{n|X|}|\bar{D}| \\
=n|X|+\sum_{z=1}^{q}\left|\bar{\alpha}_{z}\right|+\sum_{z=q+1}^{n|X|}|\bar{D}| \\
=n|X|+(n+q)|\bar{D}|+(n|X|-q)|\bar{D}| \\
=n|X|+|\bar{D}|(n+q+n|X|-q) \\
\quad=n|X|+n|\bar{D}|(1+|X|)
\end{gathered}
$$

The result thus follows.
Theorem 9 Suppose that $E_{\Upsilon}$ contains the subsequences generated using $\alpha^{\prime}$-set A produced by Algorithm 3 in which, for all $1 \leq i \leq n,\left|\bar{T}_{i}\right|=0$. Then this $\alpha^{\prime}$-set minimizes the value of length $\left(E_{\Upsilon}\right)$.

Proof: This follows directly from Lemmas 7 and 8.

## V. GENERAL PROPERTIES OF THE ALGORITHMS

The proposed algorithm produces a symmetric digraph $G^{\prime}$ and if $G^{\prime}$ is strongly connected, an Euler Tour of $G^{\prime}$ is used to define a minimum length checking sequence, for the given $A$. This section gives two sufficient conditions for $G^{\prime}$ to be strongly connected. These conditions are equivalent to those given in [1] for an algorithm that connects a set of subsequences but need not generate a checking sequence.

Lemma 10 If $M$ has reset capacity then $G^{\prime}$ is strongly connected.
Proof: As $M$ has reset capacity, every $b_{i}$ is connected to $a_{1}$. Thus the set of $b_{i}$ is weakly connected. As $M$ is strongly connected, every $a_{i}$ is reached by some edge from some $b_{j}$. Thus, as the set of $b_{i}$ is weakly connected, $G^{\prime}$ is weakly connected. It is known, however, that a weakly connected symmetric digraph is strongly connected (see, for example, [5]). Thus $G^{\prime}$ is strongly connected, as required.

Lemma 11 If $M$ has a loop (a transition whose initial and final states are the same) for every state then $G^{\prime}$ is strongly connected.

Proof: As $M$ has a loop for every state, each $b_{i}$ is connected to the corresponding $a_{i}$. As it is sufficient to prove that $G^{\prime}$ is weakly connected, and each $b_{i}$ is connected to some $a_{j}$, it is sufficient to prove that for any $a_{i}$ there an undirected walk from $a_{1}$ to $a_{i}$. A walk $\bar{p}$ from $G$ can be simulated by, for each edge $e$ from $v_{i}$ to $v_{j}$ in $\bar{p}$, replacing $e$ by a pair of edges $\left(b_{i}, a_{i}\right)\left(b_{i}, a_{j}\right)$ in $G^{\prime}$. Thus, as $G$ is strongly connected, there is an undirected walk from $a_{1}$ to $a_{i}$ for all $1 \leq i \leq n$. Thus $G^{\prime}$ is weakly connected and, as $G^{\prime}$ is symmetric, $G^{\prime}$ is strongly connected.

The proposed checking sequence generation algorithm has the same time complexity as those given in [26] and [12] and we now explore this complexity. For an FSM with $n$ states Algorithms 2 and 3 both take time of $O(n)$. Thus the complexity of the algorithm is dominated by the time taken to find the min cost/max flow which is of $O(e v \log v)$ for a digraph with $v$ vertices and $e$ edges [1]. Thus, since the digraph representing $M$ has $n$ vertices and $n|X|$ edges, the worst case time complexity is $O\left(n^{2}|X| \log n\right)$.

## VI. EXPERIMENTAL EVALUATION

This section describes an experimental evaluation that investigated the effect of using non-empty transfer sequences $\left(\bar{T}_{i}\right)$ in the construction of the $\alpha^{\prime}$-sequences. There were two motivations for this study. First, while the proposed use of empty transfer sequences guarantees that the sum of the lengths of the subsequences to be combined is minimized, there is no guarantee that this leads to the shortest checking sequence. Second, while we might expect the use of empty transfer sequences to normally be desirable, experimental evaluation can provide some indication as to how significant an impact this has on the length of the resultant checking sequence.

We used a set of randomly generated FSMs with distinguishing sequences. We produced these FSMs in the following way. For a given integer $n$, for each state $s_{i}(1 \leq i \leq n)$ and input $x$ we randomly chose the next state $s_{j}$ and output $y$. This led to an FSM with $n$ states but this FSM might not have the desired properties. The FSM was rejected if it was not minimal, was not strongly connected, or we failed to find a distinguishing sequence.

For each FSM $M$ we applied the following experiments:

1) We used Algorithm 3 to produce an $\alpha^{\prime}$-set with empty transfer sequences as proposed in Section IV. We then generated a checking sequence using Algorithm 1.
2) We applied the following procedure 1000 times: For each state $s_{i}$ of $M$ randomly choose some state $s^{i}$ from $M$ to be reached by the transfer sequence from $\delta\left(s_{i}, \bar{D}\right)$. For each $s_{i}$, we generated a transfer sequence $\bar{T}_{i}$ that labelled a shortest walk from $\delta\left(s_{i}, \bar{D}\right)$ to $s^{i}$ and used Algorithm 3 to produce the corresponding $\alpha^{\prime}$-set $A$. We then applied Algorithm 1, with $A$ and the transfer sequences, to produce a checking sequence. This was done for a randomly generated selection since for an FSM with $n$ states there are $n^{n}$ ways of choosing the transfer sequences.
For each FSM $M$ we recorded the checking sequence length produced using the proposed algorithm and thus empty transfer sequences. The checking sequence algorithm is deterministic once the transfer sequences have been chosen and thus we produced only one such checking sequence for each FSM.

For the 1000 other experiments with a given FSM $M$ we recorded the mean checking sequence length, the maximum checking sequence length, and the minimum checking sequence length. We used five FSMs with 5 states, five FSMs with 10 states, five FSMs with 15 states, and five FSMs with 20 states. The FSMs with 5 states had input and output alphabets of size 3, the FSMs with 10 and 15 states had input and output alphabets of size 4, and the FSMs with 20 states had input and output alphabets of size 5. The results are given in Table I.

In all cases the checking sequence with empty transfer sequences was the smallest found. It is interesting to look at how much of a saving is provided by using empty transfer sequences and to consider both the saving relative to the mean checking sequence length found and the maximum checking sequence length found: the former gives an indication of the expected saving while the latter gives an indication of the maximum saving that can be expected. Table II summarizes this information. For each FSM size it gives the following information:

1) The first column contains the number of states of the FSMs.
2) The second column contains the mean checking sequence length when we have empty transfer sequences. This is averaged across the five FSMs with the given number of states.
3) The third column contains the mean, over the five FSMs, of the mean checking sequence length when we do not use empty transfer sequences. In the fourth column we give the percentage saving: the difference between the values in the second and third columns divided by the value in the third column (the larger of the two values). This estimates the expected saving from using empty transfer sequences.
4) The fifth column gives the mean, over the five FSMs, of the length of the longest checking sequence found. The sixth column contains the percentage saving: the difference between the values in the fifth and second columns divided by the value in the fifth column (again, the larger of the two values). This estimates the maximum saving from using empty transfer sequences.

TABLE I
EXPERIMENTAL RESULTS

| FSM | Number of states | Empty transfer | Maximum | Minimum | Mean |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $5 \_0$ | 5 | 68 | 134 | 68 | 97 |
| $5 \_1$ | 5 | 94 | 134 | 94 | 118 |
| $5 \_2$ | 5 | 63 | 107 | 63 | 88 |
| $5 \_3$ | 5 | 60 | 111 | 60 | 90 |
| $5 \_4$ | 5 | 71 | 112 | 71 | 91 |
| $10 \_0$ | 10 | 209 | 347 | 251 | 299 |
| $10 \_1$ | 10 | 229 | 383 | 241 | 324 |
| $10 \_2$ | 10 | 259 | 473 | 282 | 340 |
| $10 \_3$ | 10 | 171 | 301 | 196 | 248 |
| $10 \_4$ | 10 | 226 | 375 | 254 | 313 |
| $15 \_0$ | 15 | 327 | 593 | 400 | 494 |
| $15 \_1$ | 15 | 352 | 603 | 394 | 504 |
| $15 \_2$ | 15 | 337 | 563 | 394 | 479 |
| $15 \_3$ | 15 | 351 | 583 | 400 | 499 |
| $15-4$ | 15 | 352 | 601 | 404 | 496 |
| $20 \_0$ | 20 | 625 | 990 | 639 | 854 |
| $20 \_1$ | 20 | 530 | 859 | 695 | 769 |
| $20 \_2$ | 20 | 561 | 935 | 670 | 789 |
| $20 \_3$ | 20 | 560 | 923 | 669 | 817 |
| $20 \_4$ | 20 | 568 | 940 | 668 | 813 |

TABLE II
SUMMARY: MEAN SAVINGS

| Number of states | mean empty transfer | mean | saving | mean maximum | saving |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 5 | 71.2 | 96.8 | $26.45 \%$ | 119.6 | $40.47 \%$ |
| 10 | 218.8 | 304.8 | $28.22 \%$ | 375.8 | $41.78 \%$ |
| 15 | 343.8 | 494.4 | $30.46 \%$ | 588.6 | $41.59 \%$ |
| 20 | 568.8 | 808.4 | $29.64 \%$ | 929.4 | $38.80 \%$ |

In the experiments, for each FSM size, the use of empty transfer sequences gave a saving of over $25 \%$ when compared to the mean checking sequence length and a maximum saving of in the order of $40 \%$.

## VII. Conclusions

When testing from a finite state machine (FSM) $M$ it is often desirable to use a checking sequence: a test sequence that is guaranteed to lead to failures if the system under test (SUT) is faulty and has no more states than $M$. There has thus been much interest in the automated generation of efficient checking sequences [6], [7], [12], [26].

The method recently given in [12], to generate a checking sequence, produces a checking sequence by connecting a set of subsequences. However, it relies on two elements, the $\alpha^{\prime}$-set $A$ and a set $E_{c}$ of connecting transitions, to have already been defined. The choice of $A$ and $E_{c}$ can have a significant impact on the length of the resultant checking sequence. This paper has focussed on the problem of choosing $A$ and $E_{c}$. The overall checking sequence generation approach, used in this paper, can be seen as having two stages:

1) minimize the sum of the lengths of the subsequences to be combined; then
2) combine these sequences optimally.

This paper has given an algorithm that finds an $\alpha^{\prime}$-set $A$ that minimizes the sum of the lengths of the subsequences to be combined in checking sequence generation. The checking sequence generation algorithm given in this paper produces the set $E_{c}$ of connecting transitions during the optimization phase of test generation. The algorithm thus produces the optimal $E_{c}$ for the given $A$.

The choice of $E_{c}$ is guaranteed to be optimal. Thus, experimental evaluation was used to investigate the other variable: the choice of transfer sequences (which define the set $A$ ). The experiments were over
twenty randomly generated FSMs with between 5 and 20 states. In all experiments, the checking sequence generated using the proposed approach was the shortest found. In the experiments, for each FSM size, the proposed approach gave a mean saving of over $25 \%$ and a maximum saving of in the order $40 \%$.

For ease of presentation, we formulated the problem as that of forming a tour from which a checking sequence is extracted as given in Theorem 2. A succinct formulation of the minimum length checking sequence construction follows directly from our work: after forming $G^{\prime}$, find a rural Chinese postman path over the subset of edges $E_{\gamma}$ starting with the application of $\bar{D}$ (or some $\alpha^{\prime}$-sequence) at $s_{1}$.
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