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The amount of information contained in the WEB grows in a galloping way, which is caused by the spread of Internet 
access and lowering the cost of storing and sharing data across the network. The vast amount of data, impossible to 
be analyzed by human, is the reason why finding and selecting valuable information has become a serious problem. 
Due to this situation, a highly useful and desired solution would be the development of a system that would allow 
continuous monitoring of the WEB and finding for the user valuable information from the selected Internet re-
sources. This paper describes the concept of such a system, along with its initial implementation and application to 
search for information in the field of foundry industry. 
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INTRODUCTION

Recent studies show that almost 2,4 milliard people 
have access to the Internet. In Europe it is more than 63 
% and in North America more than 78 % of the popula-
tion [1] [2]. Unfortunately, increasing the amount of 
data being in the network does not go hand in hand with 
the improvement of its quality. It causes the deteriora-
tion which in the literature is known as a phenomenon 
called “infobesity” [3]. In this situation, to find valuable 
information in the huge resources of the network is no 
small problem, requiring the use of specialized algo-
rithms [4] [5]. On the market of products allowing 
search for information in the WEB resources, there are 
many general-purpose and specialized solutions. How-
ever, when it comes to searching for and monitoring of 
industry information from specialized industries, the of-
fered functionalities often prove inadequate [6]. In re-
sponse to this phenomenon it was decided to create a 
system that would allow the search for valuable infor-
mation in the resources of the Internet, and monitoring 
changes in its content. The system provides the ability 
to define the precise patterns of information searched 
and of the mechanism sorting the results and making 
their presentation. 

EXISTING SOLUTIONS

When it comes to the division in terms of function-
alities offered and the data on which they operate, the 
existing solutions of information search in the WEB, 

can be divided into four main groups: universal search 
engines, page directories and WEB search (crawl) sys-
tems. Each group of solutions has different functionali-
ty, principle of operation and range of supported data.

A common feature of universal search engines is 
that theoretically they are free from any limits when it 
comes to the search for data. Search engines are as-
sumed to be responsible for covering all the relevant 
WEB information resources, thus requiring huge finan-
cial outlays for equipment and infrastructure, which 
means that on the market there is only a small number 
of such solutions. The most popular universal search 
engines have many features in common. These include: 
the implicit algorithm for searching information and 
sorting the results found, and limit in the amount of 
available data [7]. Universal search engines allow crea-
tion of queries in a mode defined in advance by the ad-
ministrators of the site. These features are the reason 
why the universal search engines may prove to be the 
tool insufficient in the case of search for sectoral indus-
try information in the specialized WEB resources.

The second group of solutions, which can be useful 
when searching for sectoral industry information on the 
Internet, are directories of web pages that contain in 
their resources information and links to websites of 
companies, institutions, manufacturers, suppliers of 
materials, specific to a given industry. Most web direc-
tories have a built-in search engine, allowing search for 
specific items within their resources. However, the 
search is normally based on tags and keywords that 
have been assigned to an entry in the directory, and does 
not take into account the content provided in the source 
resources of the domain of a given entity.

The last type of tools that could be used in the WEB 
site search for information are the Internet searching 
systems (crawlers)[8] [9]. Here one can distinguish 
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both closed and commercial solutions as well as free 
and open systems. Examples of closed systems include 
Fast Search Web Crawler, which does not offer the pos-
sibility to expand and implement one’s own data pro-
cessing components found on the web, or Web Fountain 
which is a platform for analysis and processing of un-
structured data, subscribed and licensed on a commer-
cial basis [10]. The group of open systems includes pro-
jects such as Apache Nutch [11] and Datapark Search 
[12], allowing search and indexing of text data within 
the selected domains. Systems provide the ability to 
save and later search the web pages, but do not allow 
creating one’s own components which could process 
the content of the page in the course of its search.

The need to be able to monitor and search for infor-
mation in the resources of the Internet and the inadequa-
cy of solutions available on the market were the reason 
for proposing the concept, design and subsequent im-
plementation of a system meeting these functionalities. 

SYSTEM CONCEPT AND ARCHITECTURE

The basic assumption was to create a system that 
would provide the user with the ability to monitor the 
Web sources and obtain the information valuable for 
him. The main functionalities of the system, which dis-
tinguish it from the existing solutions and make it useful 
for the user are:
• the ability to define a set of Internet domains, which 

are the subject of subsequent, periodically repeated 
search,

• the ability to define one’s own patterns for search-
ing, using the dedicated grammar,

• the ability to detect changes in the content of the 
pages containing the results found earlier.
A simplified system architecture is shown in Figure 

1. It consists of four major components. The first of 
these components, a graphical user interface, provides 
the user with the ability to manage the system, define 
domains subject to search and monitoring, and define 
patterns of information that will be searched. With this 
component, the user also receives information about the 
results found, which may be freely viewed and ana-
lyzed. These functionalities are implemented in the sys-
tem core component, containing all the business logic 
for the system operation, synchronization algorithms 
for domain search, access to the data in the database and 
to the subsequent search and analysis of results. Anoth-
er component is a database that stores both the sources 
of the searched WEB resources and information about 

the patterns found in their content. All of these data are 
entered into the database by the crawl component, re-
sponsible for the process of searching the web domains 
and finding in their content patterns sought by the user. 
The steps of processing the data in the context of this 
component are given in Figure 2.

The crawling process begins by downloading a web 
page source for the previously selected URL. Based on 
the retrieved HTML code, a resource pattern is con-
structed for the page, and then the process of extraction 
of URLs found in the content of the processed page is 
undertaken. Then the advanced processing mechanisms 
for the Web page source are started, where one of them 
is composed of search algorithms for  user-defined pat-
terns. The next step is to save in the database both pro-
cessed content page as well as all the additional infor-
mation about the patterns found. The last step in the 
processing loop of resources is the choice by the crawl-
ing manager of another URL that will be processed in 
the next iteration of the loop. 

A key aspect of the system operation is the ability to 
define patterns that will be searched during the opera-
tion of the system. Every single pattern in the system 
can be defined by a dedicated grammar. Thus developed 
grammar allows defining, in a sufficiently precise way, 
patterns that are next searched in the course of process-
ing the WEB resources crawled by the system. The pro-
cessing of each HTML page that is searched by the pre-
sent system follows the dedicated algorithm  The result 
of this algorithm is updating in the database information 
about patterns found on the crawled pages, described by 
grammars.

SYSTEM OPERATION AND TESTING

In order to verify the effectiveness of the designed 
system, an experiment was carried out. It consisted in 
using this system for searching and monitoring infor-
mation from the foundry industry. Additionally, the 
same tests were carried out in parallel using the two 
most popular tools available on the market, i.e. the 
Google Search [13] engine and the Google Alerts [14] 
network monitoring system. The system presented in 
this study operates based on open sources of informa-
tion from the Internet in Polish. There is the possibility Figure 1 A system architecture schema 

Figure 2 Stages of the crawling process
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breviated name of the pattern that has been found. 10. 
URL of the page containing the pattern.

Observations based on the progress and results of 
the search and monitoring of domains are as follows:
• Throughout the whole monitoring period 36 results 

were found, of which 34 were found in the first 
search of the domain; 2 others emerged on the 4th 
day of tests.

• The results were found only in two of the five do-
mains selected for testing.

• 3 out of 36 results have changed during the monitor-
ing process (the content of the segment under which 
they were found has changed).

• Adjustments were obtained only for 7 of the 22 pat-
terns. The number of matches for each pattern is as 
follows (in parentheses the abbreviated names of 
patterns used in Table 1 are given): 
In parallel, during testing of the presented system, 

comparative tests were carried out with the search tools 
offered by Google. To search the data, a universal 
Google Search engine was used. To monitor the net-
work - Google Alerts tools were applied.

Search and monitoring were performed for all 22 
phrases used in the operating system. To increase the 
transparency of the results, a comparison of the opera-
tion of the systems was presented in Table 1 for only 7 
out of the 22 phrases, which were found by the system 
described in this article. 

Table 1  Performance of the presented system as compared 

with Google tools

Pattern
numbers

Number of 
pages matched

Number of 
observed changes

System Google Search System Google Alerts
1 12 3 0 0

2 10 16 2 0

3 7 15 0 0

4 2 9 1 0

5 2 94 0 0

6 2 11 0 0

7 1 156 0 0

Rows of Table 1 correspond to the individual pat-
terns, which have been found by the system. Columns 2 
and 3 contain numbers of results found in domains 
where patterns were searched (2 domains by the pre-
sented system and 5 domains by the Google Search). 
Striking is the fact that Google Alerts tool did not return 
any result of new information appearing during the 
whole process of monitoring the network (column 4 in 
Table 1). Moreover, it should be noted that monitoring 
was not confined to only 5 domains, as in the case of the 
presented system, but the scope of the domains covered 
all websites. At the same time, the system presented, 
detected 3 changes in pages detected earlier (Column 3 
in Table 1). This makes it a much more effective tool 
than the popular Google Alerts tool.

to use the system for data processing in other languages, 
but it is necessary to previously adapt to this task the 
natural language processing module (the question is 
mostly about the stemmer module searching for inflect-
ed forms of a particular word). For tests, five Internet 
domains containing information on metallurgical and 
foundry industry (data of companies and suppliers, 
news) were selected. These domains include: metpart-
ner.pl(A), 4metal.pl(B), metale24.pl(C), wirtualneo-
dlewnictwo.pl(D), odlewniepolskie.pl(E) (in parenthe-
ses are abbreviations of domains used later in the ta-
bles).

The next step was to nominate a set of patterns that 
were to be searched in the resources of previously se-
lected domains.

It was decided to choose 22 different patterns de-
scribed with grammar, based on combinations of 3 key-
words from the set: melting, charge material, cast iron, 
flux, ferroalloy, scrap, refiner, alloy, moulding, sand, 
binder, moulding mixture, coating, release agent, pat-
tern, mould, core, shell, liquid, casting, filter, inoculant. 
Specified grammar required the presence of all the three  
keywords within a single segment and allowed for vari-
ous forms of inflection of the keywords considered in 
the pattern.

Figure 3 shows the results of the system operating 
within seven days, searching five domains previously se-
lected once every 30 minutes. The results are ranked in 
order of their finding. The most important information 
available to the user shown in the figure is marked with 
numbers. The meanings are successively as follows:

1. The list of domains selected for monitoring. 2. The 
date of commencement of the last crawling process. 3. 
The duration of the last crawling process. 4. The domain 
searching frequency (in seconds). 5. The number of 
URLs found in the resources of the domain. 6. The total 
number of results (pattern matches) found by the system. 
7. Date of finding pattern matches. 8. The number of 
changes in the content of the page or segment. 9. The ab-

Figure 3  The application window, the results of searching for 
casting information
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The main conclusions regarding the search process, 
which can be drawn on the basis of the results obtained, 
are as follows:

1.  Viewing the html page sources with individual re-
sults returned by the Google Search engine it can 
be seen that in large part of the returned pages, at 
least one of the keywords is missing, which makes 
these results de facto mismatched to the model of 
grammar used in the compared system. Addition-
ally, if in the content of the page all grammar key-
words occur, they are traced throughout the whole 
site, and not only in the lowest segments, as it hap-
pens in the system presented in this article. The out-
come is a larger number of results, but they are 
characterized by looser link with the subject.

2.  Google Search mechanisms have greater opportu-
nity to penetrate the site. Standard crawling algo-
rithm of the presented system, only in 2 of the 5 
sites exceeded the number of 1000 pages within a 
domain.

3.  Some of the results found by the system presented 
in the article have not been found by Google 
Search.

Summarizing the results of the second part of the 
tests, which consist in comparing the operation of the 
presented system with the information search and mon-
itoring tools offered by Google, the advantages of the 
newly developed system can be described as the follow-
ing ones:
• higher efficiency in the process of data monitoring,
• better precision of information retrieval (real con-

sideration of all the keywords and a precisely speci-
fied environment),

• the ability to define own methods for sorting the re-
turned results.
Elements in which the presented system is inferior 

to the Google Search design are:
• limited number of domains that can be searched (lack 

of the possibility to monitor the entire Internet),
• limited possibility of penetration of some domains 

(simpler crawling algorithms).
Limitations of the presented system are, however, 

the result of hardware architecture on which the system 
is designed (one computer as opposed to the entire 
Google hardware infrastructure).

SUMMARY

The results presented in this article allow concluding 
that the proposed approach and its implementation meet 
the objectives with which they were created. The sys-
tem allows the user to define his own patterns of queries 
and the extent of the domain and time range within 
which the source data are to be monitored. 

The system already in its current version has demon-
strated suitability for use in the field of foundry prac-
tice. It provides the possibility of being applied also in 
other industries, after changing the sets of patterns and 

the domain scope of the data monitoring. It also makes 
a promising platform for further development of infor-
mation processing algorithms of which it is composed.

In short, the presented system is effective in finding 
accurate and high-quality information from online re-
sources, eliminating the main drawbacks of the tools cur-
rently existing on the market. Additionally, it allows for 
continuous monitoring of resources and returning infor-
mation about the newly-emerging content for search.
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