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Capacitated Vehicle Routing Problem (CVRP) is among
transportation problems that are of the foremost concerns
in logistics. Ensuring an effective product distribu-
tion over a large distribution network while reducing
the required costs represents the scope of the present
work. A synergic and interactive environment of parallel
meta-heuristics is developed using a generalized island
model to deal with large instances of CVRP. In the
proposed model, cooperative meta-heuristics, namely
genetic algorithms (GA) and ant colony optimization
algorithms (ACO), are organized into archipelagoes.
They communicate synchronously, globally and locally
by exchanging solutions. In order to handle properly
the migration of solutions, either between archipelagoes
or between islands within the same archipelago, appro-
priate selection and replacement policies are adopted.
Furthermore, the proposed approach uses other new fea-
tures including a new binary solution representation and
different optimization process (i.e GA, ACO) on each
island. To prove the efficiency of the present work, tests
over the well-known set of benchmarks, comparative
studies and experimental analysis have been conducted.

Keywords: cooperative meta-heuristics, parallel meta-
heuristics, vehicle routing problems, genetic algorithms,
ant colony optimization

1. Introduction

Today, transportation activities constitute the vi-
tal link between suppliers and customers. The
economical and environmental costs resulting
from such activities are extremely important
and need to be intelligently managed. The Ca-
pacitated Vehicle Routing Problem (CVRP) is
considered as the basic variant of the Vehicle
Routing Problem (VRP) problems class. As a
VRP, it involvesminimizing the cost of shipping

goods from suppliers to customers by finding
the efficient use of a fleet of vehicles used for
the delivery operations [20]. In CVRP, each ve-
hicle has limited capacity and every customer
has a known demand. Having a cost to each
route, the objective is to minimize the total cost
of serving all customers. Its instances counting
more than 100 customers are considered large
and subsequently it becomes intractable and dif-
ficult to solve.

Knowing the nature of the CVRP being an NP-
hard problem [11], exact methods remain an
unlikely choice to deal with, particularly when
manipulating its large instances. Exact meth-
ods for CVRP solving have been largely inves-
tigated in the literature, for more insight into
exact methods, interested reader is referred to
[42].

Recently, most approaches developed are based
on heuristics. These are approximate algo-
rithms that try to find good feasible solutions
in reasonable computing time. They can be di-
vided into two main classes; classical heuristics
andmeta-heuristics. In [22] there is an extensive
overview of the most remarkable works pro-
posed to solve the VRP in the literature. How-
ever, using these methods requires a reasonable
computing time and guided steering search to
overcome the stuck in local minima.

By another way, the availability of comput-
ing resources has made possible parallelism of
meta-heuristics. Parallel meta-heuristics is a
new trend that has attracted many researchers
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and proved its efficiency in gaining computa-
tional time and enhancing the solutions quality
[12]. The aim of the parallel strategies is mainly
to speed up the search process and also to im-
prove the quality of the obtained solutions. A
survey on the different parallel meta-heuristics
strategies can be found in [13]. In line with
this, among the models that have exploited the
concept of the parallelism as a practical option,
we found Generalized Island Model (GIM). It
is a new paradigm in which the optimization
algorithms are distributed and cooperating over
multiple islands through the migration operator
[25]. This interaction leads to a remarkable gain
of computing time, exploiting the search space
and exploring the different regions by exchang-
ing solutions.

The emphasis of this work is solving the Large
CapacitatedVehicleRouting Problem (LCVRP)
by using a generalized island model (GIM)
based on genetic algorithms and ant colony
optimization algorithms as cooperative meta-
heuristics. Consequently, the used meta-heuris-
tics are organized into archipelagoeswhere each
archipelago represents an island model. Indeed,
each island performs an optimization process.
On one hand, the solutions selected through a
selection policy are sent to the islands within
the same archipelago via a synchronous inter-
communication. On the other hand, the archipe-
lagoes exchange solutions through an asynchro-
nous intra-communication. The tests over the
LCVRP instances have been carried out and the
computational scores have been reported.

The remainder of this paper is organized as
follows: The CVRP problem formulation and
some basic concepts are described in Section 2.
In Section 3, we present the related works. Con-
tinuously, in Section 4 we explain the proposed
approach, named CPGA including all the used
features. The sum of the findings and discus-
sion about them are put in Section 5. Finally,
the conclusion and outlooks are summarized in
Section 6.

2. Capacitated Vehicle Routing Problem
Formulation

Let G = (V, A) be an undirected weighted graph
where vertices in V = 0 . . . n represent cities
and edges in A represent roadways between
pairs of cities. Every arc (i, j) is associated a

non-negative weight Disti,j that denotes the dis-
tance between the cities. Each city (customer)
has a demand di ≥ 0. Assuming the availability
of m vehicles each of capacity Q based at the
depot, solving the CVRP consists of designing
a set of least-cost vehicle routes in such a way:
(Figure 1 illustrates a possible solution for a
CVRP problem.)

1. Each customer is visited exactly once by one
route,

2. Each route starts and ends at the depot and

3. The total demand of the customers served by
a route does not exceed the vehicle capacity
Q

Figure 1. Illustration of a Vehicle Routing Problem.

The following notations are used to formulate
the CVRP model:

• n: is the number of customers

• m: is the number of vehicles;

• di: the demand of the customer i;

• Distij: the distance cost between customer
iand customer j;

• Q: the capacity of vehicle;

• yik: binary variable: its value is 1 if the
customer i is delivered by the vehicle k;
otherwise it is 0;

• xijk: binary variable: its value is 1 if the
vehicle k travels directly from customer i to
customer j, otherwise it is 0.

TheCVRP aims at minimizing the total distance
required to serve all the customers. Therefore,
the objective function can be expressed as:

min
m∑

k=1

n∑
i=1

n∑
j=1

Distij∗xijk (1)
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Vehicle capacity constraint should be satisfied
in a way:

n∑
i=1

di∗yik ≤ Qk = 1..m (2)

Customer’s demand is served by exactly one ve-
hicle. Therefore, this can be expressed by the
following constraint

m∑
k=1

yik = 1, i = 1..n (3)

Finally, ensure that vehicles start from and re-
turn to the depot as expressed by the following
equations (4) and (5)

n∑
i=1

xijk = yik, j = 1..m, ∀k (4)

n∑
j=1

xijk = yik, i = 1..n, ∀k (5)

3. Related Works

In this section, we propose a brief overview of
the most successful works in solving the VRP
problems. The problem first originated in 1954
by [14]) under a study aiming at solving the very
large scale of TSP. In 1959, Dantzig et al. [15]
proposed a simple matching-based heuristic for
its solution [29] and the problem was designated
as “vehicle routing” for the first time in 1972
[18].

Since its lifespan, literature has been full of
works proposed to solve the VRPs. Based on
mathematical modeling (programming formu-
lations), a variety of exact algorithms can be
found. Some formulations contain vehicle flow
or commodity flow variables. [6] have proposed
branch-and-cut based on the two-commodity
formulation. [30] have reported a complete
branch-and-cut based on the two-index formu-
lation. The VRP can also be formulated as a
set partitioning problem to which some valid
inequalities are added. A successful implemen-
tation based on this methodology can be found

in [5]. A recent survey on these models can be
found in [7].

The large instances of VRPs are still difficult
to solve by means of exact methods. Thus,
most efforts are devoted to the development of
heuristic methods.

Heuristic methods fall into two main classes;
Classical heuristics and Meta-heuristics. Both
categories aim at generating good solutions in a
reasonably short time, regardless of their limi-
ted exploration of the search space. The differ-
ence between the two categories is that heuris-
tics are problem specific methods while Meta-
heuristics are general methods applied for many
problems. Heuristics can be classified into three
main classes; Constructivemethods, Two-phase
methods and Improvement procedures. The fol-
lowing explains briefly the main principle for
each class.

Constructive heuristics build feasible solutions
partially. Many works have been proposed be-
longing to that class, for example: the Nearest
Neighborhood Heuristic (NNH) in which addi-
tional nodes are added at each step to the first
chosen node. The nodes selected to be inserted
depend on their least cost [39]. In contrast, sav-
ing methods construct solutions which may be
infeasible after calculating the savings gener-
ated by new route configuration by [10], which
has undergone a robust enhancement by [17].
Additionally, the sweep algorithms are classi-
fied under the constructive heuristics, such as
in [21]. Two-phase methods consist in dividing
the subject problem into two phases: cluster-
ing and routing, such as in [37], and route-first
cluster-second methods [8].

Generally, the constructive methods are post-
optimized by Improvement procedures based on
the exchange concept. An example of such pro-
cedures can be found in [35] where 2-opt∗ are
exchanges applied to individual routes. A com-
bination of 2-opt moves, vertex assignments
to different routes and vertex interchanges be-
tween routes are proposed in [34]. A survey re-
porting the most advent heuristics can be found
in [28].

By another side, meta-heuristics remain the for-
tunate choice for exploring widely and deeply
the search space. The main principal meta-
heuristics perform an optimization process in
order to obtain good solutions in a reasonable
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time. Among these, simulated annealing [19]
and Ant Colony Optimization (ACO) [32] have
been used to solve CVRP, and improvements
have been suggested in [45]. Literature on the
application ofGeneticAlgorithm (GA) for solv-
ing VRP is limited. An effective GA was pre-
sented in [4] and in [36]. Moreover, a hybrid
genetic algorithm was reported by [43]. A scat-
ter search method was applied to the vehicle
routing problem with simultaneous delivery and
pick up [31]. Also, [40] have proposed an en-
hanced version of the artificial bee colony al-
gorithm to solve the CVRP. Another successful
improved version of the artificial bee colony al-
gorithm was proposed for tackling the CVRP
with Time dependent Travel times [26]. For
further information, the reader may refer to the
work of [3].

Over the last years, many parallel strategies
were proposed to take advantage from the ad-
vent available resources. Undoubtedly, incor-
porating a set of meta-heuristics (or optimiza-
tion methods) that work together and complete
each other is more useful than using one sin-
gle search algorithm [2]. Parallel algorithms do
not only contribute in speeding up the search
process by exploiting the potential of comput-
ing resources, but they also enhance the quality
of the obtained solutions by new exploration
patterns. The work of [38] deals with a dis-
tributed heterogeneous evolutionary algorithm
performing evolution on separate populations
for solving the CVRP. An introduction of par-
allel meta-heuristics can be found in [13]. [33]
have proposed a parallel evolutionary algorithm
which uses a GA and scatter search as hybrid
metaheuristics for solving the vehicle routing
problem with heterogeneous fleet. Also, there
is the work presented in [9] where a parallel
hybrid genetic algorithm uses a co-evolution of
two populations. The latter focuses on mini-
mizing the total traveled distance and minimiz-
ing temporal constraint violation to generate a
feasible solution respectively, for tackling the
Vehicle Routing Problem with Time Windows.
The utilization of some Cellular GAs including
local search techniques for solving the vehicle
routing problem (VRP) was proposed in [1].
Authors in [27] suggest a work that uses such
principle for solving the VRP in which multi-
ple islands using tabu search cooperate asyn-
chronously in parallel to solve the large CVRP
(LCVRP). In [44], an island model based on ge-

netic algorithm that applies mainly an offspring
selection and adaptive constraint relaxation is
presented.

4. The Proposed GIM for Solving LCVRP

There exists a variety of nature inspired meta-
heuristics in the literature and none of them
has been proven to outperform the others in
all problems. Furthermore, the quality of the
search process using a metaheuristic depends
on the balance between its explorations and ex-
ploitation abilities, which is often influenced
by the adopted settings of the algorithm’s pa-
rameters. Given these facts, we propose tack-
ling LCVPR using cooperation between differ-
ent metaheuriscs with different settings. GIM
provides a suitable framework for the imple-
mentation of such cooperation. Basically, the
proposed GIM relies on the use of two differ-
ent metaheuristics, namely genetic algorithms
and ant colony optimization. Using different
parameters settings, different variants of GAs
and ACO algorithms are used and organized
into archipelagoes as shown in Figure 2. As
can be seen in this figure, the architecture of the
proposed GIM is based on two archipelagoes.
Each archipelago is in fact an island model that
includes three variants of the same metaheuris-
tic. Within each archipelago, the islands are
onto a fully connected topology (each island
sends/recieves to/from all the other islands).

Figure 2. The architecture of the CPGA.

4.1. The CPGA Environment

The environment in which the meta-heuristics
cooperate in parallel is a synergic one, ruled
by the GIM settings. The synergy is cre-
ated by the interaction between different is-
lands. Indeed, and as shown in Figure 2,
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within the same archipelago, a synchronous
inter-communication is set after a defined num-
ber of iterations, known as the Migration inter-
val. This latter denoted () specifies the itera-
tions of an optimization process denoted A be-
fore a migration occurs. While asynchronous,
the interaction between the different archipela-
goes is defined whenever the migration event is
launched.

The core idea behind using the GIM is improv-
ing diversity and avoiding premature conver-
gence by exchanging solutions. Therefore, two
issues need to be addressed to properly handle
solution migration: which solution to exchange
andwhich one should be replaced at eachmigra-
tion. The selection policy S allows selecting
individuals from the current island to be sent
to other islands, as well as the introduction of
foreign individuals to the local population by a
replacement policy R [25].

4.2. The Adopted Encoding of CVRP
Solutions

CVRP solving can be viewed as the process
that consists in grouping the set of customers
into groups such that customers within the same
group are served by the same vehicle. Therefore
the number of groups is given by the number of
vehicles. The order of customers in a group de-
fines the transportation plan (the tour of the cor-
responding vehicle). Hence, a potential CVRP
solution is a partition of the set of customers. To
derive such partitions, a binary matrix is used.
As shown in Figure 3, this matrix has number
of vehicles and number of customers as number
of rows and number of columns respectively.
Each customer is assigned to only one vehi-
cle. An element of this matrix is set to 1 if
the corresponding customer is assigned to the
corresponding vehicle, otherwise it is set to 0.
As a consequence, the sum of elements of the
same column should be equal to 1. A potential
solution is feasible if it satisfies the constraints
given in Section 2. It is worthy to notice that
after assigning the first customer randomly to
one of the vehicles, the vehicle capacity Q is
updated to Q′. The latter consists in subtracting
the demand of the customer assigned (di) from
the vehicle capacity according to the following
equation: Q′ = Q −∑

(di). The process is

repeated in a random way by taking into ac-
count the constraints till no remaining clients
to be served exist after every new assignment
of a vehicle to a client. Figure 3 illustrates the
encoding formula and structure.

Figure 3. Solution representation: (a) binary matrix
(b) Corresponding partition.

4.3. The GA Archipelago

The GA based archipelago is composed of three
islands; each one performs a version of a GA
for solving the LCVRP. The versions differ from
each other in the rate and the probability of ap-
plication of one of the genetic operators. Yet,
they share the same general genetic scheme
shown in the pseudo-code. The use of these dif-
ferent versions has allowed studying the impact
of using some sensitive parameters to focus on
either exploration or intensification. Because
some genetic operators alter the solutions dif-
ferently, some operators perform unequallywell
along the whole optimization process. In fact,
some of these operators disturb the population
to enhance the solutions quality at the beginning

Operators Island1 Island2 Island2

Selection
10% of the
population
(randomly)

20% from
best
solutions

30% frombest
and randomly
the rest of
population

Crossover 5% 10% 15%

Mutation 5% 10% 15%

Table 1. The different probabilities of genetic operators
over the GA archipelago.
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of the search process whereas some are more ef-
fective when fine-tuning already good solutions
[44]. The values proposed in Table 1 were em-
pirically taken regarding that selecting the best
solutions for the next generations leads to inten-
sification, while selecting individuals randomly
from the population yields to intense the diver-
sification process.

By consequence, some islands focus in their
search process on the intensification, while the
others on the diversification. The pseudo-code
shown in Algorithm 1 illustrates the basic func-
tioning steps of the GA. The construction of
initial solutions is achieved via the constructive
heuristic proposed in [10]. Selection, crossover
and mutation operators are applied according
to their respective probabilities as seen in Table
1. The crossover used along the GA is a re-
combination edge operator(ERX) [1]. This op-
erator builds an offspring by preserving edges
from both parents. The mutation operator used

Algorithm 1. Genetic algorithm for CVRP.
Begin

Initialize the Population by the constructive heuristic
Fitness Evaluation of the initial population;
Repeat
If nbr itrG reached

Apply Selection operator;
Apply Crossover operator;
Apply mutation operator;
Fitness Evaluation of the current population;
Apply improvement procedure if pr <prLocal

Until the end condition is satisfied;
Return the best solution found;

End

Algorithm 2. Ant Colony Optimization algorithm for CVRP

Begin
= intializePheromoneTrails()
=initializeVisibilities()
sbest =Initialsbest;
While notStopCriteria() do

Pop=constructAntsSolutions(,);
Pop’=Apply 2-opt method (pop);
=updatePheromones(T,pop’);
S=selecteBestOfPopulation(pop’)
if f(s)<f(sbest) then update best-so-far solution

end While;
return sbest;

End

in the algorithm consists in applying Swap or
Move operators alternatively (see Section 5.2.
The GA process maintains populations of good
solutions that are recombined to produce new
solutions. Moreover, local search methods are
applied to improve the GAs. Because these im-
provement procedures are used in both archipela-
goes, they will be explained later.

4.4. The ACO Archipelago

Since its inception [16], ACO metaheuristic has
been widely used. As known, this metaheuris-
tic has been inspired by the foraging behavior of
ant colonies. The communication between ants
is ensured via the pheromone trails during the
search’ food process to point the shortest path.
The intensity of the pheromone trail increases
on the shortest path because of the passing by
of an increasing number of ants. Until finally,
nearly all ants take this shortest path. Its suc-
cessful application to solve the traveling sales-
man problem (TSP) has led to the emergence
of many variants, ACS, MAMS, etc.

The ACO archipelago is also composed of three
islands. Except for the probability of apply-
ing some local search methods, the different
islands perform the same general scheme of the
ACO optimization process shown in Algorithm
2. The different parameters of the ACO, related
to the visibility and the attractiveness of the arcs
are set as exposed in Table 2.

At the beginning, m ants are positioned at the
depot. Each ant (k) will generate a complete
tour by choosing, from the current city (i), the
next city (j) to visit, in an instant (t) according
to the transition rule detailed in (6). The Nk

i
as the cities unvisited yet by the ant (k) at the
instant (t) during the current tour.

Pk
ij(t) =

[
ij(t)

] ∗ [ij(t)
]

∑
y∈Nk

i

[
iy(t)

] ∗ [ij(t)
] , if j ∈ Nk

i

(6)

This latter defines the cities containing high
amount of pheromone by selecting the ij that
represents the attractiveness of the arcs, calcu-
lated according to (7, 7.a , 7.b and 8).

ij = .ij(t) + ij(t) (7)
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Parameter Role
Recommended

value
Chosen
values



Importance
related to the
intensity of
the pheromone
trail (t)

1 2


Importance
related to the
visibility 

1 ≤  ≤ 15 7

m Number of
the ants −

number of
vehicles of
the instance
(m)

0

Initial
quantity of
the pheromone

1/n 1/ number
of customers



Amount
determining
the frequency
of deposing
the pheromone

0 <  < 1 0.99

Table 2. Parameters of the ACO.

where the parameter n in the 7.a represents the
number of cities (cutomers). The (7.b) repre-
sents the amount of pheromone deposited by the
ant (k) at an instant (t) on the arc (i,j)

t = 1− . cos(
t
3n

) (7.a)

ij(t) =
m∑

k=1

k
ij(t)

(7.b update pheromone formula)

By assuming that Tk(t) = (uk1, . . .ukg) the tour
traveled by the Kth ant during the time [t, t+, n].
The parameterQ is a constant value. The costk(t)
denotes the total length traveled so far and is ob-
tained by analyzing the ant’ memory (8).

k
ij(t)=

{
Q/costk(t) (if (u ∈ Tk(t) ∧ u=(i, j))

0 otherwise
(8)

while ij represents the visibility of the arcs ac-
cording to (9).

ij =
1

Distij
(9)

Consequently, the cities with high pheromone
represent the shortest edges. The updating rule
modifies the pheromone values by increasing

their level on the edges which belong to the cur-
rent best tour. The whole process is repeated till
the stagnation of the algorithm by producing the
same tours or by reaching the defined number
of iterations.

5. Improving Solutions Using Local Search

The quality of the solutions obtained is en-
hanced by the use of some improvement pro-
cedures. These methods involve deleting some
arcs and replacing them with new ones. Two
types of these refinement procedures were used,
namely inter-route refinement procedures and
intra-route refinement procedures. The former
operate between tours while the latter operate
on the sub-tours within the same tour. The re-
finement process is repeated till no further im-
provements can be reached.

5.1. Inter-route Refinement Procedures

• Exchange operators: It consists in exchag-
ing a client between two different tours(4a),
called (1-1 exchange). Figure (4b) consists
in removing a client froma tour to be inserted
in another one, called 1-0 exchange.

• Inter-route 2-opt operator: this operator re-
places one sub-tour by another one removed
from another tour, Figure (4c).

Figure 4. Inter-route operators.

5.2. Intra-route Refinement Procedures

These procedures were originally developed to
TSP problem. It should be noted that in one run
we apply randomly one operator to improve one
route.

• Move operator: it consists in choosing a ran-
dom client to be moved from its actual po-
sition to another random one as shown in
Figure 5.
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Figure 5. Move and Swap operators.

• Swap operator: the Swap operator consists
in swapping two clients chosen randomly.

• Intra-route 2-opt operator: 2-opt algorithm
is often used for improving a tour. This
operator removes two edges and reconnects
the paths created. This process is repeated
till no further improvement can be found, as
presented in Figure 6.

Figure 6. 2-opt mutation operator.

6. The Communication Model

Migration of solutions is a very important pro-
cess that maintains the interaction between the
different islands. The migration event is laun-
ched after reaching a  (migration interval). It
is worthy to assume that the algorithm used on
islands should be allowed to achieve a sensible
progress in optimization between two migration
events. This is why the choice of the migration
interval should be proceeded at least by experi-
mental observation of the optimization progress
on an isolated island [25].

This communication aims at improving the qual-
ity of the obtained solutions. Two types of com-
munication are used in the proposed GIM: inter
and intra communication. The former is re-
lated to the interaction between the different
islands within the same archipelago while the
intra-communication describes the interaction
between the archipelagoes. In order to further
explain the communication model, some nota-
tions used are presented. We define A = 〈 I〉
the archipelago where the I = Is1, Is2, . . . ., Isn
is the set of islands. Every island Isi is a quadru-
ple:

Isi = 〈Ai, Pi, Si, Ri〉 (10)

where

• Ai: the optimization process used.

• Pi: A population containing a set of individ-
uals on each island

• Si: the selection policy

• Ri: the replacement policy

The selection policy Si denotes the set of so-
lutions (individuals) M ⊆ P to be sent to
other islands via the migration process. We
write this as M ← Si(P). Also, given a
deme M, the migration-replacement policy Ri
specifies how M could be inserted into an-
other reciever population P. We write this as
P′ ← R(P, M). Also, since two types of op-
timization processes are used, At for denoting
the type of the algorithm (t= ACO or GA) used.

6.1. Inter-communication Process
(Between Islands)

Algorithm 3 describes how migration between
islandswithin the same archipelago is performed.
Indeed, after the migration interval () is reach-
ed, the selection policy Si consists in sending
from each island the best solutions found so far
M = bestIs. The numbers of solutions sent are
in accordance with a defined migration rate (�).
We note this process as bestIs ← Si(P). On
the other side, the replacement policy Ri con-
sists in receiving immediately the sent solutions.
These received solutions will be integrated into
the populations of each receiver island, with an

Algorithm 3. The inter communication.
Begin

While i =!n(/∗I denotes the ith island )
Repeat

P′ ←Ai(P)
M ←Si(P′)

∗ sending best solutions from the island (Ii) to all islands

P′′ ←Ri(P′, M′)
∗ receiving and integration the sent solutions by the

receiver islands

P← P′′

End Repeat

End While

End
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interval of migration specified by a number of
iterations nbritr.

Algorithm 4. The intra communication.

Begin

Set a Solution buffer

P′
i = At(P1, P2, . . .Pn)

M′ ←S ′
j (P′

i)
P′′

i ←R ′
i (P′

i, M
′)

Pi ← P′′
i

End

6.2. Intra-communication Process
(Between Archipelagoes)

The ACO and the GA archipelagoes interact
asynchronously through a buffer. The use of
such asynchronous communication is supported
by the conclusion that has been come up by
[12]. Each archipelago sends the best solutions
M found so far over all the islands, we write this
as M =

∑
P′

i. Following the selection migra-
tion policy S ′

j , the best solutions selected are
in accordance with a migration rate (�′). These
solutions are sorted depending on their fitness
to define the best over-all bestGj which will be
sent to the islands of the other archipelago. This
latter will be compared to the one on the other
archipelago to be updated. For the rest of the
solutions, following the replacement policy R ′

j
they will be sent to the islands of the receiver
archipelago. The whole process is repeated till
one stopping criterion is reached.

7. Experimental Results

In this section, we describe the aspects related
to the implementation of the proposed GIM in-
cluding the used data sets and the obtained re-
sults. We report as well on the comparative
study we conduct with regard to the best-known
solutions found in the literature available online
and updated as in [27] and to the results obtained
by each meta-heuristic running separately. The
performance measure used is the fitness func-
tion defined by equation 1.

7.1. Used Data Sets and Parameters
Settings

The proposed GIM has been implemented in
MATLAB8.0 on a computer that consists of
8 processors (R2013b) at 16 GHZ. Large in-
stances of the CVRP have been used to assess
the performance of the GIM. They consist of
20 benchmarks described in [23]. They include
200 − 483 customers. The parameters of the
GIM have been set as shown in Table 3. For
each instance, the program has been run 10
times and statistics have been computed. In all
our experiments, we are interested in the values
of the objective function described in equation 1
and that gives the total cost required to serve all
customers. This total cost should be minimized.
|N| represents the instance size.

Parameter Value

Number of islands 3 on each archipelago

Number of archipelagoes 2

Number of iterations
of each island 1000∗√|N|
Solution exchange
(Migration rate�) 1000∗√|N|/nbrof islands

Termination condition
Maximum number
of iterations

Table 3. Parameter values of the CPGA.

7.2. Computational Results and Discussion

Table 4 presents in its first and second columns
respectively the best-known results and the re-
sults reported by [27] (best and average). The
remaining columns report respectively: the av-
erage of the results obtained for each instance,
the standard deviation (SD) and the best re-
sults recorded by CPGA. The first of the last
two rows presents the average deviation, while
the second shows the number of runs per in-
stance. As it is shown in the table, theCPGAhas
recorded successfully almost the samebest solu-
tions known in the literature, especially in the in-
stances (Golden 6, 7, 9, 10, 11, 16, 17, and18).
The results in bold represent the scores ob-
tained and they are better than the best known
(Golden 1and4) while those in gray color are
exactly as the best-known. The results in italic
are those better compared to [27].
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Instances
Previous
BestKnown

Gror, C
et al. [24]

Vidal
et al [43]

Jin
et al. [27] CPGA

Best Aver. Aver. SD Best

Golden 1(240) 5623.47 5623.47 5623.47 5623.47 5623.65 5623.424 0.274 5623.12

Golden 2(320) 8404.61 8447.92 8404.61 8405.81 8434.78 8405.624 0.014 8405.61

Golden 4(480) 13592.88 13624.52 13624.52 13 590.00 13620.3 13591.24 0.101 13591.1

Golden 5(200) 6460.98 6460.98 6460.98 6460.98 6460.98 6460.994 0.00489898 6460.99

Golden 6(280) 8400.33 8412.90 8412.9 8400.33 8404.06 8400.388 0.0744043 8400.33

Golden 7(360) 10102.70 10195.59 10102.70 10 107.49 10134.93 10102.84 0.12 10102.7

Golden 8(440) 11635.30 11663.55 11635.30 11 635.34 11635.34 11635.584 0.17036432 11635.4

Golden 9(225) 579.71 579.71 579.71 579.71 580.04 579.71 0.00 579.71

Golden 10(323) 736.26 737.28 736.26 735.66 737.16 736.26 0.00 736.26

Golden 11(399) 912.84 913.35 912.84 912.03 912.72 912.846 0.008 912.84

Golden 12(483) 1102.69 1102.76 1102.69 1101.50 1103.2 1102.932 0.053066 1102.87

Golden 13(252) 857.19 857.19 857.19 857.19 858.57 857.19 0.00 857.19

Golden 14(320) 1080.55 1080.55 1080.55 1080.55 1080.55 1081.684 0.17442477 1081.5

Golden 15(396) 1337.92 1338.19 1337.92 1337.87 1340.13 1338.932 0.03487119 1338.9

Golden 16(480) 1612.50 1613.66 1612.50 1611.56 1614.73 1612.62 0.19390719 1612.5

Golden 17(240) 707.76 707.76 707.76 707.76 707.8 707.76 0.00 707.76

Golden 18(300) 995.13 995.13 995.13 997.58 998.9 995.13 0.00 995.13

Golden 19(360) 1365 1365.60 1365.60 1365.60 1366.12 1365.724 0.02244994 1365.7

Golden 20(420) 1818.25 1818.25 1818.32 1817.89 1819.76 1818.99 0.02 1818.95

Aver deviation(%) − 0.11 0.07

Runs per instance − 5 10 20

Table 4. Comparative table of the results obtained, the best-known in [27].

Clearly, in some instances a slight difference
between the results (Golden 12, 8, 5etc) can
be explained by fine tuning the parameters re-
quired on each archipelago. Actually, the ACO
archipelago uses many parameters that need a
fine tuning, such as  and  , besides the GA
archipelago that uses parameters relative to the
application of the recombination operators. Al-
though different islands use different parame-
ters in order to enhance the diversity and to
raise the survival chance for different individ-
uals with different solutions qualities, still the
interplay between the different parameters re-
quire a great attention and fine tuning.

Figure 7 shows the evolution of the fitness val-
ues over the instances of Golden et al. [23] of
the CPGA and the [27] after 10 runs. Besides
the average deviation of the CPGA is smaller
than the [27], we can deduce that the CPGA is
more stable than the approach compared with.

Another set of experiments has been conducted
over the Taillard instances [41]. A comparison
between the rests obtained and those of [24] has
been described in Table 5 the best known were
taken as cited in [24].

When going through the results shown in Table
5, we conclude that the proposed approach has
recorded exactly the same as the Best known,
highlighted in italic (8 out of 9), whereas, the
comparison of the obtained results against those
gotten by [24] shows that the CPGA outper-
forms the [24], especially in the instance (150C).
The last instance was slightly worse than the
best known solution.

7.3. The Effect of the Cooperation

In the second set of experiments, and in order to
prove the efficiency of the proposed approach,
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Figure 7. Comparison of the averages of the CPGA and
the [27].

Instances
Previously

Best knowns
Gror, C.
et al. [24] CPGA

100A 2041.34 2041.34 2041.34

100B 1939.90 1939.90 1939.90

100C 1406.2 1406.20 1406.20

100D 1580.46 1580.46 1580.46

150A 3055.23 3055.23 3055.23

150B 2727.20 2727.20 2727.20

150C 2341.84 2358.66 2341.84

150D 2645.40 2645.40 2645.40

385 24369.13 24366.69 24370.32

Runs per instance − 5 20

Table 5. Comparison between best-known [24] and the
CPGA results.

we have compared the CPGA against the GA
and the ACO where each meta-heuristic is used
as a separate optimization process to tackle the
L-CVRP. The results obtained after 20 runs are
shown in Table 6. Many observations can be
drawn from the set of figures in Figure 8. In
fact, the different box-plots associated to the
test of Friedman have been conducted on each
instance from the set of the instances [23]. The
reason behind such statistical analysis is high-
lighting to what extent the cooperation between
different islands could enhance the performance
of metaheuritics operating separately to tackle
a defined problem.

The box-plots of all the instances show the high
stability of the CPGA, over 20 executions we
may find an outlier value, but still too close to
the average value. The Friedman test shows

Instances GA ACO CPGA

Golden 1 6247 6001 5623.12

Golden 2 9093.5 9384.5 8406.61

Golden 3 12463 12593 11036.5

Golden 4 16010 15621 13591.1

Golden 5 7589.5 7858 6460.99

Golden 6) 9746 9745.8 8401

Golden 7 11871 12110 10102.7

Golden 8 13252 13110 11635.4

Golden 9 688 673 579.71

Golden 10 879.41 861 736.26

Golden 11 1109.6 1137 912.84

Golden 12 1340.91 1287 1102.87

Golden 13 1023.6 981.6 857.19

Golden 14 1243 1267 1081.5

Golden 15 1751.8 1645 1338.9

Golden 16 1966.9 1855 1612.5

Golden 17 907.1 1001.1 707.76

Golden 18 1149.4 1098.4 995.13

Golden 19 1578 1491 1365.7

Golden 20 1994 2118.25 1818.95

Table 6. Impact of the cooperation on the performance
of the CPGA

that in some cases, no significant difference
between the results was reported by the GA
method and the CPGA (Figures 8.1, 8.3, 8.4,
8.6, 8.7, 8.8, 8.14, 8.16, 8.18, 8.19 and 8.20)
while the ACO results fall always far (see Fig-
ures 8.1 to 8.20). One explanation may be that
the ACO process requires great attention to the
parameters. Cooperation between the different
islands increases the search effort.

8. Conclusion

The present work proposes cooperative parallel
meta-heuristics to solve the large capacitated
vehicle routing problem. The experimental re-
sults on a data set of large scale CVRP have
reported four new best results compared with
the best-known in the literature. Also, the re-
sults obtained show that the method is effective
and competitive. The new features introduced
in the proposed approach deal basically with the
use of a new paradigm allowing the cooperation
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of several meta-heuristics. The synchronous ex-
change of solutions and the elitist selection have
contributed in increasing the performance of the
optimization process. Ongoing works seek on
pursuing other approaches involving other types
of meta-heuristics and proposing other methods
for exchanging solutions.
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[38] K. PULJIĆ, R. MANGER, A distributed evolutionary
algorithm with a superlinear speedup for solving the
vehicle routing problem. Computing and informat-
ics 31(3) (2012), 675–692.

[39] D. J. ROSENKRANTZ, R. E. STEARNS, P. M. LEWIS
II, An analysis of several heuristics for the traveling
salesman problem. SIAM journal on computing6(3)
(1977), 563–581.

[40] W. SZETO, Y. WU, S. C. HO, An artificial bee colony
algorithm for the capacitated vehicle routing prob-
lem. European Journal of Operational Research
215(1) (2011), 126–135.
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Figure 8. Box-plots of multi-comparison graph between GA, ACO and CPGA.





<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (ColorMatch RGB)
  /CalCMYKProfile (Photoshop 5 Default CMYK)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


