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 Color image segmentation has attracted more and 

more attention in various application fields during 

the past few years. Essentially speaking, color 

image segmentation is a process of clustering 

according to the color of pixels. But, traditional 

clustering methods do not scale well with the 

number of training samples, which limits the 

ability of handling massive data effectively. With 

the utilization of an improved approximate 

Minimum Enclosing Ball algorithm, this article 

develops a fast support vector clustering algorithm 

for computing the different clusters of given color 

images in kernel-introduced space to segment the 

color images. We prove theoretically that the 

proposed algorithm converges to the optimum 

within any given precision quickly. Compared to 

other popular algorithms, it has the competitive 

performances both on training time and accuracy. 

Color image segmentation experiments performed 

on both synthetic and real-world data sets 

demonstrate the validity of the proposed algorithm. 
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1 Introduction 
 

With the rapid popularization and development of 

computer vision, image processing has achieved lots 

of successful applications in more and more fields, 

such as biological feature recognition, information 

retrieval, and so on. Being one of the primal 

problems in image processing, image segmentation 

can be divided into two main types according to the 

different strategies, gray image segmentation and 

color image segmentation. Due to the fact that color 

images contain more information to describe the 

real-world more vividly than gray images, along 

with the rapid increasing of computer processing 

capacity, color image segmentation has attracted 

more attention than gray image segmentation during 

the past few years.  

Traditional color image segmentation methods can 

be implemented with different ideas, such as edge 

segmentation, region segmentation, segmentation 

based on threshold, segmentation based on artificial 

neural network, segmentation based on wavelet, 

segmentation based on active contour model, 

segmentation based on genetic algorithm, clustering 
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segmentation, and so on. As the essence of color 

image segmentation is a kind of clustering 

according to the color of pixels, large number of 

clustering segmentation methods appeared in recent 

years.  

But, traditional clustering methods do not scale well 

with the training sample size, which limits the 

ability of color image segmentation to handle 

massive data effectively. With the utilization of an 

improved approximate Minimum Enclosing Ball 

(MEB) algorithm, we develops a fast support vector 

clustering algorithm for computing the different 

clusters of given color images in kernel-introduced 

space to segment the color images. We prove 

theoretically that the proposed algorithm converges 

to the optimum within any given precision quickly. 

Compared to other popular algorithms, it has the 

competitive performances both on training time and 

accuracy. Color image segmentation experiments 

performed on both synthetic and real-world data 

sets demonstrate the validity of the proposed 

algorithm. 

The rest of this paper is organized as follows. 

Section 2 provides a review on Color Image 

Segmentation. Support Vector Clustering problem 

is presented in Section 3. Section 4 proposes the 

improved Support Vector Clustering algorithm in 

detail. Section 5 conducts the experimental results 

on both synthetic and real-world data set, and 

Section 6 ends this paper with a conclusion.  

 

2 Color Image Segmentation 
 

Comparing by the principle of segmentation, color 

image segmentation and gray image segmentation 

are the same techniques since they are both based 

on pixel numerical similarity and proximity of input 

space, except for the transition of the investigation 

on the pixel attribute and feature extraction 

technology from one dimension space to high 

dimension space. With the rapid increasing of 

computer processing capacity in recent years, color 

image segmentation has attracted increasingly more 

attention. According to different strategies adopted 

in handling methods, color image segmentation can 

be divided into categories as follows. 

 

2.1 The method based on neighborhood 

 

According to the same or similar characters of 

pixels, the method based on neighborhood can 

connect the neighboring pixels to achieve image 

segmentation. It includes all sorts of region growing 

methods, watershed segmentation method, and the 

Markov Random Field (MRF) method. This method 

can make a full use of space information and the 

correlation between pixels. However, some priori 

information is needed at the same time, such as the 

seed pixels and a variety of criteria to define the 

color target boundaries, which are difficult to get in 

some cases. 

1) Region growing method 

Region growing method (including region splitting-

and-merging technology), initializes from several 

seed points or seed regions, according to certain 

growth standards, discriminates and connects the 

points of neighborhood pixels, until all pixel points 

have been connected [1-3]. This method defines 

three principles in Euclid distance of RGB color 

space, color identity principle, principle based on 

the color similarity and space neighborhood, global 

identity principle based on the color similarity, 

which leads to the subjectivity in the selection of 

the corresponding thresholds, and not suitable for 

image segmentation with shadow area. 

2) Watershed segmentation method 

Watershed segmentation method [4-7] is based on 

gradient, whose advantage is that it can get one 

pixel wide, which can result in a closed connected 

precise outline. However, it is difficult to select a 

proper label in watershed segmentation method, and 

improper labeling always leads to an over-

segmentation result. 

3) Markov Random Field method 

Markov random field method [8-10] is one of the 

most commonly used statistical methods in image 

segmentation, especially in the widespread 

application of the texture image. Its essence is 

regarding the color value of each point in image as a 

random variable with certain probability 

distribution, where the probability of a pixel point 

taking some color is determined by its 

neighborhood other than the global information of 

the image. Technologies based on random field 

model can provide more accurate image area 

domain feature. When confronted with complex 

image area, or difficulty to divide the image through 

simple technology, the methods based on random 

field model will always achieve very good 

segmentation results. However, it needs a lot of 

calculation, and the related algorithms are very 

complicated, so the balance between computing 
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complexity and making good segmentation results is 

a challenging topic. 

 

2.2 The method based on histogram threshold 

 

The method based on histogram threshold [11-13] 

uses the valley value between the two adjacent 

peaks in color histogram as a threshold to segment 

images. Unlike gray images, color images have 

three color components, and the histogram is a 3-d 

array, by which it is more difficult to determine the 

thresholds. The most used solving method includes 

adopting three two-dimensional spectrum subsets 

for RGB space, and choosing three main spectrum 

subsets for images with more spectrum subsets by 

the use of principal component transform. 

Histogram threshold-based method does not need 

any priori information, and the amount of 

calculation is small. However, the segmented areas 

based on color segmentation may be incomplete, 

and the results for images without obvious peaks are 

poor. 

 

2.3 The method based on clustering 

 

The method of color image segmentation based on 

clustering [14-18], represents the pixels in the 

image space with the corresponding feature space 

points, segments the feature space points according 

to their clustering in feature space, and then maps 

them back to the original image space to get the 

segmentation result.  

The clustering-based color image segmentation 

method can be classified into two categories, multi-

dimensional color clustering and multi-dimensional 

extension of histogram threshold, both of which 

have its own merits and shortcomings. There exists 

some dependent losses and correlation among multi-

dimensional data in multi-dimensional color 

clustering, but it cannot correctly represent data 

clustering. However, the multi-dimensional 

extension of histogram threshold method has high 

efficiency in calculation; but on the other hand, it 

cannot represent the color feature space very well. 

The former has higher computation costs than the 

latter, but it can represent the color space better. 

At present, there are many strategies combining 

multidimensional threshold segmentation with other 

methods, such as 3-d histogram growth method, 

scale spatial clustering method, the dynamic 

clustering algorithm, etc., which can overcome the 

phenomenon of excessive segmentation with simple 

process of classification, and it is easy to implement. 

However, it has also some disadvantages. Firstly, 

there is the problem of how to determine the 

number of colors in color image segmentation. 

Secondly, the characteristics are usually 

independent of the images, and there is the question 

of how to select features in order to get satisfactory 

separation results. Thirdly, there is no good use of 

spatial information, which is very useful for image 

segmentation. 

 

2.4 The method Combined with other theories 

 

Except for the methods mentioned above, there are 

some methods combined with other theories, which 

can be listed as follows [19-22]. The color image 

segmentation technology based on fuzzy set theory, 

the color image segmentation technology based on 

wavelet analysis, the color image segmentation 

technology based on neural network, and the 

method based on physical model, all of which are 

suitable for some certain kind of application, and a 

unified framework which is to be further studied. 

 

3 Support Vector Clustering 
 

As a kind of common tool of data analysis and 

unsupervised machine learning methods, clustering 

aims at dividing the data set into several classes (or 

clusters), keeping the maximum similarity between 

the data of the same class, and the maximum 

difference between the data of each pair of different 

class [23]. According to the basic ideas, the 

clustering algorithms can be roughly divided into 

five types [24], the partition clustering, the 

hierarchical clustering, the density-based clustering, 

the grid-based clustering, and the model-based 

clustering. At present, the research into the 

clustering algorithm is deepening, and the kernel 

clustering and spectral clustering are two methods 

that have attracted much attention recently [25]. 

The main idea of kernel clustering method is 

adopting a nonlinear mapping , such that the data 

points in input space can be mapped into a high-

dimensional feature space, selecting appropriate 

Mercer kernel function instead of nonlinear 

mapping of the inner product to cluster in the 

feature space. The kernel clustering method is 

universal, and has great improvement over the 

classical clustering methods. The adopted nonlinear 
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mapping can increase the linear separable 

probability on input data points, which can achieve 

more accurate clustering, and faster convergence 

speed, as well. On condition that the classical 

clustering algorithms fail, the kernel clustering 

algorithms can always work. The kernel trick idea 

in kernel clustering method can be illustrated in 

Figure 1 below, where the left is the original input 

space, and the right is the kernel-induced space. 

 

 

 

Figure 1. The kernel trick: Nonlinear problems are 

linear in kernel-induced space 

 

Support Vector Clustering (SVC) belongs to the 

method of kernel clustering, whose foundational 

tool for clustering is Support Vector Machine 

(SVM) [26]. Based on the Support Vector Domain 

Description (SVDD) algorithm [27], Ben-Hur 

(2001) proposed an unsupervised nonparametric 

clustering algorithm, called SVC [28], whose basic 

idea is formulated as follows.  

 

 

 

Figure 2. The clustering procedure of SVC on 183 

points with C=1 

 

The data points are mapped from input space to a 

high dimensional feature space using a Gaussian 

kernel, and seeking for the smallest sphere that 

encloses all the image of the data in feature space. 

This sphere is mapped back to data space, where it 

forms a set of contours which enclose the data 

points. These contours are interpreted as cluster 

boundaries. Points enclosed by each separate 

contour are associated with the same cluster. As the 

width parameter of the Gaussian kernel is 

decreased, the number of disconnected contours in 

data space increases, leading to an increasing 

number of clusters. Since the contours can be 

interpreted as delineating the support of the 

underlying probability distribution, SVC algorithm 

can be viewed as one identifying valleys in this 

probability distribution [28, 29]. The shape of the 

enclosing contours in input space is governed by 

two parameters: q, the scale parameter of the 

Gaussian kernel, and C, the soft margin constant. 

Figure 2 above demonstrates the effects of these 

two parameters [28], where the support vectors are 

designated by small circles, and cluster assignments 

are represented by different grey scales of the data 

points. (a): q = 1 (b): q = 20 (c): q = 24 (d):q = 48. 

SVC algorithm has two significant advantages. The 

first is that SVC can handle clusters with the 

boundary in arbitrary shape, and the second one can 

analyze the noise data points and separate the 

overlapping clusters, in which circumstances many 

other clustering algorithms are hard to tackle. But 

there is still a bottleneck of weak scalability with 

the number of training sample data size in SVC 

algorithm, so many new SVC algorithms are 

designed to improve the computing efficiency [30, 

31]. 

 

4 Improved MEB Algorithm for Clustering  
 

Utilizing the concept of Core Set (seen in Figure 3), 

the MEB algorithm adopted in references [28, 29, 

32, 33, 34] has the time and space complexities of 

)
1

(
42 


m

O  and )
1

(
2

O , respectively. 

However, we found that the final core vectors 

obtained for formulating the final decision function 

is always more than necessary in implementations, 

which results in some redundancies in the process 

of storing and training. This claim can be 

demonstrated clearly in Fig. 4 above, where the 

number of squire points is larger than 3, the 

necessary number of points in 2-D space to 

determine the most appropriate circle. 
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Figure 3. Inner circle is the exact MEB contains all 

the square points, whose ( 1 ) expansion 

contains all the points, so the square 

points is the core set of all points 

 

4.1 The SMEB algorithm 

 

We formulate the SMEB algorithm in Table 1 

below.  

 

Table 1. The improved MEB algorithm in detail 

 
SMEB  Outputs a )1(  -approximation of MEB(S) 

0 

1 

2 

 

 

3 

 

4 

 

 

5 

 

6 

Given an 0 , pick any };{, 0 pSSp   

Outputs ;,, 000 RcS  

Terminate if there is no training point z   

such that )(z falls outside the )1(  -ball  

);)1(,( tt RcB   

Find tSSz \ such that )(z is furthest away 

from tc , set };{zSS tt   

Find new MEB(St), set ,, )()( tt SMEBtSMEBt rRcc   

and increment t by 1, if ,2/48 2  t  go  

back to Step 2; otherwise go to Step 5; 

Find tSy such that ,)( tt Rcy   set 

};{\ ySS tt   

Increment t by 1 and go back to Step 2. 

 

4.2 The analysis on time and space complexities  

 

We conclude the analysis on time and space 

complexities in Theorem 1 to 4 below.  

 

Theorem 1. In the process of SMEB Algorithm, 

when the iteration satisfies 2
48

2



i , if one point q 

falls into the interior of current MEB, 

i.e., ii rcq  |||| , it will fall into the interior of 

subsequence MEBs, i.e., jiji rcq   |||| , Zj . 

Theorem 2. SMEB Algorithm can achieve a 

)1(  -approximate MEB for training data set S 

within )
1

(
2

O  iterations.  

Theorem 3. In the iterations of SMEB Algorithm, 

there exists a subset SP  , whose points are at 

distance at most )()1( SBr from center )(SBc , and 

the size of P is }),
1

(min{
2
dO


. 

Theorem 4. The time and space complexities of 

SMEB Algorithm are )(
22

3
24



dmd
mddO   and 

}),
1

(min{ 2

4
dO


. 

The detailed proofs of these theorems are omitted 

here for conciseness, interested readers can refer to 

Wang [35, 36]. 

 

5 Experimental Results 
 

Experiments are performed on five synthetic data 

sets, which follow the uniform distribution on the 

interval (0, 10) (seen in Table 2).  

We use Matlab 7.0 on a PC with Pentium-4 3.20 

GHz CPU, 1GB of RAM running Windows XP to 

implement our experiments.  

 

Table 2. Data sets used in the experiments 

 

Data 

sets 

data 

1 1 

data 2 data 

3 

data 4 data 5 
Dim. 2 2 2 2 2 
Num. 10 100 1000 10000 100000 

 

We compare the algorithms of CVM, SCVM and 

SMEB on Optimum Bias Ratio and Training Time 

at different values of   on the five data sets, where 

the Optimum Bias Ratio (OBR) is defined as 

optimum/optimum- valuealexperimentOBR . 

Fig. 4 – Fig. 8 demonstrate the different 

performances with different values of   for 

different data listed in Table 2, from which we can 

see that SMEB algorithm is usually faster than 

CVM and SCVM on the same   with comparable 

accuracies, which implies that SMEB is more 

suitable for solving larger data problems (seen in 

Figure 8). By decreasing   , the SMEB tends to be 

closer to the exact optimal solution, but at the 

expense of higher time and space complexities. 

Such a tradeoff between efficiency and 
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approximation quality is typical of all 

approximation schemes. 

 

 

Figure 4. Performance with different value of   for 

data 1, (a) for Optimum Bias Ratio (%), 

(b) for training time (s) 

 

 

Figure 5. Performance with different value of   for 

data 2, (a) for Optimum Bias Ratio (%), 

(b) for training time (s) 

 

 
Figure 6. Performance with different value of   for 

data 3, (a) for Optimum Bias Ratio (%), 

(b) for training time (s) 

 

Utilizing the SMEB algorithm, we can tackle the 

image segmentation problem based on color. All of 

the original images to be segmented are chosen 

from internet randomly, including the flower image, 

the car image, the sunset image, and the plane 

image. The segmentation results are demonstrated 

in Fig. 9 to Fig.12, where the left images stand for 

the original color images, the middle ones stand for 

the segmented color images under the algorithm of 

mean-shift, and the right images stand for the 

segmented color images under the SMEB algorithm 

we proposed. From the comparison results we can 

see that the SMEB-based Clustering algorithm can 

achieve good performances in color image 

segmentation. 

 

 

Figure 7. Performance with different value of   for 

data 4, (a) for Optimum Bias Ratio (%), 

(b) for training time (s) 

 

 

Figure 8. Performance with different value of   for 

data 5, (a) for Optimum Bias Ratio (%), 

(b) for training time (s) 

 

6 Conclusion  
 

We have developed a (1+  )-approximate support 

vector clustering algorithm in this article for 

computing the clusters of a given points set quickly. 

We have proved theoretically that the proposed 

SMEB algorithm converges to the optimum within 

any precision in )1( O  iterations. The SMEB has 

time complexity of )/1/( 32  mO , which is 

linear in the number of training samples m  for a 

fixed  , and space complexity of  )/1( 2O , which 

is independent of m  for a fixed  . Compared to 

related algorithms, it has the competitive 

performances both on training time and accuracy.  
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Figure 9. Original color image (left) vs. segmented image under mean-shift (middle) vs. segmented image 

under SMEB (right) for flower image 

 

 

 
Figure 10. Original color image (left) vs. segmented image under mean-shift (middle) vs. segmented image 

under SMEB (right) for car image 

 

 

 
Figure 11. Original color image (left) vs. segmented image under mean-shift (middle) vs. segmented image 

under SMEB (right) for sunset image 

 

 

 
Figure 12. Original color image (left) vs. segmented image under mean-shift (middle) vs. segmented image 

under SMEB (right) for plane image 

 

Besides, using the proposed SMEB algorithm, we 

can handle Color Image Segmentation problems 

effectively. Experiments performed on both 

synthetic and real-world data sets demonstrate the 

validity of the algorithm we proposed. 
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