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Multiple ellipse fitting by center-based clustering
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Abstract. This paper deals with the multiple ellipse fitting problem based on a given set
of data points in a plane. The presumption is that all data points are derived from k
ellipses that should be fitted. The problem is solved by means of center-based clustering,
where cluster centers are ellipses. If the Mahalanobis distance-like function is introduced
in each cluster, then the cluster center is represented by the corresponding Mahalanobis
circle-center. The distance from a point a ∈ R2 to the Mahalanobis circle is based on the
algebraic criterion. The well-known k-means algorithm has been adapted to search for a
locally optimal partition of the Mahalanobis circle-centers. Several numerical examples are
used to illustrate the proposed algorithm.
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1. Introduction

This paper considers multiple ellipses fitting problem based on a given set of data
points. This problem appears in various areas, such as geology (strain estimation in
rocks [25]), earthquake investigations [19], medicine [3, 6], robotics, object detection
and other image processing industrial applications [12].

Suppose that the data set A = {ai = (xi, yi) ∈ R2 : i = 1, . . . , m} ⊂ R2 is derived
from k ellipses that are to be fitted. Literature provides various approaches to solving
this problem and is most often based on algebraic distance minimization [9, 12], least
square distance minimization [1, 21], arc-based approaches [15], or fuzzy clustering
techniques [2, 6]. On the other hand, methods based on the Hough transformation
are used to solve the ellipse detection problem in digital images [12].

With the aim of solving this problem, a center-based clustering method [10, 11,
22] shall be applied in this paper. Set A will be partitioned into k nonempty disjoint

subsets π1, . . . , πk, 1 ≤ k ≤ m, such that
k⋃

j=1

πj = A. The partition will be denoted

by Π(A) = {π1, . . . , πk}. The elements of partition Π are called clusters in R2, and
the set of all such partitions are denoted by P(A; k). Data clustering is important
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in a wide variety of applications such as medicine, biology, facility location prob-
lem, pattern recognition, information retrieval, understanding the Earth’s climate,
psychology, ranking of municipalities, etc. [3, 4, 8, 14, 17].

In order to apply the center-based clustering method, first it is necessary to define
properly an ellipse-representative E?

j corresponding to each cluster πj ∈ Π(A). The
most natural way to do this is to solve the following global optimization problem
(GOP)

E?
j ∈ argmin

E⊂R2

∑
a∈πj

D(a,E), (1)

where D(a, E) is the distance from point a to ellipse E (an analogous definition for
the circle-center is given in [13, 18]).

If the Mahalanobis distance-like function is used (see, e.g., [2, 3, 21]) dM : R2 ×
R2 → R+,

dM (u, v; S) = (u− v)T S−1(u− v), (2)

where S ∈ R2×2 is a positive definite symmetric matrix, then an ellipse can be
defined as a Mahalanobis circle (an M-circle)

E(c, r; S) = {u ∈ R2 : dM (u, c; S) = r2}, (3)

where c ∈ R2 is a center, and r > 0 the radius of an M-circle.
The M-circle (i.e., an ellipse) can be viewed as transformed circle, where matrix

S determining the major and the minor axes lengths, and the orientation of the
ellipse [3].

Furthermore, in order to construct a modification of the k-means algorithm for
searching for a locally optimal partition with M-circle-centers, the distance from a
point a ∈ R2 to the ellipse E(c, r;S) should also be defined. For this purpose the
following theorem from [2] is applied.

Theorem 1. Let ‖ · ‖ be a norm in Rn and let B(c, r) = {x ∈ Rn : ‖x− c‖ = r, r >
0} be the closed ball of the radius r centered at c. Then the shortest distance, as
measured by ‖ · ‖, from a point a ∈ Rn to the ball B(c, r) is given by |‖a− c‖ − r|.

In applying Theorem 1 the LAD-distance from a point a ∈ R2 to the M-circle
E(c, r;S) can be defined as

D1(a, E(c, r; S)) = |
√

dM (a, c; S)− r|.
Specifically, the algebraic distance from a point a ∈ R2 to the M-circle E(c, r; S) can
be defined as

D(a,E(c, r; S)) = (dM (a, c;S)− r2)2, (4)

which is often used in practical applications (see e.g. [9, 20]), and for this reason,
the algebraic distance is used in this paper.

If each cluster πj ∈ Π is associated with its M-circle-center Ej as defined by (1),
then the problem of finding an optimal partition of the set A can be reduced to the
following GOP (see, e.g., [2, 21, 23])

argmin
Π∈P(A;k)

F(Π), F(Π) =
k∑

j=1

∑
a∈πj

D(a, Ej). (5)
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Conversely, for a given set of different ellipses E1, . . . , Ek ⊂ R2, applying the
minimum distance principle, the partition Π = {π1, . . . , πk} of the set A can be
defined in the following way:

πj = {a ∈ A : D(a,Ej) ≤ D(a,Es), ∀s = 1, . . . , k, s 6= j}, j = 1, . . . , k. (6)

Therefore, the problem of finding an optimal partition of the set A can be reduced
to the following optimization problem

argmin
E1,...,Ek⊂R2

F (E1, . . . , Ek), F (E1, . . . , Ek) =
m∑

i=1

min
j=1,...,k

D(ai, Ej). (7)

The solutions from (5) and (7) coincide [21].
In general, function F can have a large number of independent variables, need not

be either convex or differentiable, but usually has several local and global minima.
Hence, this becomes a complex GOP.

Section 2 describes a modification of the well-known k-means algorithm. The
adaptive Mahalanobis distance-like function is introduced in Subsection 2.1 and
adaptation of the k-means algorithm for searching a locally optimal partition is given
in Subsection 2.2, where clusters are determined based on corresponding M-circle-
centers. Subsection 2.2.1 considers the construction of a good initial approximation
for the proposed algorithm. Finally, several illustrative examples are presented in
Section 3.

2. Modification of the k-means algorithm

The well-known k-means algorithm deals with the search for a locally optimal k-
partition of set A. It is described in two steps that are repeated iteratively [10, 11].

Step A: For each set of mutually different centers c1, . . . , ck ∈ Rn, set A should
be divided into k disjoint clusters π1, . . . , πk using the minimum distance
principle.

Step B: Given the partition Π = {π1, . . . , πk} of set A, one can define the corre-
sponding cluster centers.

The k-means algorithm depends strictly on the initial approximation of centers
or initial partition. This algorithm can provide an acceptable solution, when a good
initial approximation [11].

2.1. Adaptive Mahalanobis distance-like function

In modifying the k-means algorithm, the adaptive Mahalanobis distance-like func-
tion dj

M : R2 × R2 → R+ is defined for each cluster πj (see, e.g. [2, 3, 14])

dj
M (u, v; Sj) =

√
det Sj (u− v)T S−1

j (u− v), (8)

where
Sj = 1

|πj |
∑

ai∈πj

(ai − cj)(ai − cj)T (9)
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is a covariance matrix, cj is the centroid of the cluster πj , and
√

detSj is a nor-
malized factor. The covariance matrix Sj is usually a positive definite symmetric
matrix. It is almost singular only in special cases, when the ellipse degenerates into
a straight line or a point (i.e. one or two eigenvalues of Sj are close to zero).

It can be shown that [2, 21]

cj = argmin
x∈R2

∑
a∈πj

dj
M (a, x;Sj) = 1

|πj |
∑
a∈πj

a. (10)

In particular, if Ej(cj , rj ; Sj) is an M-circle in the cluster πj , then the algebraic
distance (4) from a point a ∈ A to the M-circle Ej(cj , rj ; Sj) of the radius rj centered
at cj is given by

D(a,Ej(cj , rj ; Sj)) =
(
dj

M (a, cj ;Sj)− r2
j

)2

. (11)

2.2. Mahalanobis k-means

To solve the multiple ellipses fitting problem, the previously described k-means al-
gorithm is adapted to search for a locally optimal partition with M-circles as cluster
centers.

In regard to Step A, the distance from a data point a ∈ A to the M-circle-center
is defined as the algebraic distance (11).

Subsequently, in Step B, the M-circle-center of the cluster πj is the solution to
the following GOP

argmin
cj∈R2, rj∈R+

Sj∈R2×2

Φj(cj , rj ; Sj), Φj(cj , rj ;Sj) =
∑
a∈πj

(
dj

M (a, cj ; Sj)− r2
j

)2

, (12)

where Φj is the sum of algebraic distances from the points a ∈ πj to the M-circle
Ej(cj , rj ;Sj).

Now, the corresponding adapted k-means algorithm can be described in two
steps, and are repeated iteratively.

Algorithm 1. (the k closest M-circle-centers algorithm (KCMC))

Step A: For each set of mutually different M-circle-centers E1(c1, r1; S1), . . . , Ek(ck,
rk; Sk) the set A should be divided into k disjoint non-empty clusters π1, . . . ,
πk by using the minimum distance principle

πj = {a ∈ A : D(a, Ej(cj , rj ; Sj)) ≤ D(a, Es(cs, rs; Ss)), ∀s = 1, . . . , k, s 6= j},
j = 1, . . . , k.

Step B: Given a partition Π = {π1, . . . , πk} of the set A, the corresponding M-circle-
centers Ê1(ĉ1, r̂1; Ŝ1), . . . , Êk(ĉk, r̂k; Ŝk), can be defined, where

(ĉj , r̂j , Ŝj) = argmin
cj∈R2, rj∈R+

Sj∈R2×2

∑
a∈πj

D(a, E(cj , rj ;Sj)).
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According to [21, 23], the objective function (5), resp. (7), decreases monotoni-
cally. This ensures a normalized factor

√
detSj incorporated into the definition of

an adaptive Mahalanobis distance-like function (8).
As previously mentioned, the k-means algorithm is a method that generally pro-

vides a locally optimal partition. However, if a good initial approximation can be
found, the k-means algorithm gives a satisfactory approximation of a globally opti-
mal partition. Therefore, in Subsection 2.2.1 special attention is given to searching
for an initial approximation of M-circle-centers which should be as best as possible.

To determine the M-circle centers in Step B of Algorithm 1, an appropriate initial
approximation must first be defined for each cluster, i.e., the M-circle-center:

Ēj = {x ∈ R2 : dj
M (x, c̄j ; S̄j) = r̄2

j}. (13)

The centroid of the set πj given by (10) is taken as an approximation of the center
c̄j of the M-circle-center and the matrix (9) is taken an approximation of covariance
matrix S̄j . There still remains the requirement to construct a good approximation
of the radius r̄j . For the given c̄j , S̄j , by definition

rj = argmin
r∈[0,Rj ]

∑
a∈πj

D(a,E(c̄j , r; S̄j)) = argmin
r∈[0,Rj ]

∑
a∈πj

(
dj

M (a, c̄j ; S̄j)− r2
)2

, (14)

where R2
j = max

a∈πj

dM (a, cj ; Sj). Therefore, the initial approximation of the radius r̄j

is taken as the solution to the problem (14)

r̄2
j = 1

|πj |
∑
a∈πj

dj
M (a, c̄j ; S̄j). (15)

After that, by knowing the initial approximation obtained in such way, for search-
ing for the corresponding M-circle-centers in Step B we apply some locally optimiza-
tion method (e.g., the Levenberg-Marquardt method or some other Newton-type
method [7]).

Remark 1. It is well known (see, e.g., [2, 23, 24]) that this approach has certain
drawbacks. When applying the k-means algorithm, the initial approximation should
be defined, i.e., ellipses the set A belongs to should be ascertained and then these
ellipses approximately determined. Furthermore, in the case of a small number of
data points, the covariance matrix can be singular.

2.2.1. Construction of a good initial approximation

Let A be a set of data points that are, subject to some minor errors, likely to belong
to k ellipses. Indeed, the presumption is that the number and the position of the
ellipses is unknown in advance.

When running Algorithm 1 (KCMC), the number and the position of possible
ellipses should be estimated first. In order to do this, a visualization of the data set
is necessary. For each ellipse, its five defining parameters are visually estimated: the
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center c = (p, q), lengths of half-axes a, b, and the angle ϕ between the half-axis a
and the positive direction of the x-axis. This ellipse is defined by the equation

[(x− p) cos ϕ + (y − q) sin ϕ]2

a2
+

[−(x− p) sin ϕ + (y − q) cos ϕ]2

b2
= 1 . (16)

By means of the Mahalanobis distance-like function (2), ellipse (16) is expressed in
the form of an M-circle

E(c, 1; S) = {u ∈ R2 : (u− c)T S−1(u− c) = 1}, (17)

with the radius equal to 1, where S is a symmetric positive definite matrix. It is
relatively easy to show that the matrix S

S = U

[
a2 0
0 b2

]
UT , where U =

[
cosϕ − sin ϕ
sin ϕ cosϕ

]
. (18)

Hence for a, b > 0, the matrix S is positive definite. It becomes easy to see that in
the case of the normalized Mahalanobis distance-like function

dM (u, c; S) =
√

detS (u− c)T S−1(u− c), (19)

ellipse (16) is represented in the form of an M-circle with the radius r2 =
√

detS =
ab, and the positive definiteness of the corresponding matrix is preserved. In this
way, good initial approximations of M-circle-centers (i.e. approximations of their
parameters p, q, r, S) are obtained in the manner described above.

Remark 2. In a special case when an ellipse has half-axes a, b parallel to the coor-
dinate axes, the angle ϕ = 0, and matrix (18) become diagonal, i.e., the matrix S
has the form S = diag(a2, b2).

Example 1. To illustrate a good initial approximation of an ellipse, the following
example is given in Figure 1. Data points that come from ellipse (16) (the gray ellipse
in Fig. 1a) with its respective parameters: (p, q) = (4.8, 4.3), (a, b) = (3.75, 1.25),
ϕ = 39◦ are shown in Figure 1a. The initial approximation (the thin red ellipse in
Fig. 1b) is obtained by visually estimating the ellipse parameters: center c = (5, 4),
half-axes a = 4, b = 1, and angle ϕ = 45◦, and subsequently, the best-fit ellipse (12)
(the thin red ellipse in Fig. 1c) is obtained. Table 1 gives parameter values of three
M-circles, i.e., the original M-circle, the initial approximation and the solution.

Original M-circle Initial approximation Solution
{p, q} r S {p, q} r S {p, q} r S

(4.8,4.3) 2.165

[
9.112 6.113
6.113 6.513

]
(5,4) 2

[
8.5 7.5
7.5 8.5

]
(4.758,4.256) 2.236

[
9.12 6.14
6.14 6.63

]

Table 1: The original M-circle, the initial approximation and the best-fit M-circle
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Figure 1: Reconstruction of an ellipse

Remark 3. In accordance with Theorem 1, the multiple ellipse fitting problem based
on the given set of data points in a plane could also be solved by using some other
distance-like function. For example if the LAD-distance running from point a ∈ R2

to the M-circle E(c, r; S) is used (defined by D1(a,E(c, r; S)) = |
√

dM (a, c; S) −
r|), then in each cluster πj, the LAD-distance from a point a ∈ A to the M-circle
Ej(cj , rj ;Sj) of the radius rj centered at cj is defined by

D1(a,Ej(cj , rj ;Sj)) =
∣∣∣∣
√

dj
M (a, cj ; Sj)− rj

∣∣∣∣ .

Therefore, the construction of a good initial approximation of the radius r̄j, instead
of (15) would require

rj = argmin
r∈[0,Rj ]

∑
a∈πj

D1(a,E(cj , r;Sj)),

and it follows that

r̄j = med
a∈πj

√
dj

M (a, cj ;Sj),

where med is the median of M-distances from points a ∈ πj to the center cj of
M-circle Ej.

In this way, it is also possible to modify the Mahalanobis k-means algorithm in
the LAD sense. As expected, application of the LAD-distance function will show
better behaviour when outliers are anticipated among the data (see [16]).

3. Numerical examples

This section provides a few numerical examples. Suppose that the number of clusters
k is given in advance in all the examples. Thereby, the set of data points are derived
from k ellipses that require reconstructing. In cases where number of clusters, i.e.
ellipses, is not known in advance, various indexes could possibly be found that point
to the most appropriate number of clusters in a partition (see e.g. [10, 18]).

Example 2. The set of four ellipses is given in parametric form

Ej = cj + (a(j)
x cos t, b(j)

y sin t), t ∈ [0, 2π], j = 1, 2, 3, 4,
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with the axes parallel to the coordinate axes (gray ellipses in Fig. 2). In the neigh-
borhood of the j-th circle mj ∼ U(50, 60) random points are generated by using
binormal random additive errors with a mean vector 0 ∈ R2 and the covariance
matrix 0.1 I, where I ∈ R2×2 is the identity matrix. In this way, the data set
A = {ai ∈ R2 : i = 1, . . . , m}, with m = 58+50+55+59 = 222 random points is ob-
tained by using Gaussian distributions (see Fig. 2a). Ellipses should be reconstructed
based on the data set A.

Initial approximations of ellipses were obtained in the way described in Subsec-
tion 2.2.1 (thin red ellipses in Fig. 2b). Subsequently, by using Algorithm 1 and the
Levenberg-Marquardt method for solving a nonlinear least squares problem, M-circle-
centers (thin red ellipses in Fig. 2c that are almost covered with original gray ellipses)
were obtained. The values F of the corresponding sums of algebraic distances from
the points to the M-circles are also shown in Fig. 2. On the basis of the values F , the
visual view and the very small Hausdorff distance between the set of original ellipses
and the set of obtained ellipses, the obtained M-circle-centers represent a good fit of
the original ellipses.
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(c) Solution
F = 34.52

Figure 2: Mahalanobis k-means

Example 3. The set of four ellipses is given, two of which have axes that are not
parallel to the coordinate axes (gray ellipses in Fig. 3). The corresponding data
set A is constructed in a similar manner to Example 2 (see Fig. 3a). Ellipses are
reconstructed based on the data set A.

Initial approximations of ellipses were obtained in the manner described in Sub-
section 2.2.1 (see thin red ellipses in Fig. 3b). Thereafter, by using Algorithm 1
and the Levenberg-Marquardt method for solving a nonlinear least squares problem,
M-circle-centers (thin red ellipses in Fig. 3c, that are almost covered by original gray
ellipses) were obtained. Values F of the corresponding sums of algebraic distances
from the points to M-circles are also shown in Fig. 3. Based on the values F and
the visual inspection, the obtained M-circle-centers represent a good reconstruction
of original ellipses.
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Figure 3: Mahalanobis k-means

Example 4. Consider the case shown in Fig. 4a. Note that the main axes of all
ellipses are not parallel to the coordinate axes (see gray ellipses in Fig. 4).

Initial approximations of ellipses were obtained in the manner described in Sub-
section 2.2.1 (thin red ellipses in Fig. 4b). Hence, in based on Algorithm 1, using the
Levenberg-Marquardt method for solving a nonlinear least squares problem, M-circle-
centers (thin red ellipses in Fig. 4c, that are almost covered by gray original ellipses)
were obtained. The values F of the corresponding sums of algebraic distances from
the points to the M-circles are also shown in Fig. 4. Based on the values F and the
visual view, these obtained M-circle-centers also represent a good fit of the original
ellipses.
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Figure 4: Mahalanobis k-means

Example 5. The case of three almost ”concentric” ellipses with the same center
and proportional axes is considered, as shown in Fig. 5a.

Initial approximations of ellipses were obtained in the manner as described in
Subsection 2.2.1 (thin red ellipses in Fig. 5b). Hence, in applying Algorithm 1,
using the Levenberg-Marquardt method for solving nonlinear least squares problem,
M-circle-centers (thin red ellipses in Fig. 5c that are almost covered by original
gray ellipses) were obtained. The values F of the corresponding sums of algebraic
distances from the points to M-circles are also shown in Fig. 5. Based on the values
F and the visual view, these obtained M-circles also represent a good reconstruction
of original ellipses.
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Figure 5: Mahalanobis k-means
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