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Abstract. This paper presents a modification of Pal, Moitra and Maulik's goal 
programming procedure for fuzzy multiobjective linear fractional programming problem 
solving. The proposed modification of the method allows simpler solving of economic 
multiple objective fractional linear programming (MOFLP) problems, enabling the 
obtained solutions to express the preferences of the decision maker defined by the 
objective function weights. The proposed method is tested on the production planning 
example. 
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1. Introduction 
 
In some economic problems, goals can be more suitably expressed as a ratio of 
two economic magnitudes. Thus labour productivity is expressed as the ratio of 
output and the total labour input or as the ratio of output and the total cost 
invested in it, while profitability is expressed as the ratio of the total income 
and the total costs in a particular period of time or as the ratio of profit and 
capital engaged during a particular period. The goals expressed as the ratio of 
economic magnitudes can reflect the quality of business results better. Also, the 
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goals expressed in this way enable us to make more adequate comparisons 
between business entities. 

Therefore, if the goals are expressed as the ratio of two economic 
magnitudes, and if the parameters and variables in the model are linear, then 
the optimization of economic problems (e.g., optimization of the production 
plan, optimization of the financial structure, optimization of catering, etc.) 
requires multiobjective fractional linear programming. The problem of fractional 
linear programming with one objective function was extensively researched in 
the second half of the twentieth century and efficient methods were developed 
for solving such problems ([4], [5], [7], [12]). 

However, in MOFLP problems, to determine an efficient (Pareto optimal) 
solution is technically demanding when goal functions are fractional by linear. 
Solving multiobjective fractional linear programming models is limited to a 
small number of multiobjective programming methods which are not efficient 
enough either from the viewpoint of the analyst or the decision maker ([2], [3], 
[7], [11], [13], [14], [21]). A special problem arises in the application of goal 
programming methods as by adding the deviation variables d- and d+ nonlinear 
constraints are obtained which cause numerical problems in model solving. 
Several methods have been developed that use goal programming to solve 
multiobjective fractional linear programming models ([9], [10], [16], [17], [18], 
[19], [22]), but there are few studies in which these methods are applied and 
tested in solving real economic problems ([6], [14], and [20]). 

To solve the multiobjective fractional linear programming model with fuzzy 
functions Pal et al. [18] proposed the goal function linearization method which 
enables the application of the goal programming method in such problems. The 
proposed method was tested in two numeric examples with two variables. When 
testing the proposed method on the example of production plan optimization 
with fuzzy fractional linear objective functions we discovered the possibility to 
improve the method both from the standpoint of the analyst and the standpoint 
of decision maker. Therefore, this study proposes a modification of Pal et al. [18] 
goal programming procedure to solve the fuzzy multi objective fractional linear 
programming. In the proposed modification, the decision maker is only asked to 
provide the information on the relative importance of goal functions. The 
proposed method modification is tested on the example of production plan 
optimization for a particular period.  
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2. Goal programming methodology for solving MOFLP 
problems 
 
2.1.  MOFLP model 
 
A MOFLP model can be written as 

max Z = [z1, z2, ..., zK] 
s. t.    Ax * b, 0,x ≥          (1) 
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, k = 1, 2, ..., K, are fractional linear functions, A is an 

m x n matrix, x is an n – dimensional nonnegative variable vector, b is an m – 
dimensional vector, and * represents symbols ,   and .≤ = ≥  
Numerous methods are proposed for solving model (1), which are not efficient 
enough from the point of view of decision makers and analysts. 
 
2.2.  Pal, Moitra and Maulik’s method 
 
Pal, Moitra and Maulik proposed the following linearization model to solve 
fuzzy MOFLP problems by goal programming methods: 

Find x so as to 
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where z represents the fully achievement function consisting of the weighted 
under-deviational variables, and numerical weights wk represent the relative 
importance of achieving the aspired levels of the respective fuzzy goals subject 
to the constraint set in the decision situation;  
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biggest value of the kth objective function, while kg  is the value determined by 
the decision maker. 
 
2.3.  The modification of the Pal, Moitra and Maulik’s 
method 
 
To solve the problem of multiobjective fractional linear programming with 
vaguely defined goals of the decision maker by applying the goal programming 
method we propose a modification of the method described above. As the 
decision maker is not able to precisely express the value of goals to be achieved, 
we propose to determine the decision maker’s goal levels by using the pay-off 
table formed by optimizing each single objective function on the given set of 
constraints. In the objective functions to be maximized, the upper limit is the 
maximal value of objective functions obtained by their maximization on the 
given set of constraints while the bottom limit is the smallest value of the given 
objective function in the pay-off table. In the objective functions to be 
minimized, the upper limit is the highest value of the objective function in the 
pay-off table while the bottom limit is the minimal value of the objective 
function obtained by its minimization on the given set of constraints. 

In the proposed modification, the decision maker is asked to provide only 
the information on the objective functions weight. If the decision maker is not 
able to express the relative importance of the objective functions by weights, the 
weights can be calculated by applying one of the weight determining methods. 
An interesting idea for calculating objective functions weights is presented in 
[15]. 
To solve the multiobjective fractional linear programming model with vaguely 
expressed goals of the decision maker by applying the goal programming method 
for objective functions that are to be maximized we propose linearization of the 
fractional linear functions in the following way: 
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where *
kz  is the maximal value of the kth objective function on the given set of 

constraints, * ,kj kj k kjC c z d= −  * *
0 0 ,k k

k kZ z d c= −  and kd −  is an under-deviational 
variable (k = 1, 2, ..., k1).  
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Analogously, way we can linearize the fractional linear functions to be 

minimized: 
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where *
kZ  is the minimal value of the kth objective function on the given set of 

constraints, and kd +  is an over-deviational variable (k = k1 + 1, k1 + 2, ..., K). 
Therefore, the goal programming model is presented as 
                                             min gk ( ,k kd d− + ) 
                            subject to    *,kj j k kC x d Z−+ =  11, 2,..., ,k k=  

                           *,kj j k kC x d Z+− =  1 1, 1,..., ,k k k K= +   
  *Ax b ,                 (5) 
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To solve model (5) we can use numerous GP approaches for solving 
MOLGP models: 
(1) The min–max form:   
                                             Min max gk( ,k kd d− + ) 
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Therefore, kd −  appears in the constraint formed by the objective function to be 
maximized, while kd +  appears in the constraint formed by the objective function 
to be minimized.  
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To solve model (6), according to papers [23] and [24], we can form the 
following specific linear programming model, which can be solved by the simplex 
method: 
                                    Min   λ  
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                            1 10, 1, 2,..., ,kd k k k Kλ +− ≥ = + +  
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Model (8) is a linear programming model which can be solved by using the 
simplex method. 
(3) The min–max weighting form: 
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maker. 
To solve model (9), we can form the following specific linear programming 

model to be solved by the simplex method ([24], [25]): 
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(iv) The preemptive priority form: In this form, the K objectives are rearranged 
according to decision maker’s priority levels, the highest priority goal is 
considered first, then the second and so on. The general lexicographical goal 
program is: 
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where I is the number of priority levels and k∈Pi means that the kth goal is in 
the ith priority level. 

Model (11) is a linear programming model which can be solved by the 
simplex method. 

According to [8] and [22], the solutions obtained by above models are 
efficient (Pareto optimal). 
 

3. Practical application: production plan optimization 
 
3.1. The problem 
 
The data are taken from paper [19]. In the period from January to December of 
the following year, the company plans to manufacture thirty different products 
that will be denoted by x1 to x30 . The data taken from the tables of paper [19] 
are represented in the following way: the gross profit per product (c1j), the 
output (c2j), the gross profit from export per product (c3j), variable costs per 
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product (d1j, d3j) and the total labour invested by the shop floor workers (d2j), 
the expected gross profits from other company activities in the given period  
( 1

0c ), the expected total fixed costs in the given period ( 1 3
0 0,d d ), and the 

expected total labour invested by other company employees ( 2
0d ). 

 
3.2.  The MOFLP model 
 
The company wants to optimize its production plan for the given period 
maximizing the following three objective functions: 
(1) profitability measured by the ratio of the total expected gross  profits and 

the total expected costs, 
(2) productivity measured by the ratio of the expected total output and the 

expected total labour invested, and 
(3) export profitability measured by the ratio of the expected gross profits from 

exports and the expected total costs. 
The MOFLP model looks like this: 
 
a) Objective functions  
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b) Constraints 
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≤∑  500000,jx ≤  j =1, 2, 3, 6, 7, 9, 10, 11, 12, 13, 14, 16, 17, 18,   (15) 

19, 20, 21, 22, 23, 24, 25, 30, x4 ≤  345000,  x5 ≤= 575000, x8 ≤  172500, 
x15 ≤  230000, x2 ≤  345000, x27 ≤  230000, x28 ≤  300000, x29 ≤  264500,   
x6 ≥  115000,  x13 ≥  172500, x16 ≥  115000, xj ≥  0 (j = 1, 2, ..., 30). 

 
3.3.  Model solving 
 
Model (12)-(15) is first solved by the Charnes – Cooper method maximizing 
each of the objective functions on the given set of constraints using Lindo 6.1. 
The obtained marginal solutions are presented in Table 1. 
  

Objective 
function z1 z2 z3 

max z1 0.273726 ( *
1z ) 2.461424 0.067538 

max z2 0.096546 5.563876 ( *
2z ) 0.07027 

max z3 0.057198 3.162149 0.256522 ( *
3z ) 

Table 1. Model (12)-(15) marginal solutions 
 

It is obvious from the above table that the objective functions are conflicting, 
which makes it difficult for the decision maker to select the preferred solution from 
the marginal solutions. Therefore, one or several compromise solutions have to be 
proposed to the decision maker and these solutions also have to be efficient (Pareto 
optimal). 

The decision maker is asked to provide the information on the relative 
importance of objective functions. If the decision maker cannot provide such 
information, the analyst can use the data from the table of payments to 
calculate the weights of objective functions and suggest the decision maker to 
accept the solution obtained in that way, or they can calculate the set of 
efficient solutions obtained by varying the objective functions weights.  Here we 
will present the solutions obtained by applying the proposed methodology for 
linearization of objective functions by using of the above stated four approaches 
for solving goal programming models. By applying model (3) to the above 
presented data, the objective functions are linearized in the following way: 
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The goal programming models look like this:  
(1) The min-max form 
                                    min    g( kd − ), k = 1, 2, 3 
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(17) 
          constraints (15). 
Model (17) is solved by the Zimmermann approach to solving linear 
programming models: 
               min   λ  
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(2) The minimization of the sum of deviations form: 
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(3) The minimization of the weighted sum of deviations form: 
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          constraints (15), 
where w1 = 0.5, w2 = 0.3, w3 = 0.2 are weights of objective functions determined 
by the decision maker. 
Model (20) has been solved by solving the following linear programming model: 
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(4) The preemptive priority form: The three objectives are ranked according to 
their priority: goal 1 has priority 1, goal 2 has priority 2, and goal 3 has priority 
3. The general lexicographical goal program is: 
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constraints (15),                         (22) 
where k∈Pi means that the kth goal is in the ith priority level. In our model, 
goal z1 is on the first level, goal z2 is on the second level, and goal z3 is on the 
third level. Model (22) is solved by using the sequential simplex method. 
 
3.4. The solutions 
 
The solutions of models (18), (19), (21) and (22) are shown in Table 2. 
  

GP solution z1 z2 z3 

(1) 0.24188 3.74423 0.224984 
(2) 0.218005 4.50649 0.256523 
(3) 0.252394 3.453361 0.203193 
(4) 0.262165 3.742245 0.155269 

Table 2. Goal programming solutions  



412                               Tunjo Perić, Zoran Babić and Sead Rešić 

The application of the proposed model to solve a financial programming 
optimization problem gives four different solutions. Obtaining the solutions to 
models (18) and (19) does not require additional information from the decision 
maker. In this case, the decision maker must decide which solution to choose. 
However, if the decision maker can give information on the relative importance 
of the objective functions, they can use solution of  model (21) or model (22). In 
the last two cases, the obtained solutions express decision maker’s preferences. 
Solving model 21 enables the analyst to form a set of nondominated solutions by 
varying objective functions weights, from which the decision maker can choose 
the preferred solution. 

Which goal programming method should be used depends on the existence 
of decision maker’s preferences. If the decision maker can express his/her 
objective function preferences, then it is acceptably to use model (21) or model 
(22) to solve the problem. Otherwise, the decision maker should use model (18) 
or model (19). 
Comparing the solution presented in Table 2 with the solution obtained by the 
multiobjective linear programming STEM method [1], we can conclude that the 
solutions obtained by the goal programming method give more information 
about the quality of a business enterprise than the solution obtained by the 
STEM method. The choice of methods depends on the choice of objective 
functions (linear or fractional) by the decision maker.   
 

4. Conclusion 
 
Linearization of fractional linear functions for solving fuzzy multiple objective 
fractional linear programming problems by using goal programming 
methodology is proposed in this paper.  
The proposed methodology has been tested on the example of production plan 
optimization in a company which produces textile products for a certain period. 
The obtained results show the possibility of efficient application of the proposed 
methodology to the given problem. 

Four different goal programming approaches for solving the production 
plan optimization problem are presented in the paper. The proposed 
methodology allows using of the lexicographic simplex method in the process of 
obtaining the preferred solution with the active participation of decision makers 
in the process. 
There are many advantages of the proposed methodology compared to the 
existing methods. 

So the proposed methodology is simple for both the analyst and the 
decision maker (any additional information from the decision maker is not 
required). The decision maker can determine objective function weights, and 
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thereby the obtained solutions reflect the decision maker's preferences. This 
method allows the analyst to form a set of efficient solutions by varying the 
objective function weights, from which the decision maker can choose the 
preferred solution. 
However, the presented approach is limited to solving multi objective fractional 
linear programming problems with fuzzy goals. Here it is assumed that the 
decision makers cannot express the desired value of the objective functions. 

The main contribution of the paper is the proposed goal programming 
approach for solving multiobjective fractional linear programming models, which 
seems to be applicable to solving practical economic problems. 
In future research we propose developing a goal programming model which 
could be applied to solving all kinds of multiobjective fractional linear 
programming models, not only the models with fuzzy objective functions.  
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