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ON VAN DER CORPUT PROPERTY OF SQUARES

Sinǐsa Slijepčević
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Abstract. We prove that the upper bound for the van der Corput
property of the set of perfect squares is O((log n)−1/3), giving an answer to
a problem considered by Ruzsa and Montgomery. We do it by constructing
non-negative valued, normed trigonometric polynomials with spectrum in
the set of perfect squares not exceeding n, and a small free coefficient
a0 = O((log n)−1/3).

1. Introduction

We say that a set D of integers is a Poincaré (recurrent, or intersective)
set, if for any set A of integers with non-negative upper density

ρ(A) = lim sup
n→∞

|A ∩ [1, n]|/n > 0,

its difference set A−A contains an element of D. There is also an equivalent
ergodic theoretical characterization of the Poincaré property ([3]). Fursten-
berg and Sárközy proved independently that the sets of squares, sets of integer
values of polynomials with integer coefficients such that P (0) = 0 and sets of
shifted primes p − 1 and p + 1 are Poincaré sets ([3, 16, 17]).

Given any set of integers D, one can define the function α : N → [0, 1] as
α(n) = sup ρ(A), where A goes over all sets of integers whose difference set
does not contain an element of D ∩ [1, n] (equivalent definitions of α can be
found in [13]). One can then show that D is Poincaré if and only if

lim
n→∞

α(n) = 0.

Upper bounds on the function α for the Poincaré sets mentioned above have
been obtained by various authors ([4, 6, 7, 9, 15–18]), but even in the simplest
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example of the set of squares, there is a huge gap between the best upper and
lower bounds for α.

Kamae and Mendès France introduced in [5] a closely related notion of
van der Corput (or correlative) sets, namely sets of integers D such that,
given a real sequence (xn)n∈N , if all the sequences (xn+d − xn)n∈N , d ∈ D,
are uniformly distributed mod 1, then the sequence (xn)n∈N is itself uniformly
distributed mod 1 (characterizations of the van der Corput property are re-
called in Section 2). Kamae and Mendès France also showed that van der
Corput sets are Poincaré sets, and that all the examples mentioned above are
van der Corput sets.

Ruzsa introduced a function γ : N → [0, 1] which quantifies the van der
Corput property of a given set and gave several characterizations of γ ([8,13]).
Analogously as above, a set D is a van der Corput set if and only if

lim
n→∞

γ(n) = 0.

Ruzsa also showed that α ≤ γ. Ruzsa and Montgomery set a problem of
finding any upper bound for the function γ for any non-trivial van der Corput
set, and in particular to find an upper bound for the function γ associated to
the set of perfect squares ([8, unsolved problem 3], [13]). They also demon-
strated that knowledge of upper bounds on the function γ would be useful,
as γ has various characterizations related to uniform distribution and other
properties of a set of integers.

In this paper we prove that for the set of squares, γ(n) = O((log n)−1/3),
and develop a technique which can likely be applied to other van der Corput
sets satisfying Kamae and Mendès France condition ([5, §3]). We note that
I. Ruzsa in [12] announced the result that for the set of squares, γ(n) =
O((log n)−1/2), but the proof was never published.

It is important to emphasize that the gap between functions α and γ
can be arbitrarily large in relative terms. This was shown by Bourgain, who
constructed a set D such that limn→∞ α(n) = 0, while γ(n) is bounded away
from zero ([2]). We argue in Section 2 that it is very difficult to obtain van der
Corput bounds for perfect squares better than O((log n)−1). We also state
the main result precisely in Section 2. In Section 3 we prove the main result,
postponing two key technical steps to Sections 4, 5. In Section 6 we discuss
an application of the main result to positive definite functions vanishing on
squares.

2. Definitions and the main result

We first introduce the notation, mostly following [8]. If D is a set of
integers, then Dn = D ∩ {1, ..., n}. We denote by T (D) the set of all cosine
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polynomials

(2.1) T (x) = a0 +
∑

d∈Dn

ad cos(2πdx),

T (0) = 1, T (x) ≥ 0 for all x, where n is any integer and a0, ad are real
numbers (i.e., T is a normed non-negative valued cosine polynomial with the
spectrum in D ∪ {0}).

Let µ be a Borel probability measure on the 1-torus T (parametrized with
[0, 1)). For k ∈ Z we define the Fourier coefficients of µ to be the numbers

µ̂(k) =

∫
exp(−2πi · kx)dµ(x).

Let M(D) be the set of all probability measures on T such that µ̂(k) 6= 0
only when |k| 6∈ D.

The following characterization of van der Corput sets is due to Kamae,
Mendès France and Ruzsa ([5], [8], [13]):

Theorem 2.1. A subset D of N is a van der Corput set if and only if
any of the following equivalent conditions hold:

(i) supµ∈M(D) µ({0}) = 0,

(ii) infT∈T (D) a0 = 0.

We can associate to a set D two functions which describe how rapidly D
is becoming a van der Corput set:

δ(n) = sup
µ∈M(Dn)

µ({0}),(2.2)

γ(n) = inf
T∈T (Dn)

a0.(2.3)

Theorem 2.1 now implies that a set is van der Corput if and only if
δ(n) → 0 as n → ∞, or equivalently γ(n) → 0 as n → ∞. Ruzsa and
Montgomery ([8, 14]) proved the following result:

γ(n) = δ(n).

As was already noted in the introduction, the function γ also quantifies
uniform distribution properties of a set D (see [8] for an exposition of the
results). The function γ is an upper bound for the function α related to
the Poincaré property (see introduction), and also likely related to ergodic
theoretical and other properties related to the van der Corput property ([1]
contains the most recent results).

We focus in this paper on finding an upper bound for the function γ
associated to the set of perfect squares Q. Our approach is constructive:
given δ > 0, we explicitly construct a non-negative normed cosine polynomial
(2.1) with coefficients in Qn ∪ {0} and a0 = δ.
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Constructing non-negative trigonometric polynomials with a sparse set of
non-zero coefficients is not an easy task. We denote as usual e(x) = exp(2πix),
and note that the real part of

(2.4) S(x, M) =
1

M

M∑

k=1

e(k2x)

is a normed cosine polynomial. Recall that classical Weyl estimates show
that, if M ≫ q and |x − p/q| ≤ 1/q2 for some rational p/q, (p, q) = 1, then

(2.5)

∣∣∣∣∣
1

M

M∑

k=1

e(k2x)

∣∣∣∣∣ = O
(
q−1/2

)

(we prove a sharper version of (2.5) in Section 4). This means that for large
M , the sum (2.4) is sufficiently small for all x which can be approximated by a
rational with a large denominator; we only need to fix ”small denominators”.
A natural approach would be to define

(2.6) TL,M (x) =
1

M

M∑

k=1

cos(2πL2k2x).

Then TL,M(x) is a cosine polynomial with non-zero coefficients only at
perfect squares, such that it is close to 1 for x which can be approximated well
by p/q, q|L2. One can then hope that one can find appropriate normalized
weights wk such that for all x, the polynomial

(2.7) T (x) =

Lmax∑

L=1

wkTL,M(x) ≥ −δ.

We show that we can choose weights wk so that the values of TL,M(x)
for rational x with small denominator cancel out. This is more difficult than
it may seem, and is discussed in detail in Section 5. We also overcome the
second difficulty of oscillatory behavior of T (x) near rationals with a small
denominator (see Proposition 3.3), and prove the following main result:

Theorem 2.2. If γ is the function (2.3) associated to the set of perfect
squares Q, then γ(n) = O((log n)−1/3).

The key step in the proof is using a constant L which is the smallest
common multiplier of all the numbers between 1 and O(1/δ2), and n ≥ L.
Lemma 5.4 implies that log n ≥ log L = O(1/δ2), so by inserting γ(n) = δ one
sees that the best bound which can be obtained by pursuing that approach is
γ(n) = O((log n)−1/2). It is very difficult to do better than that, as the Kamae
and Mendès France criterion ([5, §3]), which is in our knowledge essentially
the only known method of proving the van der Corput property of squares,
also depends on showing that the sums (2.6) for L = q! are small (more
specifically, converge to 0 as M → ∞ and x irrational).
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We devote the rest of this section to comparing our result to other upper
and lower bounds. Incidentally, our bound is essentially the same as the
bound α(n) = O((log n)−1/3+ε) obtained by Sárközy ([16]). In [9] the authors
showed that α(n) = O((log n)−c) for arbitrarily large c. We argue that the
van der Corput property of squares is quantitatively fundamentally different
than the Poincaré property, and that c can not be arbitrarily large.

We can denote by T +(D) the set of all trigonometric polynomials (2.1)
with nonnegative coefficients, and define γ+(n) as in (2.3), where the infimum
goes over T +(Dn). Then clearly γ(n) ≤ γ+(n). The methods developed in
this paper actually enable constructing only polynomials with non-negative
coefficients, and result with bounds on γ+(n). I. Ruzsa proved that for the
set of squares, γ+(n) ≫ (log n)−1, which suggests that achieving γ(n) =
O((log n)−c) for arbitrarily large c would be technically very difficult.

3. Construction of the trigonometric polynomial

Recall the definition of S(x, M) defined in (2.4). We also introduce the
function

(3.1) S(x, L, M) = S(L2x, M) =
1

M

M∑

k=1

e(k2L2x),

and S(x, L, M) is also normed, S(1, L, M) = 1. The following estimate is
essential in our construction.

Proposition 3.1. If L, M are integers, x ∈ [0, 1] and |x − p/q| ≤ ε,
(p, q) = 1, then

|S(x, L, M)| = ϑL(q) + O

(√
log q√
M

+

√
q log q

M
+ L2M2ε

)
,(3.2)

ϑL(q) =






1, q|L2,
0, q/(q, L2) ≡ 2(mod 4),

r−1/2 otherwise,
(3.3)

where r = q/(q, 2L2). Furthermore, if q|L2, then

(3.4) S(x, L, M) = 1 + O(L2M2ε).

We dedicate the next section to the proof of Proposition 3.1, modifying
well-known bounds on S based on the Weyl exponential sum methods. The
key difference to what is common in the literature is the attention we put
in evaluating precisely the leading term, e.g. in the case L = 1 typically
only bounded in the form O(q−1/2). This is essential to achieve the optimal
bound at the end. We also discuss in Section 4 why we use the unweighted
exponential sum S rather than a weighted version.
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To simplify working with (3.2) and (3.4), we set

τL(q) =






1, q|L2,
0, q/(q, L2) ≡ 2(mod 4),

−r−1/2 otherwise,
(3.5)

EL,M (q, ε) = min

{
c1

(√
log q√
M

+

√
q log q

M
+ L2M2ε

)
, 2

}
,

where r = q/(q, 2L2) and the constant in EL,M (q, ε) is the larger of the
constants in the error terms in (3.2) and (3.4). We can then rewrite (3.2),
(3.4) as

(3.6) Re S(x, L, M) ≥ τL(q) − EL,M (q, ε),

where |x − p/q| ≤ ε, (p, q) = 1. We will say in the following that functions
τ or E have a certain property for each x ∈ [0, 1], if for a given x they have
that property for some (p, q) = 1, ε ≥ 0, where |x − p/q| ≤ ε.

Ideally, for a given δ > 0, we would like to choose constants L, M large
enough so that τ −E is for each x bounded from below by −δ. As this is not
possible for either of the terms, we will need to average over many ’L’ (the
term τ) and over many ’M ’ (the term E) to achieve that. We start with the
term τ .

Proposition 3.2. Say δ > 0. There exist constants λ > 0 and 1 = L0 ≤
L1 ≤ ... ≤ Ll = Lmax, Λ =

∑l
k=0 λk such that for any integer q > 0,

(3.7)
1

Λ

l∑

k=0

λkτLk
(q) ≥ −δ/2,

and Lmax = O(exp c2(1/δ)2).

We dedicate the entire Section 5 to the proof of Proposition 3.3, as it
consists of several steps somewhat combinatorial in character.

We now focus on the error term E.

Proposition 3.3. Say δ > 0 is small enough and L ≥ exp(1/δ). Given
any x ∈ [0, 1], there exist constants 1 ≤ M1 ≤ ... ≤ Mm = Mmax depending
only on L, δ and constants pk, qk, εk, k = 1, ..., m, where (pk, qk) = 1 and
εk = |x − pk/qk| , such that

(3.8)
1

m

m∑

k=1

EL,Mk
(qk, εk) ≤ δ/2,

and Mmax = O(Lc3·1/δ).

Proof. Choose m so that 8/δ ≤ m ≤ 9/δ. We set Mk = L2(m+k), Rk =
L4(m+k), k = 1, ..., m. For a given x ∈ [0, 1], Let p′k/q′k, (p′k, q′k) = 1, be
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the sequence of Dirichlet’s approximations of x, i.e., the rationals such that
1 ≤ q′k ≤ Rk and

|x − p′k/q′k| ≤ 1/(q′kRk).

We can also assume without loss of generality that q′k is an increasing
sequence. Now, let n be the largest index such that q′n ≤ L4m (n can also be
0). We define pk/qk = p′n/q′n for k ≤ n, pk/qk = p′n+1/q′n+1 for k ≥ n + 1,
and εk = |x − pk/qk|. We note that for δ small enough (independent of L),
log qk ≤ log Rm ≤ L1/2.

In the case k ≤ n − 1, using εk ≤ 1/Rn and qk ≤ L4m, we get

EL,Mk
(qk, εk) ≤ L1/2/M

1/2
k + L2mL1/2/Mk + L2M2

k/Rn ≤ 3L−1/2.

In the case k ≥ n + 2, using εk ≤ 1/(qn+1Rn+1) ≤ 1/(L4mRn+1) and
qk ≤ Rn+1 we get

EL,Mk
(qk, εk) ≤ L1/2/M

1/2
k + R

1/2
n+1L

1/2/Mk + L2M2
k/(L4mRn+1) ≤ 3L−1/2.

We conclude that for δ small enough (independent of L), for all k except
k = n, n + 1, EL,Mk

(qk, εk) ≤ δ/4 holds. As for all k, EL,Mk
(qk, εk) ≤ 2 and

m ≥ 8/δ, we easily obtain (3.8). Finally, Mmax = L4m = O(Lc3·1/δ) with
c3 = 36.

We now complete the proof of Theorem 2.3. Say δ > 0 is given. We
construct the cosine polynomial

(3.9) T (x) =
1

mΛ

l∑

j=1

m∑

k=1

λj Re S(x, Lj , Mk),

where the constants l, L1, ..., Ll = Lmax are as constructed in Proposition 2.2
and the constants m, M1, ..., Mm = Mmax are as constructed in Proposition
3.3 by choosing L = Lmax. Using (3.6), (3.7), (3.8) and the fact that EL,M is
non-decreasing in L, we obtain for each x ∈ [0, 1]

T (x) ≥ 1

mΛ

l∑

j=1

m∑

k=1

λj
(
τLj

(qk) − ELmax,Mk
(qk, εk)

)
≥ −δ/2 − δ/2 = −δ.

The polynomial (3.9) is normed, has non-zero coefficients only at per-
fect squares, and the largest non-zero coefficient is at n = M2

maxL
2
max =

O(exp(2c2c3(1/δ)3), hence δ = O((log n)−1/3).

4. Exponential sum estimates

To prove Proposition 3.1, we will here adapt classical upper bounds on
S(x, M) based on the Weyl’s method, following mostly the approach and
notation from [8, Section 3]. As was mentioned earlier, we do the adaptation
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to evaluate precisely the leading term below. Recall the definition of ϑL(q) in
(3.3), and then

ϑ1(q) =






1, q = 1,
0, q ≡ 2(mod4),

r−1/2 otherwise,

where r = q/(q, 2).

Proposition 4.1. If p/q is a rational, (p, q) = 1, then

|S(p/q, M)| = ϑ1(q) + O
(√

log q/
√

M +
√

q log q/M
)

.

Proof. Say T = M2|S|2, and then by substituting h = k− j we see that

T =

M∑

k,j=1

e((k2 − j2)p/q) =

M−1∑

h=1−M

M−|h|∑

k=1

e(h2p/q)e(2khp/q) =

=
∑

q|2h

(M − |h|)e(h2p/q) +
∑

⌉q|2h

e(h2p/q)

M−|h|∑

k=1

e(2khp/q),(4.1)

where h in both sums in the second row goes from 1 − M to M − 1.
We first estimate the right-hand sum in (4.1). If q|2h does not hold,

(4.2)

∣∣∣∣∣∣

M−|h|∑

k=1

e(2khp/q)

∣∣∣∣∣∣
≤ 1/(2 ‖2hp/q‖),

where ‖x‖ denotes the distance from x to the nearest integer. Choose a
segment of variables h which are not multipliers of r and of length r − 1, and
then we deduce that

(4.3)

(k+1)r−1∑

h=kr+1

1

2 ‖2hp/q‖ = O(q log q)

(see e.g. [8], p. 40 for details of evaluating (4.2) and (4.3)). As there are at
most 2M/r + 2 ≤ 4M/q + 2 such segments, that, (4.2) and (4.3) imply that
the absolute value of the right-hand sum in (4.1) is at most

(4.4) O(M log q + q log q).

To evaluate the left-hand sum in (4.1), we discuss two cases depending
on the remainder of q mod 4.

If q ≡ 0, 1, or 3(mod 4), then q|2h if and only if q|h2, and then e(h2p/q) =
1. If we set r = q/(q, 2), then q|2h if and only if r|h and the left-hand sum in
(4.1) becomes

(4.5)
∑

r|h

(M − |h|) = 2

M/r+1∑

k=1

(M − rk) + O(M) = M2/r + O(M) + O(q).
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Summing (4.4) and (4.5) we deduce that T = M2/r+O(M log q+q log q),
which completes the proof in these cases.

If q ≡ 2(mod 4), then for q|2h, e(h2p/q) alternates between ±1. Again
q|2h if and only if r|h and the left-hand sum in (4.1) becomes

(4.6)
∑

r|h

(M−|h|)e(h2p/q) = 2

M/r+1∑

k=1

(M−rk)(−1)k+O(M) = O(M)+O(q).

Summing (4.4) and (4.6) we obtain T = O(M log q + q log q) which com-
pletes the proof if q ≡ 2(mod4).

We now complete the proof of Proposition 3.1. Using Proposition 4.1,
relation S(p/q, L, M) = S(L2p/q, M) and the fact that the error term is non-
decreasing in q, we easily deduce that

(4.7) |S(p/q, L, M)| = ϑL(q) + O
(√

log q/
√

M +
√

q log q/M
)

.

Now say |x − p/q| ≤ ε. As for any k between 1 and M ,
∣∣e(k2L2x) − e(k2L2p/q)

∣∣ ≤ 2πk2L2|x − p/q| ≤ 2πM2L2ε.

We deduce that

(4.8) |S(x, L, M) − S(p/q, L, M)| = O(M2L2ε).

Combining (4.7) and (4.8) we obtain the first part of Proposition 3.1. We
note that for any integer n, S(n, M) = 1, hence if q|L2, S(p/q, L, M) = 1.
Combining that and (4.8) we obtain the second part of Proposition 3.1.

The error term M2L2ε above is not too good. We would like to replace
the exponential sum S with a weighted exponential sum such that an analogue
of Proposition 3.1 holds with a better error term, that means an error term
such that the exponent on M is less than twice the exponent on ε. In that
case, averaging over ”M” and Proposition 3.2 would not be required, and the
bound in Theorem 2.2 would be improved to O((log n)−1/2). We dedicate the
rest of this section to discussing why two possible approaches do not achieve
that. One approach is choosing weights which simulate Dirichlet’s kernel as
in [9], and the other is simulating Fejér’s kernel.

Dirichlet’s kernel. The authors in [9] worked with weighted exponential
sums, and simulated normed Dirichlet’s kernel

DM (x) =
1

2M + 1

M∑

k=−M

e(kx).

Instead of S(x, M) they defined the weighted sum T (x, M) approximating
DM (x) as

T (x, M) =
1

M ′

M∑

k=1

2ke(k2x),
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where M ′ is chosen so that T (1, M) = 1. If |x − p/q| = ε, then

T (x, M) = S(p/q, q)T (ε, M) + O((q log q)1/2(1/M + Mε))

([9], relation (8)). As T (ε, M) = 1+O(M2ε), the error term is essentially the
same as in Proposition 3.1 (the authors in [9] also use the fact that T (ε, M)
is close to 0 when ε is small but not too small, which is opposite to our needs.
We would wish to bound T (ε, M) close to 1 for small ε).

Fejér’s kernel. Following the idea of I. Ruzsa, one can choose weights to
simulate the normed Fejér’s kernel

∆M (x) =
1

M

M∑

k=−M

(
1 − |k|

M

)
e(kx) =

1

M2

(
sin πMx

sin πx

)2

,

with the purpose to dampen the oscillations of S at integers and rational
numbers with small denominator. Instead of S(x, M) we can define

V (x, M) =
1

M ′′

M∑

k=1

k

(
1 − k2

M2

)
e(k2x)

where M
′′

is chosen so that V (x, M) = 1. One can then show that, if
|x − p/q| = ε,

V (x, M) = S(p/q, q)∆M2(ε) + O(Mqε).

As for small ε, ∆k(ε) = 1 + O(k2ε2), we get ∆M2 (ε) = 1 + O(M4ε2). The
error term M4ε2 which replaces M2ε in Proposition 3.1 in the case L = 1 is
better, but does not enable us to improve the bound in Theorem 2.2.

5. Proof of Proposition 3.3

Recall the definition of τL(q) in (3.5). We prove here that we can find a
linear combination of various τL so that its value for any q is not smaller than
−δ for a given small δ > 0. The difficulty lies in the following. As was ex-
plained in the introduction, choosing a very composite L seems to be enough:
say n is greater than 1/δ2, and L is the smallest common multiplier of all
numbers between 1 and n. Then for most q, τL(q) ≥ −δ. Specifically, for
numbers q which divide L2, τL(q) = 0, and for numbers q which have a prime
factor larger than n, τL(q) ≥ −δ. We, however, have no control over behavior
of τL(q) for which q/(q, 2L2) is small (for example, multipliers of 2L2 with a
small number, but also many other cases). This problem arises for any L.

To resolve this and cancel out values of small q/(q, 2L2), we construct an
approximate geometric sequence of very composite ”L’s”. This idea is coded
in the Lemma 5.1 below. For clarity, we write τ(L, q) instead of τL(q). Note
that if L and q have only one common prime number p in their decompositions,
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then for p = 2,

τ(pj , pk) =






1, j − k/2 ≥ 0,
0, j − k/2 = −1/2,

−pj+1/2−k/2 otherwise,

and for p ≥ 3,

τ(pj , pk) =

{
1, j − k/2 ≥ 0,

−pj−k/2 otherwise.

Lemma 5.1. Say p is a prime and µ a real number such that 1 > µ ≥
p−1/2. Then for any non-negative integers n, k,

(5.1)
n∑

j=0

µjτ(pj , pk) ≥ − 1

1 − µ
µn+1.

Proof. The case k = 0 is trivial, so say k ≥ 1. Denote the left-hand side
of (5.1) with An(p, k). Say m is the largest index between 0 and n such that
m− k/2 < 0, hence m− k/2 ≤ −1/2. We evaluate Am(p, k) in three cases. If
p ≥ 3, then using first m − k/2 ≤ −1/2 and then −p−c ≥ −µ2c for c ≥ 0, we
get

Am(p, k) = −
m∑

j=0

µjpj−k/2 ≥ −
m∑

j=0

µjpj−m−1/2 ≥ −
m∑

j=0

µ2m+1−j =

= −
2m+1∑

j=m+1

µj ≥ −
∞∑

j=m+1

µj .

Now assume p = 2 and m − k/2 = −1/2. As τ(pm, pk) = 0, similarly as
above we deduce that

Am(p, k) = −
m−1∑

j=0

µjpj+1/2−k/2 = −
m−1∑

j=0

µjpj−m ≥ −
m−1∑

j=0

µ2m−j =

= −
2m∑

j=m+1

µj ≥ −
∞∑

j=m+1

µj .

Finally, if p = 2 and m − k/2 ≤ −1, repeating at the end the last couple
of steps as in the case p ≥ 3 we obtain

Am(p, k) = −
m∑

j=0

µjpj+1/2−k/2 ≥ −
m∑

j=0

µjpj−m−1/2 ≥ −
∞∑

j=m+1

µj .

Inserting that in An(p, k), we see that most of the terms cancel out:

An(p, k) = Am(p, k) +

n∑

j=m+1

µj ≥ −
∞∑

j=n+1

µj = − 1

1 − µ
µn+1.
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In the next step, we will fix the weights so that they do not depend on
the prime p. For clarity of the argument and notation, we write λ = 2−1/2.

Lemma 5.2. Say l > 0 is an integer. For each prime number p there exist
integers 0 = d0 ≤ d1 ≤ ... ≤ dl such that for any integer k ≥ 0,

(5.2)

l∑

j=0

λjτ(pdj , pk) ≥ −5λl,

and

(5.3) pdl < 22l.

Proof. Let e be an integer such that 2e+1 > p ≥ 2e. Dividing l with e
we get the quotient f and the remainder g, l = f ·e+g. We define coefficients
dj so that d0 = d1 = ... = de−1 = 0, and every e coefficients we increase it by
1 until we reach f · e, and then df ·e = ... = df ·e+g = f .

We denote the left-hand side of (5.2) with Bl(p, k), and we set µ = 2−e/2 =
λe. We note that µ ≥ p−1/2, apply Lemma 5.1 and deduce that

Bf ·e−1(p, k) =

f−1∑

j=0

(1 + λ + ... + λe−1)µjτ(pj , pk) ≥

≥ −1 + λ + ... + λe−1

1 − µ
µf = −

∞∑

j=ef

λj .(5.4)

We analyse two cases. Say first τ(pf , pk) = 1, and then using (5.4) we get

Bl(p, k) = Bf ·e−1(p, k) +

l∑

j=ef

λj ≥ −
∞∑

j=l+1

λj = − λ

1 − λ
λl.

Now say τ(pf , pk) ≤ 0, and then for all j ≤ f−1, τ(pj , pk) = p−1/2τ(pj , pk−1).
The function τ(pf , pk) is always greater or equal than −p−1/2. Using that,
(5.4) and −p−1/2 ≥ −µ = −λe, and finally ef + e ≥ l + 1, we deduce that

Bl(p, k) = p−1/2Bf ·e−1(p, k − 1) −
l∑

j=ef

λjp−1/2 ≥

≥ −
∞∑

j=ef+e

λj −
l+e∑

j=ef+e

λj ≥ − 2λ

1 − λ
λl.

As 2λ/(1 − λ) < 5, (5.2) holds. The relation (5.3) follows from pdl = pf <
2ef+f ≤ 22ef ≤ 22l.

We now show why it is enough to study only primes.
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Lemma 5.3. Say L1, ..., Ll is a sequence of integers such that Lj|Lj+1 for
all j = 1, ..., l . Then for each integer q, there exists a prime p such that for
all j,

(5.5) τ(Lj , q) ≥ τ(pdj , pk),

where pdj , pk are factors in the prime decompositions of Lj, q respectively.

Proof. Let m + 1 be the smallest index such that q|L2
m+1 (if there is no

such m, we set m = l). If m = 0, q|Lk for all k, and we choose any prime p
in the prime decomposition of q. Now say 1 ≤ m ≤ l, and let r = q/(q, L2

m).
If r ≡ 2(mod 4), we set p = 2, otherwise we choose any prime p in the prime
decomposition of r. For k ≥ m + 1, both sides of (5.5) are equal to 1. For
k ≤ m, it is straightforward to check (5.5).

We now finally construct all variables in Proposition 3.3. Choose l so that

δ/20 ≤ 2−l/2 ≤ δ/10, and let λ = 2−1/2, Λ =
∑l

j=0 2−j/2. We set n = 2l. Let
2 = p1 < p2 < ... < ps < n be all the prime numbers between 1 and n, and
let di

j be the exponents constructed in Lemma 5.2, associated to the prime
pi, i = 1, ..., s, j = 0, ..., l. We set

Lj =

s∏

i=1

p
di

j

i .

Now applying Lemma 5.3 and then Lemma 5.2 we deduce that for any q ∈ N ,

1

Λ

l∑

j=0

λjτ(Lj , q) ≥
1

Λ

l∑

j=0

λjτ(pdj , pk) ≥ −5 · 2−l/2 ≥ −δ/2.

To complete the proof of Proposition 3.3, we only need to estimate Lmax =
Ll.

Lemma 5.4. If K is the smallest common multiplier of all numbers be-
tween 1 and n, then K ≤ exp(c5 · n), c5 = 1.04.

Proof. This is [10, Theorem 12].

We now see that (5.3) implies that Lmax ≤ K2, and by Lemma 5.4,

K ≤ expc6(1/δ)2 , c6 = 1.04 · 400.

6. Positive definite functions vanishing of squares

Now we discuss an application of Theorem 2.2 to positive definite func-
tions on Z/nZ vanishing of squares.

We say that a number α ∈ Z/nZ is a perfect square, if α ≡ ±k2(mod n)
for some integer k, k2 < n/2. The fact that the set of squares is a Poincaré
set with estimates obtained in [9] can be interpreted as follows:
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Theorem 6.1 (Sárközy, Furstenberg, Pintz, Steiger, Szeméredi). If A ⊂
Z/nZ such that |A|/n ≥ d4(log n)−d(n), d(n) = d5 log log log log n, then A−A
contains a perfect square.

We now note that A−A is not containing a perfect square if and only if the
function 1A ∗ 1−A = 1A ∗ 1∗A vanishes on perfect squares Z/nZ. The function
f = 1A ∗ 1−A is positive definite on Z/nZ (i.e., all its Fourier coefficients are
real and non-negative, see [11]).

We can generalize the notion of density of a set to all non-zero complex
valued positive definite functions f ∈ C(Z/nZ), and define it as

ρ(f) = f̂(0)/(nf(0)).

One can easily check that ρ(1A ∗ 1−A) = |A|/n, so this is indeed a natural
generalization of the concept of density of a set.

Proposition 6.2. Say f ∈ C(Z/nZ) is non-zero, positive definite. Then
ρ(f) is well defined, 0 ≤ ρ(f) ≤ 1. Furthermore, ρ(f) = 1 if and only if f is
constant.

Proof. As for all positive definite functions, f = 0 if and only if f(0) = 0,

ρ(f) is clearly well defined and non-negative. Calculating we get f̂(0) =

|f̂(0)| = |
∑

α f(α)| ≤
∑

α |f(α)| ≤ n|f(0)| = nf(0), hence ρ(f) ≤ 1. The
equality holds in the inequalities above if the arguments and absolute values
respectively of f(α) are constant.

We can now formulate the following strengthening of Theorem 6.1 as a
Corollary of Theorem 2.2.

Corollary 6.3. Say f ∈ C(Z/nZ) is non-zero, positive definite, such
that ρ(f) ≥ d6(log n)−1/3 for some constant d6. Then f can not vanish on all
perfect squares in Z/nZ.

Proof. Let T (x) = δ +
∑

ad cos(2πdx), where sum goes over all d ∈
Qn/2, be the non-negative cosine polynomial constructed in Theorem 2.2,
and say f ∈ C(Z/nZ) is non-zero, positive definite, and ρ(f) > δ. We define
a function g ∈ C(Z/nZ) as

g(α) =
1

2






ad, α ≡ ±d(mod n), d ∈ Qn/2,
2δ, α = 0,
0 otherwise.

Then by choice of T (x), g is positive definite, g(0) = δ, ĝ(0) = 1. If f
vanishes on squares, we get

δ · f(0) = f · g =
∑

α

1

n
f̂(α)ĝ(−α) ≥ 1

n
f̂(0)ĝ(0) =

1

n
f̂(0),
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hence ρ(f) ≤ δ which is a contradiction (we used the notation f · g =∑
α f(α)g(α) where

∑
α stands for

∑
α∈Z/nZ , a form of Parseval’s identity on

Z/nZ and positive definiteness of f, g).

One can show that finding the functions α, γ is essentially the same as
finding the sharpest formulations of Theorem 6.1 and Corollary 6.3.
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[16] A. Sárközy, On difference sets of integers I, Acta Math. Acad. Sci. Hungar. 31 (1978),

125–149.
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S. Slijepčević
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