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Abstract: This paper introduces the theory of algorithm visualization and its education-related results 
obtained so far, then an algorithm visualization tool is going to be presented as an example, which we 
will finally evaluate. This article illustrates furthermore how algorithm visualization tools can be used 
by teachers and students during the teaching and learning process of programming, and equally 
evaluates teaching and learning methods. Two tools will be introduced: Jeliot and TRAKLA2. 
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Among the aims of the Hungarian secondary education, the development of students’ 
cognitive skills and the improvement of their thinking gets more emphasis. Everybody 
stepping in the “Labyrinth of Life” needs conscious thinking to find a quick and efficient 
answer for everyday problems. Acquiring the ability of algorithmic thinking provides also 
help to reach this goal. [1] 

According to Szántó, [1] the most important purposes of algorithmic thinking are the 
followings: 

 The elaboration of conscious, planning behaviour 

 The elaboration of self-control 

 Evaluation - consciousness 

During the phase of planning, the student puts concrete ideas in order (thus elaborates an 
algorithm), then he/she takes time for reflection on these ideas, for classification of these 
ideas, and considers the strategy developed. It is important that he/she does not jump to 
conclusions too early. Finally, he/she evaluates the solution that he/she has found, and is able 
to see the initial problem in its integrity, as he/she has got to a solution through several 
efforts, often misdirected. He/she can afterwards recall his/her experiences, and use them 
during the resolution of future tasks. Like this, algorithms contribute to the development of 
the cognitive skills of students. 

Programming education can take a decisive role in improving the students’ cognitive 
skills by teaching programming theorems (basic algorithms), however, according to the 
experiences so far – abroad included –, it is rather complicated to learn and teach algorithms. 
Today’s computer science education has an important task to develop the teaching methods 
in this field. [2, 21, 22] 

Teaching of programming theorems is fundamental in teaching programming in 
secondary school. Through these theorems, the student understands how the specification, 
the algorithm and the program code work together and how he/she can create more 
complicated programs by combining these theorems. [21] 

According to our experiences as a teacher and as a student, the hardest part of learning 
programming theorems is when we are searching for the answer to the question why that 
given algorithm will be suitable and why that given theorem will solve the problem. 
Obviously, we need to miss verification [23] as a method, because the students in secondary 
school do not have the required knowledge, furthermore, it would rather deter them. The 
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other reason for skipping pure mathematical tools is that the goal of programming is 
improving the pupils’ cognitive skills. 

As practice, we taught programming theorems in a secondary school in Budapest. We 
demonstrated the mechanism of the given algorithm to the pupils by the help of an animation 
nested in a presentation, so the pupils saw the animation and heard the explanation at the 
same time. We could teach them much more than if we have studied only the text of the 
algorithm. This effect is called “Multimedia effect” by Mayer in Cognitive Theory of 
Multimedia Learning, which has five principles [3]: 

 Multiple representation: It is better to present the explanation in words and 
pictures than only in words. 

 Simultaneity: During explanation, we should present the corresponding text and 
picture together (at the same time) and not separately. 

 Divided attention: Besides the pictorial explanation, we should give ours 
verbally and not in writing. 

 Single differences: The principles above are more important for pupils with 
lower knowledge level than to those with higher knowledge level. 

 Coherency: For example, at summary, let us use as few concepts and pictures as 
possible which does not belong to the topic. 

The theory above, which emphasizes the visual and the pictorial elements, brought 
positive results in educational environment. [4] WE concluded from our experiences that if 
we used tools during teaching that help to imagine what is happening inside the algorithm, 
we could promote the process of understanding. Algorithm visualization (AV) tools support 
this purpose. 

1. Algorithm visualization 

Algorithm visualization (AV) is the subclass of software visualization and it handles the 
illustration of high level mechanisms of computer algorithms, usually in order to help the 
pupils who learn programming to understand better the function of the procedures of the 
algorithm. [5] 

AV has been developed at the end of 1970’s from batch-oriented softwares, which 
allowed instructors to create animation films [6], to today’s systems with high-level 
interaction with which the pupils can explore, configure, change dynamically the animation 
of the algorithm according to their claim [7, 8] or they can create their own visualization [9, 
10]. AV has been used for the following purposes: AV program has supported 

 the instructor to illustrate the algorithm, [7] 

 the pupils to understand the mechanism of basic algorithms, [11] 

 the debugging process at consultation, [12] 

 pupils to understand the function of operation of abstract data type. [13] 

According to Hundhausen’s and his colleagues’ summarizing study [5], AV did not 
spread as a pedagogical tool in the teaching of informatics despite its attractive intuitive 
features. One of the reasons is, for example, that teachers do not find it efficient. It is true 
that the published results do not provide a uniform picture so far about the efficiency of AV; 
it was not proved in each case that the results are better with using AV. The paper analysed 
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the results of several empirical investigations and it highlighted that the most published 
results were those which supported the cognitive constructivist theory; 71% of those gave 
significant difference for the group using AV, compared to the results of the control group. 
In the case of groups in which the task needs presumably more effort, there will be quite a 
significant difference compared to the control group. In general, the study found the AV 
technology efficient, but not in the sense that “a picture is worth 1000 words”. Rather the 
form of learning task is more important than the quality of the visualization. Of course, it 
does not mean that the quality does not matter. A well-designed visualization supports the 
successful learning activity. This is why the form of the activity is more important than the 
form of visualization. 

What kind of features can characterise a useful demonstration tool? [2] 

 Flexibility 

o Platform-independence: it is not needed to re-write the program for the 
visualization 

o There is an opportunity to apply different explanation strategies. 

o The users are able to visualize parts of the code 

 Program structure, data structure, objects 

o Program structure should be shown 

o It should follow the execution of the program 

o Data structure and the changes of data should be shown 

o Objects and passed parameters should be shown 

It is advantageous if the AV software provides full and continuous visualization, so every 
element (constant, variable, data structure and object) has its visual correspondence, and the 
AV software should show clearly the connection between the activities and procedures of the 
program. [14] 

In Kehoe’s and his colleagues’ study [15], they inspected the pupils in homework-like, 
more real learning situation. This means that they took into account the whole period of the 
course, and did not judge only based on the result of the exam. Two groups learned on 
binomial heap; one of them had access to animation during learning. It was helpful in the 
creation of analogies and concepts that the pupils could watch not only the animation but the 
code as well at the same time. There were better results at the groups, which used animation, 
but the authors noted that they made the investigation with pupils with good skills; perhaps 
they would have had different results with pupils with weaker skills. One of the most striking 
differences was between the motivations of the two groups. The group that used animation 
participated whole-heartedly at the lessons; they were much calmer and more confident 
about their knowledge, they were more open for learning; and in average, they spent more 
time with the material than the other group. The algorithm animation seems to be the best for 
helping in teaching the operation of an algorithm step by step, so it can provide a visual 
representation of an otherwise abstract process. 

Using AV tools is almost an unknown strategy in Hungary. There was no paper published 
in Hungarian or related to Hungarian authors in this topic so far, however, international 
studies showed many positive results in the past 40 years. 
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2. Jeliot 3 

The Jeliot 3 is a free, Java-based AV system1. It has been developed by researchers of 
University of Joensuu, Finland since 1997. The current version was completed in 2004.  

This program-visualization environment is made for beginners in programming. In this 
system, animations represent step by step execution of JAVA programs (see Figure 1.). 
Every step of the execution of the program can be seen and the animation simulates how the 
virtual machine interprets the program code. The place of the animation is the so-called 
“theatre”, which is divided into four parts: the middle and the main part is the “Expression 
Evaluation” to which messages, method callings, values and references arrive from the other 
visualization areas. Pupils have the chance to program in Jeliot 3 and they can follow the 
mechanism of the program through the animation. 

Figure 1. Jeliot 

It is ingenious that the area where the animation happens is called “Theatre”. The 
program (the algorithm) is the scenario; according to that the variables, data structures play 
their roles and the pupil is the director. So, the animation is part of the programming process 
and not only part of the learning process. A very favourable feature of the system is that the 
code and the animation can be seen simultaneously. The environment is able to be animated 
continuously and step by step, moreover, the pupil can mark the part which he/she wants to 
watch animated. 

                                                        
1 http://cs.joensuu.fi/jeliot 
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For the sake of easier understanding, the obligatory parameter String[] args was 
left from the main procedure; this differs from the Java language. The environment accepts 
lots of elements of Java (one exception for this is the Scanner class). 

The environment is very useful also for debugging, because every value of the actual 
variables can be traced and every value of the variables can be modified. 

It is an advantage of the system that it is platform-independent; it can be used on 
Windows, Linux and Mac OS systems. 

Jeliot 3 has many reassuring experimental results. The pupils’ performance was measured 
more times during an entire course [14]. It turned out that the system supports frontal 
teaching, it helps to understand the teacher’s explanation and the results of middle-skilled 
pupils improved the most, especially the way they defined and explained the ideas. 

Attention is the first step in the process of learning [16]. Ebel and Ben-Ari did 
investigations based on this theory. [17] This investigation focused on pupils’ attention, 
because the measurement of attention correlates well with the efficiency of learning. Pupils 
with behaviour and attention disorder were taught by the help of Jeliot 3; it was experienced 
that at the part of the lesson when the teacher explained the class material with Jeliot, there 
was not any behaviour and attention disorder shown by the pupils. 

Moreno’s and Joy’s experiment [18] pointed out the limits of the system: Jeliot 3 is not 
enough flexible to support students with different knowledge level and different usage 
patterns. It is true generally that the researchers did not experience significant differences in 
the performance of pupils below and above the average. 

3. Some examples of application 

Jeliot 3 is able to represent control structures (branch, loop) and inner mechanisms of 
programming theorems (basic algorithms), so it supports the explanations of the teacher, as 
well as self-learning. 

The environment’s “language-dependence” is not a significant disadvantage; it is 
obvious, Java language-learners can make the best of the services of the system. The 
understanding of the mechanism of control structures and algorithms is not a language-
dependent task. 

The system always reasons why the program runs on the given branch and why we stay 
in the loop or leave it (see Figure 2.). 
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Figure 2. Representation of the mechanism of control structures 

 
Figure 3. Representation of the array 

Array is a frequently used data structure; the environment can represent its inner state 
(see Figure 3.). 

Let us consider a simpler algorithm, linear search: 

This specification follows conventions which are applied at Eötvös Loránd Univesrity of 
Budapest [19, 21]. (Its formal or informal feature is not important; the point is to provide 
exact information for the solution method. 
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Specification: 

Input: NN, XS*, Feature: SB     [B = {true, false} – 
Set of Boolean values] 

Output: Is_there?B, IndexN 

Precondition: Length(X)=N 

Postcondition: Is_there?  i[1..N]:Feature(Xi)  
Is_there?Index[1..N]  Feature(XIndex) 

We only present and study the main part of the algorithm. We discuss the read and write 
procedures in connection with the programming language and environment, because they 
will be different mostly at that part. 

Algorithm: 
Procedure Linear_search(Constant N: Integer; X: tSs; 
Variable Is_there?: Boolean): 
 Variable 
  I: Integer 

 I:=1 
 While IN and Not Feature(X[I]) 
  I:=I+1 
 End While 

 Is_there? = (IN) 
  If Is_there? then Index:=I 
End Procedure 

The pupil understood the algorithm if he/she can answer correctly the two following 
questions: Which condition should be true in order to exit from the loop? Why will the 
evaluation of the statement IN define whether we have found the element with the required 
attribute or not? 

Jeliot 3 helps giving the correct answers to the questions above in two ways: 
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Figure 4. Evaluation of the loop’s condition 

In the figure above, we can see the solution of the following task, where Linear search 
should be used: „A sequence of integers is given. Search and write the first number, which is 
greater than 10. If there is not so, inform the user.” 

Jeliot 3 evaluates the condition at every branch and loop, and this way it reasons why the 
program runs the way it runs. Using the step above (see Figure 4), the teacher can point out 
the role of the loop conditions and he/she can take the thread towards the cases when we will 
exit from the loop and explain why; and he/she can also explain what it means from the point 
of view of the task that which condition is false when exiting from the loop. 

What does the pupil see? He/she sees the program code and the inner state of the 
program, so he/she has both textual and pictorial information, in this way the Multimedia-
effect is realized. The code can be hidden, if it causes problems, for example if the students 
do not use Java but a different programming language. In this case, he/she can read his/her 
own code besides the animation. The inner state of the program tells everything: which array 
item we are investigating, what are the values of the local variables and in which state the 
evaluation of the entering condition of the loop is. 

We can set Jeliot 3 to ask questions about the values of variables. You can see this in 
Figure 5. 
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Figure 5. If we check the checkbox, we get questions during animation 

The questions are too “simple”; unfortunately, they inquire only about the values of 
variables’/expressions’, and about their changes. However, considering our algorithm, the 
system asks one of the questions at a very good place (see Figure 6), this way, and the 
environment is useful for home- learning, self-learning and debugging. 

 
Figure 6. If we understand the inner state correctly, we can have the right answer 

It can be interesting to ask how disturbing is the fact that, obviously, the environment has 
been planned for teaching with Java programming language. It may be disturbing a bit. At 
former inquiries [20], pupils used Turbo Pascal, and according to this study, at basic 
concepts, for example at assigning values, the syntactic differences were not high. The 
teacher could always help to solve these kinds of problems. 
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4. TRAKLA2 

TRAKLA2 algorithm visualization (AV) system follows a completely different strategy and 
method. It was developed in order to support first grade university students in their 
programming studies. 

Figure 7. TRAKLA2 

This system does not use animations; or, more precisely, it uses animations as the student 
himself/herself should “invent” the animation based on the algorithm which the system 
evaluates. As an example here, we will use the binary or logarithmic search. 

Like Jeliot 3, this system also supports both the teacher’s lesson and he student’s self-
learning. In practice, the teacher and the student both play the algorithm by putting the 
middle elements in the green “box” (see Figure 8). 
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Figure 8. During the completion of  the task 

After we have given the answers, the system shows us the result, and it gives opportunity 
for us to review the steps of our solution. It can show us the correct solution step by step, if 
we have not found it yet. 

This system is useful for teachers for giving homeworks, and thus, the teacher can check 
the results, so he/she is able to follow the students’ performance. 

TRAKLA2 supports self-practising, self-learning at home in a good way, because the 
student can “play” the mechanism of the algorithm through more than one input, and after 
completing the task, he/she is immediately informed about the efficiency. A great advantage 
of the environment is that the student practises the pure algorithm (and its mechanism) itself 
and thus, his/her knowledge will not depend on the programming language. This statement is 
true despite the fact that the algorithmic language is very similar to Java programming 
language. Since TRAKLA2 is freeware and it is able to be developed freely, after the 
Hungarian localization, it can be a useful tool in the higher education in Hungary, for 
example at the class named “Algorithms and Data Structures”; and expanded by basic 
algorithms; it can be a useful tool for secondary education as well. 

The following figures show well that the environment indicates not only the mechanism 
of the algorithm but the representation of the data structure as well (in case of binary search: 
array). This way, for example in case of a graph-algorithm, the student/teacher can “play” the 
algorithm through the data structure of the graph (see Figure 9). 
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Figure 9. An example for graph-algorithm 

5. Summary 

The Jeliot 3 AV program has the features which define an efficiently-using program-
visualization system. 

This program supports frontal teaching when it completes the teacher’s oral explanations 
with pictorial information; and at individual learning, it helps to understand the program 
code with visual elements so it fulfills well the Mayer’s theory. [4] The system has a function 
that asks questions about the value of variables when it is used during the animation. 
Unfortunately, it does not ask other types of questions, but these questions can test how the 
pupil understands the mechanism of the program and they support debugging. 

It is possible to insert one breakpoint in one time in the code from which the animation 
runs so the pupil can animate only that part what he/she has chosen. The system represents 
well the inner mechanism of data structures and the procedures, and their local variables and 
parameters. 

Great advantage of both programs is that they support the teacher in theoretical and 
practical education as well, and that the pupil can use them as a helpful tool when he/she 
solves the task by himself/herself. 

TRAKLA2 supports active learning, especially because the student is not only a passive 
beholder but he/she “plays” the animation himself/herself, this way, the system affirms the 
final correct mechanism of the algorithm through incorrect solutions. 

There is not any result in Hungary or any paper in Hungarian about the usage of AV in 
education. We need further inquiry to answer the question: what methods and principles are 
needed in order to introduce AV into the Hungarian secondary education. The international 
results are mixed, but there are promising ones which show that with time, a tool can be 
provided to teachers and students which will improve the efficiency of learning and the 
motivation of the students. 
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