-

View metadata, citation and similar papers at core.ac.uk brought to you byj: CORE

provided by Diposit Digital de Documents de la UAB

Electronic Letters on Computer Vision and Image Analysis 6(3): 13-29, 2007

SnakeCut: An Integrated Approach Based on Active Contour
and GrabCut for Automatic Foreground Object Segmentation

Surya Prakash, R. Abhilash and Sukhendu Das

Visualization and Perception Lab,
Department of Computer Science and Engineering,
Indian Institute of Technology Madras, Chennai-600 036, India.

Received 1 January 2000; revised 1 January 2000; acceptediary 2000

Abstract

Interactive techniques for extracting the foreground objeom an image have been the interest of re-
search in computer vision for a long time. This paper adeéseg®e problem of an efficient, semi-interactive
extraction of a foreground object from an image. Snake (at®wvn as Active contour) and GrabCut are two
popular techniques, extensively used for this task. Aatietour is a deformable contour, which segments
the object using boundary discontinuities by minimizing #mergy function associated with the contour.
GrabCut provides a convenient way to encode color featisesegmentation cues to obtain foreground
segmentation from local pixel similarities using modifiéerated graph-cuts. This paper first presents a
comparative study of these two segmentation techniquesillastrates conditions under which either or
both of them fail. We then propose a novel formulation foegrating these two complimentary tech-
niques to obtain an automatic foreground object segmentaii/e call our proposed integrated approach as
“SnakeCut”, which is based on a probabilistic framework.vatidate our approach, we show results both
on simulated and natural images.

Key Words: Snake, Active Contour, GrabCut, SnakeCut, Object segatient Distance transform.

1 Introduction

Interactive techniques for extracting the foreground abjem an image have been the interest of research in
computer vision for long time. Snake (Active contour) [9paBrabCut [14] are two popular semi-automatic
techniques, extensively used for foreground object setatien. Active contour is a deformable contour,
which segments the object using boundary discontinuitiemimimizing the energy function associated with
the contour. Deformation in contour is caused because efriat and external forces acting on it. Internal
force is derived from the contour itself and external focenivoked from the image. The internal and external
forces are defined so that the snake will conform to objechbary or other desired features within the image.
Snakes are widely used in many applications such as sediverjtel, 16], shape modeling [17], edge detection
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[9], motion tracking [18] etc. Active contours can be cléissi as eitheparametric active contours [5, 9] or
geometric active contours [3, 4], according to their representation and implemeaoitatin this work, we focus

on using parametric active contours, which synthesizenpatigc curves within the image domain and allow
them to move towards the desired image features under theemtié of internal and external forces. The
internal force serves to impose piecewise continuity andathmess constraint, whereas external force pushes
the snake towards salient image features like edges, limkswbjective contours.

GrabCut [14] is an interactive tool based on iterative graphfor foreground object segmentation in still
images. GrabCut provides a convenient way to encode caturfes as segmentation cues to obtain foreground
segmentation from local pixel similarities and global ecotbstribution using modified iterated graph-cuts.
GrabCut extends graph-cut to color images and to incomplietaps. GrabCut has been applied in many
applications for the foreground extraction [6, 8, 12].

Since Active Contour uses gradient information (boundasgahtinuities) present in the image to estimate
the object boundary, it can detect the object boundary effityi but cannot penetrate inside the object boundary.
It cannot remove any pixel present inside the object boynddmich does not belong to a foreground object.
Example of such case is the segmentation of an object witsshdDn the other hand, GrabCut works on the
basis of pixel color (intensity) distribution and so it h&e tability to remove interior pixels which are not
the part of the object. Major problem with the GrabCut is: afree part of the foreground object has color
distribution similar to the image background, that part wiso be removed in GrabCut segmentation. In the
GrabCut algorithm [14], missing foreground data is receddny user interaction. This paper first presents a
comparative study of these two segmentation techniquesthéepresent a semi-automatic technique based
on the integration of Active Contour and GrabCut which casdpce correct segmentation in cases where both
Snake and GrabCut fail. We call our technique as “SnakeQuich is based on integrating the outputs of
Snake and GrabCut using a probabilistic framework. In S@akeuser needs to only specify a rectangle (or
polygon) enclosing the foreground object. No post corvectditing is required in our approach. Proposed
technique is used to segment a single object from an image.

Rest of the paper is organized as follows. In section 2, weflgrpresent Active Contour and GrabCut
techniques which provides the theoretical basis for theepaection 3 compares the two techniques and
discusses the limitations of both. In section 4, we predenBSnakeCut algorithm, our proposed segmentation
technique for foreground object segmentation. SectioreSgts some results on simulated and natural images.
We conclude the paper in section 6.

2 Preiminaries

2.1 Active Contour (Snake) Model

A traditional active contour is defined as a parametric curie® = [z(s),y(s)], s € [0, 1], which minimizes
the following energy functional

Baake = [ 30n¥ ) +mlv’ (6)) + Fn(v(s))ds @
0

wheren; andrs are weighting constants to control the relative importasfdbe elastic and bending ability of
snake respectively’ (s) andv” (s) are the first and second order derivatives 6f), and E,.,; is derived from
the image so that it takes smaller values at the feature efdst such as edges, object boundaries etc. For an
imagel(z,y), where(z, y) are spatial co-ordinates, typical external energy is défaefollows to lead snake
towards step edges [9]:

Eext = _|VI($7?/)|2 2

where,V is gradient operator. For color images, we estimate thasitiegradient which takes the maximum
of the gradients of?, G and B bands at every pixel, using:
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IVI| = max(|VR][,[VG]|,|VB]) (3)

Figure 1(b) shows an example of intensity gradient estimnaising the Eq. 3 for the image shown in Figure
1(a). Figure 1(d) shows the intensity gradient for the sampetiimage estimated from its gray scale image
(Figure 1(c)). The gradient obtained using Eq. 3 gives betige information. A snake that minimizés,,x.
must satisfy the following Euler equation [7]

"

mv' (s) —nav’ () = VEem =0 (4)

where, v’ (s) andv"’ (s) are the second and fourth order derivatives/6f). Eq. 4 can also be viewed as a
force balancing equatiol;,,; + F..; = 0 where,Fi,; = mv' (s) —mov’ (s) andF eyt = —V Eeyr. Fipg, the
internal force, is responsible for stretching and bendimgjE&..;, the external force, attracts the snake towards
the desired features in the image.

(@) (b) (©) (d)

Figure 1: Gradient in color and gray scale images: (a) Inmaige, (b) Gradient image of (a) estimated using
Eq. 3, (c) Gray scale image of the input image (a), (d) Gradieage of (c).

To find the object boundary, Active Contour deforms so it canrépresented as a time varying curve
v(s,t) = [x(s,t),y(s,t)] wheres € [0,1] is arc length and € R* is time. Dynamics of the contour in
presence of external and internal forces can be governeduetfpliowing equation

Evi=Fint + Feg (5)

where,v; is the partial derivative of w.r.t. ¢ and£ being an arbitrary non-negative constant. The contour
comes to rest when the net effect of the internal and extdéoneés reaches zero, which eventually happens
when deforming contour reaches the object boundary.

2.2 GrabCut

GrabCut [14] is an interactive tool based on iterative graphfor foreground extraction in still images. To
segment a foreground object using GrabCut, user has tot selearea of interest (AOI) with a rectangle to
obtain the desired result. GrabCut extends the graph-a#dosegmentation technique, introduced by Boykov
and Jolly [1], using color information. In this section, wedfly discuss about the GrabCut. For more details
readers are advised to see [14].

Consider imag€ as an array. = (z1, ..., zn, ..., 2 ) Of pixels, indexed by the single index n, whesgis in
RGB space. Segmentation of the image is expressed as arfiapacity” valuesa = (a1, ..., Ay, ..., AN )
at each pixel. Generally < «,, < 1, but for hard segmentatiomy,, € {0, 1} with O for background and 1
for foreground. For the purpose of segmentation, GrabCustcacts two separate Gaussian mixture models
(GMMs) to express the color distributions for the backgband foreground. Each GMM, one for foreground
and one for background, is taken to be a full-covariance Sansnixture with K components. In order to deal
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with the GMM tractability in an optimization framework, additional vectork = (k1, ..., ky, ..., kn') iS taken,
with &,, € {1, ..., K}, assigning to each pixel a unique GMM component, which tseeifrom the foreground
or background according @, = 0 or 1.

GrabCut defines an energy functi®hsuch that its minimum should correspond to a good segmentati
in the sense that it is guided both by the observed foregramadbackground GMMs and that the opacity is
“coherent”. This is captured by “Gibbs” energy in the foliog form:

E(a,k,0,2z) = U(a, k,0,2) + V(a, z) (6)

The data terni/ evaluates the fit of the opacity distributiarto the datee. It takes into account the color GMM
models, defined as

U(g,k,Q, Z) = ZD(amkay Zn) (7)

where,
D(am k., 8, Zn) = - Ing(Zn|am kn, en) — log W(Qm kn) (8)

Here,p(.) is a Gaussian probability distribution, and.) are mixture weighting coefficients. Therefore, the
parameters of the model are néw= {7 (a, k), u(c, k), (e, k);a = 0,1;k = 1..K}, wherer, p andX’s
represent the weights, means and covariances o2 fhéaussian components for the background and the
foreground distributions. In Equation 6, the telfis called the smoothness term and is given as follows:

1
Via,z) =7 Z distim.n)

(m,n)ER (m’ n)

[y, # amlexp(—B(||zm — ZnHZ)) 9)

where, [¢] denotes the indicator function taking values 0, 1 for a ma@i®, v is a constantR is the set
of neighboring pixels, andist(.) is the Euclidian distance of neighboring pixels. This egezgcourages
coherence in the regions of similar color distribution.

Once the energy model is defined, segmentation can be estimsi global minimun@ = arg mgn E(a,0).

Energy minimization in GrabCut is done by using standardimmiim cut algorithm [1]. Minimization follows
an iterative procedure that alternates between estimatidrparameter learning.

@ 9O O O

(@) (b) (©) (d)

Figure 2: (a) Input image, elliptical object present in thage contains a rectangular hole at the center, (b)
foreground initialization by user, (c) Active Contour segmtation result and (d) GrabCut segmentation result.

3 Comparison of Active Contour and GrabCut Methods

Active contour relies on the presence of intensity grad{poundary discontinuities) in the image. So itis a
good tool for the estimation of the object boundaries. Batesit cannot penetrate inside the object boundary, it
is not able to remove the undesired parts, say holes, priesiié the object boundary. If an object has a hole in
it, Active Contour will detect the hole as a part of the ohjéagure 2(c) shows one such segmentation example



Surya Prakash et al. / Electronic Letters on Computer Vision and Image Analysis 6(3):13-29, 2007 17

of Active Contour for a synthetic image shown in Figure 2(aput image (Figure 2(a)) contains a foreground
object with rectangular hole at the center, through whi@ygolor background is visible. Segmentation result
for this image (shown in Figure 2(c)), contains the holeudeld as a part of the detected object which is
incorrect. Since Snake could not go inside, it has convetteduter background into white but retained the
hole as gray. Similar erroneous segmentation result of/&ciontour for a real image (shown in Figure 3(a))
is shown in Figure 3(b). One can see that segmentation oagmiains a part of the background region (e.g.
grass patch between legs) along with the foreground objeigure 4(b) shows one more erroneous Active
Contour segmentation result for the image shown in Figuag¢ 4egmentation output contains some pixels in
the interior part of the foreground object from the backagibtexture region.

(b) (©)

Figure 3: (a) Soldier Image, (b) segmentation result ofvi&c€ontour, (c) segmentation result of GrabCut.

Figure 4: (a) Image containing wheel, (b) segmentationlr@guActive Contour, (c) segmentation result of
GrabCut.

On the other hand, GrabCut considers global color disiohujwith local pixels similarities) of the back-
ground and foreground pixels for segmentation. So it hasiiiléy to remove interior pixels which are not a
part of object. To segment the object using GrabCut, usevdearectangle enclosing the foreground object.
Pixels outside the rectangle are considered as backgraweldamd pixels inside the rectangle are considered
as unknown. GrabCut estimates the color distribution fertiackground and the unknown region using sep-
arate GMMs. Then, it iteratively removes the pixels from thknown region which belong to background.
Major problem with the GrabCut is as follows. If some partloé bbject has color distribution similar to the
image background then that part of foreground object is@smved in the GrabCut segmentation output. So
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GrabCut is not intelligent enough to distinguish betweendésired and unnecessary pixels, while eliminating
some of the pixels from the unknown region. Figure 2(d) shomes such segmentation result of GrabCut for
the image shown in Figure 2(a), where the objective is to seqgnme object with a hole present in the image.
Segmentation result does not produce the upper part of jeetdbhown in Green color in Figure 2(a)) near the
boundary. This occurs because, in the original input im&ggufe 2(a)), a few pixels with Green color were
present as a part of the background region. Figure 3(c) meseGrabCut segmentation result for a real world
image shown in Figure 3(a). The objective in this case is op ¢he soldier from the input image. GrabCut
segmentation result for this input image does not produeedidier's hat and the legs. In another real world
image example in Figure 4(a), where the user targets to bprheel present in the image, GrabCut segmen-
tation output (Figure 4(c)) does not produce the wheel'yighagreen rubber part. This happened because of
the presence of some objects with similar color in the bamlgy.

In GrabCut [14] algorithm, missing data of the foregroungeobis often recovered by user interaction.
User has to mark the missing object parts as compulsory faued. We present in this paper, an automatic
foreground object segmentation technique based on thgratten of Active Contour and GrabCut, which can
produce accurate segmentation in situations where botither ef these techniques fail. We call our proposed
technique as “SnakeCut”. We present it in the next section.

4 SnakeCut: Integration of Active Contour and GrabCut

Active Contour works on the principle of intensity gradienhere the user initializes a contour around or inside
the object for it to detect the boundary of the object ea€ikabCut, on the other hand, works on the basis of the
pixel’s color distribution and considers global cues fagreentation. Hence it can easily remove the unwanted
part (parts from the background) present inside the objeghtlary. These two segmentation techniques use
complementary information (edge and region based) for sagption. In SnakeCut, we combine these com-
plementary techniques and present an integrated methaiparior object segmentation. Figure 5 presents
the overall flow chart of our proposed segmentation tectmidn SnakeCut, input image is segmented using
the Active Contour and GrabCut separately. These two seggitn@m results are provided to the probabilistic
framework of SnakeCut. This integrates the two segmemtatisults based on a probabilistic criterion and
produces the final segmentation result.

Main steps of the SnakeCut algorithm are provided in Algonitl. The probabilistic framework used to
integrate the two outputs is as follows. Inside the objecinoaryC, (detected by the Active Contour), every
pixel z; is assigned two probabilities.(z;) and Ps(z;). P.(z;) provides information about the pixel's nearness
to the boundary, anf;(z;) indicates how similar the pixel is to the background. Largkeig of P.(z;) indicates
that pixelz; is far from the boundary and a large valueR{(z;) specifies that the pixel is more similar to the
background. To take the decision about a pixel belongingtegiround or background, we evaluate a decision
functionp as follows:

p(2i) = pPe(2i) + (1 — p) Ps(2:) (10)

where,p is the weight which controls the relative importance of thie techniques, and is learnt empirically.
Probability P. is computed from the distance transform (DT) [2] of the obpmundaryCy. DT has been used
in many computer vision applications [13, 19, 15, 10]. Itigeg by the following equation:

_ ) 0, if z lies on contouCy
Ta(=i) = { d, otherwise (11)
where,d is the Euclidian distance of pixe} to the nearest contour point. Figure 6(b) shows an example of
DT image for the contour image shown in Figure 6(a). Distanaesform values are first normalized in the
range|0, 1], before they are used for the estimationfof Let, I,, be the normalized distance transform image
of I, andd,, be the DT value of a pixe4; in I, (i.e. d,, = I,,(z;)). Probability P. of z; is estimated using the
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following fuzzy distribution function:

0, 0<d, <a;
2
2(d=2)"  a<d, < 2
pg-{ LR e 12
1-2 ()", ot <d, <
1, b<d, <1

where,a andb are constants and < b. Whena > b this becomes a step function with transition@t+ b) /2
from 0 to 1. Probability distribution function (Eq. 12) has been chosesuch way that the probability value
P, is small near the contouty and large for points farther away. In this fuzzy functianandb dictate the
non-linear behavior of the function. The parameteandb control the extents (distance from the boundary)
to which the output response is considered from Snake amddheards from that of GrabCut respectively.
The extent of the points considered near the contour canitadlucontrolled by choosing appropriate values
of a andb. The value ofP. is zero (0) when the distance of the pixel from the boundary tee rangd0..al,
and one (1) in the rangé..1] (all values normalized). For the values betwéerb|, we empirically found the
smooth, non-linear S-shaped function to provide the besttrteFigure 7 shows the effect of the interyal b]

on the distribution function.

Input Image

¥ | ¥
Active Contour GrahCut

I I
¥

Prohahilistic Integrator

L

Final output

Figure 5: Flow chart of proposed SnakeCut technique.

- 0 o

(a) (c)

Figure 6: Segmentation of image shown in Figure 2(a) usirak&@ut: (a) object boundary produced by Active
Contour, (b) distance transform for the boundary contoomshin (a); (c) SnakeCut segmentation result.

Probability valueP; is obtained from the GrabCut segmentation process. Grads3igns likelihood values
to each pixel in the image using the GMMs constructed for dreground and background, which represent
how likely a pixel belongs to the foreground or background.our approach, after the segmentation of the
object using GrabCut, the final background GMMs are usedtimate P;. For each pixet; insideCy, D(z;)
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is computed using Eqg. 8 considering background GMMs. Naredlvalues ofD betweer( and1, for all the
pixels insideCy, define the probabilityP;.

Using the decision functiop(z;) estimated in Eq. 10 and an empirically estimated thresfpl@GrabCut
and Active Contour results are integrated using the Snatkal@arithm (refer Algorithm 1). In the integration
process of the SnakeCut algorithm, segmentation outpu# foxel is taken from the GrabCut resulipit> T,
otherwise it is taken from the Active Contour result. In oxperiments, we empirically found = 0.5 to give
the best result, and = 0.7, a = 0.15 andb = 0.2.

1F

05} a=2, b=8

Figure 7: Effect of intervala, b] on the non-linearity of the fuzzy distribution function (EtR). Whena < b,
transition from0 (at ) to 1 (at b) is smooth. Wheru > b, we have a step function with the transition at
(a+0b)/2.

We demonstrate the integrated approach to the processegirfamd segmentation with the help of a simu-
lated example. Figure 6 shows the details of the SnakeCunigee for the segmentation of a foreground object
present in the simulated image shown in Figure 2(a). Intdiate segmentation outputs produced by Active
Contour and GrabCut for this image have been shown in Figd@s& 2(d). These outputs are integrated
by the SnakeCut algorithm. Figure 6(a) shows the object thaynobtained by Active Contour for the object
shown in Figure 2(a). Active Contour boundary is used toveste the distance transform, shown in Figure
6(b), using Eq. 11. Probability valug3 and P, are estimated for all the pixels inside the object boundary o
tained by Active Contour as described above. SnakeCutidigois then used to integrate the outputs of Active
Contour and GrabCut. Figure 6(c) shows the segmentatiatt ifsSnakeCut after integration of intermediate
outputs (Figure 2(c) & 2(d)) obtained using Active Contond&rabCut algorithms. Our proposed method is
able to retain a part of the object which appears similar ttk¢gaound color and simultaneously eliminate the
hole within the object.

To demonstrate the impact of the probability valuésand P, and its impact on the decision making in
SnakeCut algorithm, we use the soldier image (Figure 3(&§) computePl,., P; andp values for a few points
marked in the soldier image (Figure 8(a)) and then use SnakalGorithm to obtain the final segmentation
decision. Values obtained fdt., P; andp are shown in Figure 8(b). Last column of the table shows tra fin
decision taken by SnakeCut based on the estimated vajue of

5 SnakeCut Segmentation Results

To extract a foreground object using SnakeCut, user draestarrgle (or polygon) surrounding the object. This
rectangle is used in the segmentation process of Activeddomais well as GrabCut. Active Contour considers
the rectangle as an initial contour and deforms it to corerergthe object boundary. GrabCut uses the rectangle
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Algorithm 1 Steps of SnakeCut

e Input/ and output/,..

o All pixels of I, are initialized to zero.

A. Initial Segmentation

1. Segment desired object Irusing Active Contour. Say, object boundary identified byAlktve Contour
is Cp and segmentation output of Active Contour js.

2. Segment desired objectIrusing GrabCut. Say, segmentation outpuljis
B. Integration using SnakeCut

1. Find set of pixelsZ in image!, which lie inside contou€’.

2. For each pixel; € Z,

(a) Computep(z;) using Eg. 10.
(b) if p(z;) < T then
Isc(zi) = Iac(zi)
else
Ise(2i) = IQC(Zi)
end if

| Point| Pc | Ps | p | Outputtaken from

F A 0.0026 | 0.6827 | 0.3426 Snake

B 1.0000 | 0.6601 | 0.8300 GrabCut

C 1.0000 | 0.6366 | 0.8183 GrabCut

D 0.0000 | 0.7300 | 0.3650 Snake
= E 0.0000 | 0.5840 | 0.2922 Snake

F 1.0000 | 0.0000 | 0.5000 Snake

(b)

Figure 8: Demonstration of the impact Bf and P; values on the decision making in Algorithm 1: (a) soldier
image with a few points marked on it, (b) valuesif P; and p, and the decision obtained using Algorithm 1.
Values used fop andT are0.5 and0.7 respectively.
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(@) (b) () (d)

Figure 9: Demonstration of a SnakeCut result on a synthetage, where Snake fails and GrabCut works: (a)
input image with foreground initialized by the user (objechtains a rectangular hole at the center), (b) Snake
segmentation result (incorrect, output contains the ke art of the object), (c) GrabCut segmentation result
(correct, hole is removed), and (d) SnakeCut segmentagiguitr(correct, hole is removed).

@ © O O

(a) (b) () (d)

Figure 10: Demonstration of a SnakeCut result on a synthm@ge, where Snake works and GrabCut fails:
(a) input image with foreground initialized by the user, S5)ake segmentation result (correct), (c) GrabCut
segmentation result (incorrect, upper green part of theablig removed), and (d) correct segmentation result
produced by SnakeCut.

(b) (d)

Figure 11: Segmentation of real pot image: (a) input reabiengb) Active Contour segmentation result (in-
correct), (c) GrabCut segmentation result (correct), @andnakeCut segmentation result (correct, background
pixels visible through the handles of the pot are removed).
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(b)

Figure 12: SnakeCut segmentation results of (a) soldieiirtfage in Figure 3(a)); and (b) wheel (for image in
Figure 4(a)).

to define the background and unknown regions. Pixels outis@leectangle are taken as known background and
those inside as unknown. GrabCut algorithm (using GMM basedeling and minimal cost graph-cut) iterates
and converges to a minimum energy level producing the firgtheatation output. Segmentation outputs of
Active Contour and GrabCut are integrated using Snake@uati#thm to obtain the final segmentation result.
First, we present a few results of segmentation using SnakeCsynthetic and natural images, where either
Snake or GrabCut fails to work. This is followed by a few ex#éspvhere both Snake and GrabCut techniques
fail to perform correct segmentation, whereas integratibthe outputs of these techniques using SnakeCut
algorithm gives correct segmentation results.

Figure 9 shows a result on a synthetic image where Active @wrfails but GrabCut works, and their
integration {.e. SnakeCut) also produces the correct segmentation. FigajesBows an image where the
object to be segmented has a rectangular hole (at the camiéthrough which gray background is visible.
Segmentation result produced by Active Contour (Figur@)3hows the hole as a part of the segmented object
which is incorrect. In this case, GrabCut performs correghgentation (Figure 9(c)) of the object. Figure 9(d)
shows the correct segmentation result produced by SnakeGhis image. Figure 10 shows a result on another
synthetic image where Active Contour works but GrabCusfaihd their integration . SnakeCut) produces
the correct segmentation. Figure 10(a) shows an image wherebject to be segmented has a part (upper
green region) similar to the background (green flowers).iv&atontour, in this example, produces correct
segmentation (Figure 10(b)) while GrabCut fails (Figuréc)0 Figure 10(d) shows the correct segmentation
result produced by SnakeCut for this image. Figure 11 pteseBnakeCut segmentation result on a real image.
In this example, Active Contour fails but GrabCut perforresrect segmentation. We see in Figure 11(b) that
Active Contour segmentation result contains the part obtiekground (visible through the handles) which is
incorrect. SnakeCut algorithm produces correct segmentegsult which is shown in Figure 11(d).

In the examples presented so far, we have seen that only aregathre two (Snake and GrabCut) techniques
fail to perform correct segmentation. In these examplaheeiSnake is unable to remove holes from the
foreground object or GrabCut is unable to retain the parth@fobject which are similar to the background.
SnakeCut performs well in all such situations. We now preaéew results on synthetic and real images, where
SnakeCut performs well even when both Snake and GrabCutitpats fail to perform correct segmentation.
Figure 12 presents two such SnakeCut results on real woddes Figure 12(a) shows the segmentation result
produced by SnakeCut for the soldier image shown in Figuag 3[his result is obtained by integrating the
Active Contour and GrabCut outputs shown in Figures 3(b) &), without user interaction. Figure 12(b)
shows the wheel segmentation result produced by SnakefZihd image shown in Figure 4(a). Intermediate
Active Contour and GrabCut segmentation results for thealvéiee shown in Figure 4(b) and 4(c).

Two more SnakeCut segmentation results are presented unelSid.3 and 14 for cup and webcam bracket
images, where both Snake and GrabCut techniques fail torperforrect segmentation. The objective in the
cup example (Figure 13(a)) is to segment the cup in the im@gp’s handle has some blue color spots similar
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(b) (©) (d)

Figure 13: Segmentation of cup image: (a) input real imalgeségmentation result produced by Snake (in-
correct, as background pixels visible through the cup’dleare detected as a part of the object), (c) GrabCut
segmentation result (incorrect, as spots present on thig lcapdle are removed), and (d) correct segmentation

result produced by SnakeCut.

(d)

Figure 14: Segmentation of webcam bracket: (a) input reabenwhere the objective is to segment the lower
bracket present in the image, (b) Snake segmentation (@sudtrect, as background pixels visible through the
holes present in the object are detected as part of the faredrobject), (c) GrabCut segmentation result (in-
correct, as large portions of the bracket are removed inethglt), and (d) correct segmentation result produced

by SnakeCut.
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(b)

(e) (f)

Figure 15: Comparison of the results: (a) SnakeCut resulsdtdier, (b) GrabCut Output of soldier with

user interaction (reproduced from [14]), (c) SnakeCut ltefem wheel, (d) GrabCut Output of wheel with

user interaction, (e) SnakeCut result for webcam bracKetrabCut Output of webcam bracket with user
interaction.

to the background color. Snake and GrabCut results fortege are shown in Figure 13(b) and Figure 13(c)
respectively. We can see that both these results are etursnBesult obtained using Snake contains some part
of the background which is visible through the handle. Gralitas removed the spots in the handle since their
color is similar to the background. Correct segmentatisnltgoroduced by SnakeCut is shown in Figure 13(d).
Objective in the webcam bracket example (Figure 14(a)) $toment the lower bracket (inside the red contour
initialized by the user) present in the image. Snake andQuatesults for this image are shown in Figure 14(b)
and Figure 14(c) respectively. We can see that both theakig@se erroneous. The result obtained using Snake
contains some part of the background which is visible thinotig holes. GrabCut has removed large portions
of the bracket. This is due to the similarity of the distribatof the metallic color of a part of another webcam
bracket present in the background (it should be noted teatdlor distribution of the two webcam brackets are
not exactly same due to different lighting effects). Corsmgmentation result produced by SnakeCut is shown
in Figure 14(d). We also observed a similar performance wherinitialization was done around the upper
bracket.

In Figure 15, we compare the automatic SnakeCut segmemtatsults of soldier (Figure 3(a)), wheel (Fig-
ure 4(a)) and webcam bracket (Figure 14(a)) images withritezactive GrabCut outputs. To obtain correct
segmentation for these images with GrabCut, user interaatias necessary to obtain the results shown in
Figures 15(b), 15(d) & 15(f). In case of soldier (Figure D%(lnser marked the soldier’s hat and legs as parts
of the compulsory foreground. In case of wheel (Figure D5¢ger marked the outer grayish green region of
the wheel as a compulsory part of the foreground object arghse of webcam bracket (Figure 15(f)) user
marked missing regions as compulsory parts of the foregtalmject. Segmentation results using SnakeCut
were obtained without user interaction and are better thandgsults obtained by GrabCut with user’s corrective
editing. One can observe the smooth edges obtained at thefiélge soldier in Figure 15(a), unlike that in
Figure 15(b). The same is true for Figure 15(c) and 15{&)t(Figures 15(d) and 15(f) respectively), which
can be noticed after careful observation.
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(@) (b) (©) (d)

Figure 16: Example where SnakeCut fails: (a) input imagé witeground initialized by user, (b) Active Con-
tour segmentation result (correct), (c) GrabCut segmienta¢sult (incorrect), and (d) SnakeCut segmentation
result (incorrect).

The presented approach takes advantage of Active ContduBebCut, and performs the correct segmen-
tation in most cases where one or both of these techniquesHaivever, the proposed technique (SnakeCut)
was observed to have the following limitations:

1. Since the SnakeCut relies on Active contours for regi@as the object boundary, it fails when holes of
the object (through which the background is visible) lieywelose to the boundary.

2. Since the Snake cannot penetrate inside the object bguadd detect holes, the proposed method of
SnakeCut has to rely on the response of the GrabCut algorithsnch cases. This may result in a
hazardous situation only when the GrabCut detects anadnteairt belonging to the object as a hole due
to its high degree of similarity with the background. Sineeidion logic of SnakeCut relies on GrabCut
response for interior parts of the object, it may fail in cashere GrabCut does not detect those parts of
the object as foreground.

Figure 16 presents one such situation (using a simulatedejnahere SnakeCut fails to perform correct
segmentation. Figure 16(a) shows a synthetic image whetreeAContour works correctly (see Figure 16(b))
but GrabCut fails (see Figure 16(c)). GrabCut removes tiheralerectangular green part of the object in the
segmented output, which may be perceived as a part of thetobje see in this case that SnakeCut also does
not perform correct segmentation and removes the objemtsa rectangular green part from the segmentation
result. SnakeCut thus fails when parts of the foregroundatlgre far away from its boundary and very similar
to the background.

The heuristic values of some of the parameters used in ooritimn, which were obtained empirically,
were not so critical for accurate foreground object segatemt. The overall computational times required by
SnakeCut on a P-I\3 GHz machine witt2 GB RAM, are given in Table 1 for some of the images.

6 Conclusion

In this paper, we have presented a novel object segmentatibnique based on the integration of two comple-
mentary object segmentation techniques, namely Activad@omand GrabCut. Active Contour cannot remove
the holes in the interior part of the object. GrabCut produym@or segmentation results in cases when the color
distribution of some part of the foreground object is simitabackground. Proposed segmentation technique,
SnakeCut, based on a probabilistic framework, providesuémnaatic way of object segmentation, where the
user has to only specify the rectangular boundary arounddhiged foreground object. Our proposed method
is able to retain parts of the object which appears simildrackground color and simultaneously eliminates
holes with the object. We validate our technique with a femtlsgtic and natural images. Results obtained us-
ing SnakeCut are quite encouraging and promising. As amsixte of this work, one can use geodesic Active
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Table 1: Computational times for foreground object segat@n, required by Snake, GrabCut and SnakeCut
for various images.

Image Size Time required (in seconds)
Image Name (in pixels) | Snake| GrabCut| Integration| SnakeCut
(A) (B) time* (C) | (A+B+C)
Synthetic Image (Figure 2(a))|| 250 x 250 4 5 2 11
Soldier Image (Figure 3(a)) 321 x 481 8 10 3 21
Wheel Image (Figure 4(a)) 640 x 480 6 14 5 25
Synthetic Image (Figure 9(a))|| 250 x 250 4 5 2 11
Pot image (Figure 11(a)) 296 x 478 6 7 4 17
Cup image (Figure 13(a)) 285 x 274 5 7 3 15
Webcam bracket (Figure 14(al)) 321 x 481 7 8 3 18

time required to integrate Snake and GrabCut outputs ubgrobabilistic integrator.

Contour (which can intrinsically segment multiple obj@dtsmake the technique suitable for the segmentation
of multiple objects.
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