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Abstract
The widespread existence of dominance hierarchies has been a central puzzle in social evolution, yet we 
lack a framework for synthesizing the vast empirical data on hierarchy structure in animal groups. We ap-
plied network motif analysis to compare the structures of dominance networks from data published over 
the past 80 years. Overall patterns of dominance relations, including some aspects of non-interactions, were 
strikingly similar across disparate group types. For example, nearly all groups exhibited high frequencies of 
transitive triads, whereas cycles were very rare. Moreover, pass-along triads were rare, and double-dom-
inant triads were common in most groups. These patterns did not vary in any systematic way across taxa, 
study settings (captive or wild) or group size. Two factors significantly affected network motif structure: the 
proportion of dyads that were observed to interact and the interaction rates of the top-ranked individuals. 
Thus, study design (i.e. how many interactions were observed) and the behavior of key individuals in the 
group could explain much of the variations we see in social hierarchies across animals. Our findings con-
firm the ubiquity of dominance hierarchies across all animal systems, and demonstrate that network anal-
ysis provides new avenues for comparative analyses of social hierarchies.

Keywords: social networks, triad census, orderliness, transitivity, peck order, aggression

1. Introduction

Social hierarchies are ubiquitous in human and non-human animal groups [1–4], and such 
forms of orderliness in societies can have major effects on physiology and fitness of individ-
uals [5–8]. Despite decades of research on the structures of social relations in non-human an-
imals, debate continues about how hierarchies arise from a series of dyadic contests [9–12]. 
Debate also continues about the ecological and evolutionary origins of social hierarchies—
are certain societies uniquely egalitarian or hierarchical, and if so, why [13]?

The study of dominance relations in non-human animals began with the observation that 
groups of hens often form strictly linear dominance hierarchies—a particular form of hierarchy 
in which all pairs of individuals (dyads) have a dominant–subordinate relation, and all pos-
sible relations are transitive (i.e. if A is dominant to B and B is dominant to C, then A is dom-
inant to C) [14,15]. Subsequent empirical studies have tested whether other animal groups 
are organized into linear hierarchies [16,17], whereas theoretical work has sought mechanis-
tic explanations for why linear hierarchies arise [9,12,18–20]. Nevertheless, perhaps owing 
to this focus on linearity of hierarchies, we have thus far failed to ask a critical question: do 
dominance hierarchies differ in their structure across animals, and what factors might explain 
such variation? We bring to bear a large body of work on dominance relations in non-human 
animals to investigate patterns of variation in hierarchy structure.

Behavioral ecologists have amassed an impressive amount of empirical data on dominance 
interactions across many animal species under different ecological conditions, providing oppor-
tunities to test hypotheses about the causes of social hierarchies. We focus here on several po-
tential causes of variation in hierarchies including group size, evolutionary differences among 
animal taxa, group stability and the role of key individuals. Group size may affect hierarchy 
structure for two reasons. First, if the stability of dominance hierarchies depends on individual 
recognition [21], then larger groups may be less likely to maintain a stable hierarchy. Second, if 
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dominance relations are the probabilistic outcomes of pre-ex-
isting asymmetries in competitive ability (known as the ‘prior 
attributes’ model: [22]), increase in group size will decrease 
the average competitive asymmetry between pairs of individ-
uals, making linear hierarchies less likely [9,23]. In addition 
to group size, other socioecological differences across species 
or higher-level taxonomic groups could drive variation in the 
structure of dominance hierarchies [24]. Moreover, if hierar-
chies are more likely to arise in stable groups with little change 
in membership, then we might expect that the structures of 
dominance relations in groups formed and maintained in cap-
tivity might differ from natural groups. The structure of so-
cial hierarchies may also be disproportionately influenced by 
the behavior of key individuals such as the top-ranked mem-
ber (i.e. alpha individual) [25,26].

A major challenge to comparative studies of dominance 
datasets is that some aspects of study design could create 
artefactual correlations with existing measures of hierarchy 
structure. For example, variations in group size and num-
ber of ‘null dyads’—unknown relations between pairs of in-
dividuals that were not observed to interact—cause bias in 
the indices of linearity [27]. Variations in observer effort (e.g. 
the number of interactions observed in a study) can affect 
the number of null dyads, leading to potentially confound-
ing effects of study design on apparent patterns of hierarchy 
structure [27]. Past studies have dealt with this problem by 
‘filling in’ null dyads, but doing so also causes biases in lin-
earity measures [27,28]. An alternative measure called hier-
archy steepness [29] has been used for a comparative anal-
ysis, but this is also sensitive to the presence of null dyads 
[30]. Recently, we proposed a measure termed ‘triangle tran-
sitivity’, which is based on the proportion of transitive triads 
among all complete triads (a set of three players in which all 
pairs have interacted: [27]). While triangle transitivity avoids 
the pitfalls of filling in null dyads, it simply ignores the tri-
ads that contain one or more null dyads, thus providing an 
incomplete picture of hierarchy structure. What is needed 
is an analytical approach that allows us to (i) compare hier-
archy structure across datasets that differ in the number of 
group members as well as the frequency of null dyads and 
(ii) detect patterns that arise in both observed and null dy-
ads. Here, we show that network analysis provides an av-
enue for such comparisons of dominance relations across 
vastly different study systems.

Dominance relations can be represented as directed net-
works termed dominance networks, in which nodes, repre-
senting individuals, are connected by directed edges point-
ing from dominant to subordinate individuals [27,31]. Thus, 
we can apply tools for analysis and comparison of directed 
networks to understand structural patterns of dominance re-
lations. Here, we use a network method termed triad census 
or network motif analysis [32–34], based on the frequencies 
of triadic configurations, to compare dominance hierarchies 
from published data. Network motif analysis was developed 
specifically as a method for comparing the structures of di-
rected networks which vary in numbers of nodes and edges 
[34], and thus may be suited for comparisons between domi-
nance datasets that vary in group size (network size) and the 
proportion of dyads that were observed to interact (network 
density). Motif analysis also allows us to analyse patterns of 
dominance relations in triads that contain null dyads, for ex-
ample patterns of triadic relations in which one pair of in-
dividuals did not interact (figure 1). Thus, while traditional  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
measures of hierarchies [9,35] are well suited for analysis of 
complete directed networks (tournaments in network par-
lance) network motif analysis could provide an alternative 
approach to analyzing dominance data in which some dyads 
fail to interact. We show that triadic network motifs provide 
unique insights into the general patterns of dominance hierar-
chy structure in animals and the processes that give rise to so-
cial order. Our overarching goals are twofold: to uncover the 
general motif structure of dominance relations in non-human 
animal groups, and to explore whether dominance network 
structure varies by taxonomy, size or ecology. We show that 
network motif architecture of dominance hierarchies is sur-
prisingly and consistently orderly across virtually all animal 
groups. The variations that do exist are influenced primarily 
by study design (i.e. the number of interactions observed) and 
the interaction rates of the top-ranked individual in the group. 

2. Methods

2.1. Datasets
We gathered published dominance data by searching Web 

of Science using the keyword ‘dominance hierarchy’. We also 
searched selected journals (Animal Behaviour, Behavioral Ecology, 
Behavioural Processes, Behavioral Ecology and Sociobiology, Ethology 
and Applied Animal Behaviour Science) using the same keyword. 
We added other datasets opportunistically. We included data only 
from tables that showed raw interaction data. We excluded data 
on groups of five or fewer individuals and from datasets that ob-
served less than two interactions per individual, because mea-
sures of hierarchy are unreliable for such small datasets [27]. If a 
study observed the same group using the same protocol at dif-
ferent times, we chose the dataset that was collected earlier. If a 
study presented data on different behaviors of the same group 
(e.g. physical aggression and threat displays), we chose the dataset 

Figure 1. The five connected triads with asymmetric relations. The arrows show 
the probability, p, with which a given two-edge triad becomes a triangle given 
equal probability of new arrow pointing to the left or right. Double-dominant 
triads and double-subordinate triads can become transitive only even when 
the null dyadic relation becomes established. Pass-along triads can become 
either a transitive or cycle with equal probability.
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for aggressive encounters. However, if a study included multi-
ple groups that fit the above criteria, we analyzed these as sepa-
rate datasets.

Our total dataset included dominance networks from observa-
tions of 172 animal groups extracted from data tables published in 
113 studies (electronic supplementary material, table S1). For com-
parisons of frequencies of two-edge triads (double-dominant, dou-
ble-subordinate and pass-along: figure 1) against the null model, 
we excluded 34 datasets for which all dyads had interacted (i.e. 
there were no null dyads), because two-edge triads cannot exist in 
randomized complete networks. However, we analyzed the rel-
ative frequencies of the two types of three-edge triads (transitive 
and cycle: figure 1) for all 172 networks.

2.2. Empirical triad frequencies
To calculate the triad frequencies, we first converted the raw 

interaction data (contest matrix) into a matrix of dominance rela-
tions (dominance matrix) [31]. In the dominance matrix, the dom-
inant individual received a 1 in its row, and the subordinate re-
ceived a 0. We used a majority-rule criterion for dominance—for 
each dyad, we designated the individual that won more than 50% 
of contests as the dominant. If both individuals won an equal 
number of contests, then the relation was a tie, and both individ-
uals received a 1 (though this designation matters little here, be-
cause ties are rare and were excluded from our analyses). If two 
individuals were never observed to interact, then they each re-
ceived a 0. This dominance matrix is directly analogous to an un-
weighted, directed adjacency matrix from which we can construct 
a dominance network. In network parlance, a dominant–subordi-
nate relation is an asymmetric dyad, a tie is a mutual dyad, and two 
individuals that never interact are a null dyad.

For each dominance network, we conducted a triad census, 
which enumerates the frequencies of all 16 possible types of triad 
configurations, ranging from completely null triads to triads with 
three mutual dyads [32]. In our study, we considered only the 
five triad types that consisted of two or three asymmetric edges 
(figure 1), ignoring mutual edges. Mutual edges were very rare 
in our empirical data (mean proportion of mutual dyads ± s.d.: 
0.019 ± 0.033), and thus frequencies of triads that include mutual 
edges were negligible. Triad census was conducted using the stat-
net package in R.

2.3. Null model
The design of the null model is critical for interpreting the re-

sults of network motif analysis [33,36]. With respect to this study, 
there are two behavioral processes that determine the dominance 
network structure: (i) contests (who engages in interactions with 
whom), and (ii) wins and losses (given that a pair of individu-
als interact, who wins?). While both these processes might reflect 
dominance status, the patterns of contests could also be influenced 
by multiple factors other than dominance, such as spatial prefer-
ences, familiarity and kinship. We did not have information that 
would allow us to tease apart the contributions of various factors 
on the patterns of contests in our dominance networks. Thus, we 
focus here on the effects of the outcomes of contests (wins and 
losses) on network structure.

We designed our null model to simulate a group in which 
contests followed the observed patterns, but dominance–subor-
dinate relations were determined randomly. We did this simply 
by randomizing the direction of each existing edge for a given 
empirical network. For each network, we generated an ensem-
ble of 1000 simulated networks and calculated a Z-score for the 
observed frequency of each triadic configuration as Z = (Nrea l − 
Nrandom)/s.d., where Nreal was the frequency of that triad in the ob-
served dominance network, Nrandom and s.d. were the mean and 
standard deviation of the triad frequency in the ensemble of ran-
domized networks.

To confirm the robustness of our results, we also repeated 
the motif analysis using a different null model in which both the 
patterns of interactions and the direction of dominant–subordi-
nate relations are randomized (‘dyad census-conditioned ran-
dom graph: [37]). We used this type of null model for previous 
analyses of triad frequencies [27,31]. Our general results remain 
the same under this null model, and we present these results in 
the electronic supplementary material. Our null model also dif-
fered from that of some other studies that use randomizations 
that constrain both in- and out-degree sequences [33,34,38]. We 
avoid constraining the null model based on in- and out-degrees, 
because the structure of a dominance hierarchy is defined, in part, 
by the distribution of out-degrees (i.e. the number of individuals 
dominated). Thus, constraining the out-degree sequence leads to 
ensembles of graphs that essentially have the same hierarchical 
structure and produces uninformative results.

2.4. Significance profiles
Z-scores of triad frequencies can be influenced by sample 

size—triads that occur more than random in large networks tend 
to exhibit larger Z-scores than those of small networks. Therefore, 
following Milo et al. [34], we used significance profiles, or vectors 
of normalized Z-scores, to compare the relative patterns of over- 
and under-abundance of triad frequencies across networks. For 
each of i triad configurations, we calculated a normalized score as 

normalized Z-score = Zi (∑Zi
2)1/2                           (2.1)

Thus, the significance profile reflected the relative significance of 
triad frequencies rather than reflected the absolute significance. 
We used normalized Z-scores for comparing dominance structure 
across animal groups (figure 3).

2.5. Statistical comparisons of significance profiles
To investigate patterns of variation in structures of dominance 

hierarchies, we computed a correlation coefficient between each 
pair of significance profiles. Following Stouffer et al. [38], we used 
an uncentred correlation coefficient, r between each pair of signif-
icance profiles a and b, defined as 

                                                         m
                                   ra,b = ∑ ( za,j  )(  zb,j )   (2.2) 
                                                                j=1   |za|    |zb|
where 

                                                                     m

                               |za|= √ ∑ (za,j )2     (2.3) 
                                                                     j=1

and j indicates the triad type. The values of r can range from –1 to 
1, with negative values indicating negative correlations and pos-
itive values indicating positive correlations between the domi-
nance structures of two groups.

We used permutuational MANOVA [39] to test what factors 
systematically influenced the variation in significance profiles. We 
used five dependent variables: group size (log-transformed), the 
proportion of dyads that were observed to interact (i.e. ‘network 
density’; arcsine-square-root-transformed), taxonomic classifica-
tion, captive/natural status and the relative interaction rates of 
the top-ranked individual (i.e. alpha individual). We identified the 
alpha individual in each group as the individual with the high-
est ‘David’s score’, a commonly used index of dominance [40,41]. 
Interaction rate, I, was calculated as the Z-score of the number of 
contests an individual engaged in. Thus, for top-ranked individ-
ual α, the interaction rate is I = (C – C̄)/σC , where C is the num-
ber of contests in which alpha individual was involved, C̄  is the 
average number of contests per individual in the group and σC is 
the standard deviation.
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The permutational MANOVA analysis was restricted to the 
138 datasets for which there was at least one null dyad. To help 
balance the sample sizes of different taxonomic groups in our 
comparisons, we broke up mammalian groups into ecologically 
and evolutionarily similar groups. Thus, our taxonomic classi-
fications included the following categories: primates (N = 30), 
carnivores (N = 13), elephants (N = 10), ungulates (N = 20), ro-
dents (N = 3), marsupials (N = 3), birds (N = 31), reptiles (N = 
5), fish (N = 7), social insects (N = 13) and other invertebrates 
(N = 3). This sample included 54 groups studied in captivity 
and 84 groups studied under natural conditions. Permutational 
MANOVA was conducted using the ‘adonis’ function in the 
vegan package [42].

We used a resampling procedure to confirm that the results 
of the permutational MANOVA analyses were robust to the ef-
fects of pseudo-replication arising from multiple samples of some 
species. We randomly selected a subset of the data that included 
only one group per species, and conducted the permutational 
MANOVA analysis on this reduced dataset. We repeated this 
procedure 100 times and report the 95% confidence intervals of 
the test statistics.

Two factors that had significant effects on the correlations be-
tween significance profiles—network density and the interaction 
rates of alpha individuals (Iα). We first determined whether these 
variables were correlated (and thus violated the assumption of 
collinearity) using Spearman’s rank correlation. We then investi-
gated how Ia and network density correlated with each triad con-
figuration, also with Spearman’s rank correlation analysis. This 
analysis was conducted on the complete dataset as well as ran-
domly sampled subsets (100 replicates) that included one group 
per species to check for the effects of pseudo-replication, as ex-
plained above.

Finally, we conducted a linear aggression to assess how group 
size and relative observation effort influenced network density. 
We initially tested a full model with group size (log-transformed), 
average number of interactions observed per dyad (log-trans-
formed) and their interactions as independent variables and net-
work density (arcsine-square-root-transformed) as the depen-
dent variable. The interaction term was not significant and was 
dropped from the model.

All statistical analyses were conducted using R v. 3.1.2 [43].

3. Results

The significance profiles reveal clear patterns in the triadic 
motif structure of dominance networks that are consistent 
across both taxonomic classification and captive/natural sta-
tus (figure 2). The patterns of over- and under-representation 
of triads supported our previous finding that dominance hi-
erarchies are generally transitive [27,31]: in the vast majority 
of groups, transitive configurations were over-represented 
(97% of all N = 172 groups), and cycles were under-repre-
sented (99% of all groups). We also confirmed general pat-
terns for two of the three two-edge triad types [18,31]: pass-
along configurations were generally under-represented (89% 
of N = 138 groups with at least one null dyad), and double-
dominant triads were commonly over-represented (80% of 
groups with at least one null dyad). These results were ro-
bust to assumptions about the patterns of contests (i.e. who 
interacts with whom) in the null model (electronic supple-
mentary material). However, there was one clear outlier. A 
group of captive female Western lowland gorillas [44] exhib-
ited fewer transitive triads and more cycles than expected—a 
pattern of egalitarianism not seen in any other group (figures 
2 and 3). This result shows that departures from the predom-
inant network motif profiles are possible. 

The correlations between significance profiles were gen-
erally high (mean r = 0.70; median r = 0.77), and there was 
no clear pattern of clustering of high correlations within 
taxa (figure 3). Neither taxonomy nor captive/natural sta-
tus of groups explained the variation in significance pro-
files (table 1). Group size had a marginal effect on the signif-
icance profile, but this result was not robust to the effects of 
pseudo-replication (table 1). The two most significant factors 
in explaining the variation in significance profiles were the 
network density (proportion of dyads that interacted) and 
the interaction rate of the alpha individuals (Ia), and both of 
these results were robust to the potential effects of pseudo-
replication (table 1). Network density and Ia were not cor-
related with each other (Spearman’s rho = –0.05, p = 0.54). 

Increasing network density was associated with decreas-
ing proportions of cyclical triads and increasing propor-
tions pass-along and transitive triads (figure 4 and table 2). 
Double-dominant triads became less common with increas-
ing network density, but this effect was not apparent after 

Figure 2. Dominance relations show consistent patterns of triadic motifs across 
taxonomic groups. The significance profiles for each taxonomic group show the 
same general pattern of variation. The ‘other’ group includes rodents, mar-
supials, reptiles and non-social insects. Blue lines represent studies in animal 
groups in natural settings, and red lines represent captive groups.
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Figure 3. Correlations of significance profiles show that triadic patterns are consistent across taxonomic groups. For a given cell in row a, column b, the color spec-
trum represents the correlation coefficient (ra,b) between the significance profiles. The rows and columns are organized by taxonomic group, shown on the left. 
The numbers above correspond to row/column numbers shown in electronic supplementary material, table S1. The 34 groups in which there were no null dy-
ads were excluded, because the full significance profile cannot be calculated in the absence of at least one null dyad. If dominance structures within taxonomic 
groups resembled each other more closely than those of different groups, then there should be clusters of high correlations along the diagonal. Instead, the col-
ors are fairly uniform across the plot, showing that taxonomic groups do not systematically vary in social structure. One group of lowland gorillas ([44]; row/col-
umn 9) showed a highly intransitive dominance structure that caused their triad structure to be negatively correlated with most of the other taxa, producing one 
light horizontal stripe and one light vertical stripe.

Table 1. Results of permutational MANOVA tests for the effects of group size, network density, captive/natural status, taxonomic classifica-
tion and interaction rates of alpha individuals (Iα) on variations in significance profiles. p-values shown are Bonferroni-corrected values. In the 
‘pseudo-replication test’, we used a resampling procedure to randomly choose one group for each species and then conducted the permuta-
tional MANOVA test on this reduced dataset. This procedure was repeated 100 times, and the means ± standard errors are shown for all val-
ues. In all cases, the analysis excludes groups for which all dyadic pairs have interacted (see Methods). For these tests, the median values are 
shown, and 95% confidence intervals are reported in parentheses.

 n F partial R2 p

complete dataset
 group size 138 2.46 0.02 0.07
 network density 138 16.96 0.10 <0.001
 captive/natural 138 1.21 0.01 0.32
 taxonomy 138 0.90 0.06 0.62
 Iα 138 9.33 0.06 <0.001

pseudo-replication test: mean ± s.e.
 group size 67.5 ± 0.14 2.03 ± 0.07 0.03 ± 0.001 0.16 ± 0.01
 network density 67.5 ± 0.14 8.9 ± 0.24 0.11 ± 0.003 0.001 ± 0.00
 captive/natural 67.5 ± 0.14 1.88 ± 0.09 0.02 ± 0.001 0.21 ± 0.02
 taxonomy 67.5 ± 0.14 0.93 ± 0.02 0.12 ± 0.002 0.58 ± 0.02
 Iα 67.5 ± 0.14 4.35 ± 0.14 0.05 ± 0.002 0.02 ± 0.00



6 Shizuka & McDonald in J .  Royal  Society  Interface  12  (2015) 

controlling for pseudo-replication (figure 4 and table 2). In 
effect, increasing network density diminished some of the 
prevailing patterns of two-edge triads (i.e. excess of dou-
ble-dominant and rarity of pass-along) and strengthened the 
prevailing patterns of three-edge triads (excess of transitive 
and rarity of cycle). In turn, patterns of network density were 
predicted by both relative observation effort (t136 = 12.9, par-
tial R2 = 0.50, p < 0.001) and group size (t136 = –2.5, partial 
R2 = 0.02, p = 0.01), and together they explained a majority 
of the variation in network density (electronic supplemen-
tary material, figure S1; full model: F2,136 = 102.6, R2 = 0.59, 

p < 0.001). These findings align with previous studies show-
ing that double-dominant configurations are common and 
pass-along configurations are rare during the early stages of 
hierarchy formation [45], and studies may pick up different 
patterns of hierarchy structure based on how many interac-
tions were observed by researchers. 

The interaction rates of the top individuals were also re-
lated to the frequencies of certain triad configurations. Iα was 
positively correlated with relative frequency of the double-
dominant triads and negatively correlated with the relative 
frequency of pass-along triads (figure 5 and table 3). 

Figure 4. Correlations between network density on triad frequencies. The frequencies of pass-along and transitive triads are positively correlated with network 
density, whereas the frequencies of double-dominant and cycle triads are negatively correlated with network density. Note that the correlation with double-dom-
inant triads disappear after controlling for pseudo-replication of species in the dataset.

Table 2. Results of Spearman correlation tests for the relationship between network density and triad frequencies. p-values shown are Bon-
ferroni-corrected values. ‘Complete dataset’ and ‘pseudo-replication test’ as with table 1. In all cases, the sample sizes for double-dominant, 
double-subordinate and pass-along triads exclude groups in which all dyadic relations are observed because these three triads only exist in in-
complete networks.

 n rho p*

complete dataset
 double-dominant 138 –0.31 0.001
 double-subordinate 138 0.04 1.0
 pass-along 138 0.44 <0.001
 transitive 172 0.47 <0.001
 cycle 172 –0.68 <0.001
pseudo-replication test: mean ± s.e.
 double-dominant 68.4 ± 0.14 –0.27 ± 0.005 0.19 ± 0.02
 double-subordinate 68.4 ± 0.14 0.09 ± 0.008 0.91 ± 0.02
 pass-along 68.4 ± 0.14 0.46 ± 0.005 0.002 ± 0.001
 transitive 84. ± 0 0.40 ± 0.004 0.003 ± 0.001
 cycle 84. ± 0 –0.65 ± 0.004 0.000 ± 0.000
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4. Discussion

Our comparisons of triad motifs across dominance net-
works revealed general patterns in the structures of dom-
inance hierarchies across virtually all animals. In the vast 
majority of groups we analyzed, transitive triads were more 
abundant than expected, whereas cycle triads were relatively 

rare. There was also a general over-abundance of double-
dominant triads and under-abundance of pass-along triads.

We identified two factors that influenced the variation in 
triad motif patterns in dominance networks. First, increasing 
network density—i.e. the proportion of dyads for which the 
dominant–subordinate relation could be inferred—was asso-
ciated with increases in the prevailing patterns of complete 

Table 3. Results of Spearman correlation tests for the relationship between the interaction rate of alpha individuals (Iα) and triad frequencies. 
p-values shown are Bonferroni-corrected values. ‘Complete dataset’ and ‘pseudo-replication test’ as with table 1. In all cases, the sample 
sizes for double-dominant, double-subordinate and pass-along triads exclude groups in which all dyadic relations are observed because these 
three triads only exist in incomplete networks.

 n rho p*

complete dataset
 double-dominant 138 0.35 <0.001
 double-subordinate 138 –0.004 1.0
 pass-along 138 –0.35 <0.001
 transitive 172 –0.17 0.11
 cycle 172 0.18 0.08

pseudo-replication test: mean ± s.e.
 double-dominant 68.4 ± 0.14 0.35 ± 0.006 0.03 ± 0.005
 double-subordinate 68.4 ± 0.14 –0.05 ± 0.007 0.99 ± 0.01
 pass-along 68.4 ± 0.14 –0.33 ± 0.005 0.05 ± 0.003
 transitive 84. ± 0 –0.18 ± 0.005 0.51 ± 0.01
 cycle 84. ± 0 0.21 ± 0.005 0.36 ± 0.01

Figure 5. Correlations between the interaction rate of the top-ranked individual (Iα) and triad frequencies. The frequencies of double-dominant triads are posi-
tively related to the propensity for top-ranked individuals to engage in more contests. Conversely, there are fewer pass-along triads in groups where top individ-
uals engage in more contests.
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triads (transitives become more common and cycles become 
more rare) and an increase in the frequency of pass-along tri-
ads. This may reflect a limitation of applying network motif 
analysis to highly dense networks—when networks are very 
dense, there are few incomplete triads (three nodes with less 
than three edges), and this could constrain the possible con-
formations of randomized networks. Thus, patterns of two-
edge triads could diminish, whereas patterns of complete 
triads become magnified. In turn, half of the variation in net-
work density was explained by relative observation effort 
(i.e. the average number of interactions observed per dyad). 
Thus, some of the apparent differences in dominance hier-
archy structure across animals may be a consequence of the 
study design: e.g. how many animals to observe and how 
much interaction data to collect. Including network density 
as a covariate in our analysis was important for teasing apart 
the artefactual and biological sources of variation in domi-
nance hierarchies.

Despite the potential confounding effects of network den-
sity, we were able to detect a significant effect of the behavior 
of top-ranked individuals (alpha individuals) on dominance 
hierarchy structure. In groups where alpha individuals en-
gaged in more contests, there were more double-dominant 
triads and fewer pass-along triads. As the interaction rate of 
the alpha individual increases relative to the other members, 
double-dominant triads may become more frequent, because 
two subordinates are not more likely to interact (i.e. A dom-
inates B and C, but B and C are not more likely to interact: 
figure 1). Similarly, pass-along triads may become less fre-
quent because they become transitive triads (i.e. A interacts 
with, and dominates, C: figure 1). These results support the 
idea that key individuals may have disproportionate influ-
ence on dominance hierarchies [25,46], and suggest that the 
presence of such ‘keystone individuals’ may be a prominent 
source of variations in dominance hierarchies across all types 
of animal groups.

Our analysis shows that the structure of dominance hier-
archies is not influenced by captivity—a striking result that 
suggests that artificial ecological conditions may not fun-
damentally alter the social dynamics that give rise to social 
hierarchies. We also did not detect quantitative differences 
among taxonomic groups in the structure of dominance hier-
archies; a surprising result considering that these are groups 
with clear qualitative differences in ecology, cognitive capac-
ity and sociality. Our results do not necessarily show that 
ecology and evolution do not matter in hierarchy formation. 
Rather, we suggest that social dynamics that are important 
in shaping hierarchy structure—e.g. the propensity of dom-
inant individuals to engage in more contests—are common 
across animals of most taxonomic groups and in captive and 
natural settings.

We also showed that group size had little effect on the 
network motif structure of dominance hierarchies. This find-
ing supports our previous assertion that group size does not 
affect the transitivity of dominance relations [27]. In the pre-
vious study, we showed that a negative correlation exists be-
tween group size and the linearity index [17], but this is an 
artefact of the data imputation routine (i.e. randomly fill-
ing in unknown data) used to calculate this index [27,28]. 
The imputation procedure introduces more bias towards 
intransitivity with increasing sparseness (the frequency of 
unknown dyads), and larger dominance networks tend to 
be more sparse [17]. The network motif method provides a 

more accurate basis for comparison of hierarchy structure be-
cause it avoids the pitfalls of filling in unknown data.

Group size has been thought to play an important role in 
the formation of dominance hierarchies for at least two rea-
sons. First, group size could affect the capacity for individual 
recognition, which, if present, could stabilize dominance hi-
erarchies [21,47]. Second, if dominance relations are decided 
by relative differences in competitive ability (resource hold-
ing potential), then larger groups should have less stable 
hierarchies, because the average difference between group 
members become small [4,19,48]. In fact, early theoretical 
work found that, for any realistic group size, dominance rela-
tions settled simply by pre-existing competitive asymmetries 
could produce linear hierarchies only under very stringent 
conditions that are rarely met (e.g. only when very slight dif-
ferences in competitive ability perfectly predict dominance 
relations) [9]. The current paradigm is that other social mech-
anisms such as winner and loser effects and third-party ef-
fects (bystander effects) all play some role in the emergence 
of dominance hierarchies [10,12,20,49,50]. Our finding that 
the interaction rate of alpha individuals influences domi-
nance structure, could be a reflection of how winner effects 
influences variations in hierarchy structure.

An important missing piece in our analysis is the tem-
poral component of hierarchy formation and maintenance—
how do the sequence of dominance interactions help struc-
ture hierarchies, and does this process vary across groups 
[18,51]? The over-abundance of double-dominant triads and 
under-abundance of pass-along triads align with an influen-
tial model of the sequential process of hierarchy formation. In 
a series of studies on hens and sparrows, Chase and co-work-
ers [36,51] found that double-dominant triads are over-rep-
resented, and pass-along triads are under-represented in the 
early stages of hierarchy formation. These biased patterns of 
two-edge triad motifs have important implications for the fi-
nal dominance hierarchy structure. If reversals in dominance 
relations are rare, cycles arise only from pass-along triads and 
double-dominant triads inevitably become transitive (figure 
1; [18,31,51]). Thus, the dearth of pass-along triads and abun-
dance of double-dominant triads in early sequences of inter-
actions could make the resulting social structure more likely 
to become completely transitive. This process suggests that 
orderliness may be well established before the complete set of 
interactions has occurred, i.e. while the interaction network is 
still very sparse [18,52]. Because published studies rarely pro-
vide the raw temporal sequence of contests, we could not ex-
plore the ontogeny of the dominance networks in our sample. 
However, this sequential information should be available for 
most datasets: researchers will almost inevitably record the 
time-ordered sequence of dominance interactions. We echo 
previous suggestions that temporal analysis of network dy-
namics could provide new avenues for comparisons of social 
processes across animal groups [53,54].

The social processes involved in animal contests have 
been of interest to evolutionary biologists for some time 
[3,55,56]. Despite the importance of dominance hierarchies 
to the theories of social evolution, this study is one of few 
comparative studies to look for general patterns across many 
species. We suggest that effectively linking theory to empiri-
cal data requires a multi-dimensional view of social structure 
that incorporates the dynamics of unobserved or unobserv-
able social interactions [27,28], as well as the temporal dy-
namics of how hierarchies emerge [18]. Network theory, and 
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network motif analysis in particular, provide useful tools 
for such endeavors. Network motifs have been widely used 
for analyses of large directed networks, including biological, 
technological and sociological systems, and have been par-
ticularly useful for identifying repeated organizational pat-
terns in complex systems [34,57,58]. Animal social networks 
with directed relations such as dominance networks and in-
formation processing networks [59] provide new perspec-
tives on the organization of complex systems. Because they 
are amenable to experimental and comparative studies, an-
imal social systems will help us understand how order and 
organization emerge across the spectrum from the simplest 
of social groups to the most complex of societies.

Data accessibility- All data matrices used in this study have been made 
available through the Dryad Digital Repository (doi: 10.5061/dryad.
f76f2).

Funding statement- This work was supported by a National Science Foun-
dation grant (no. DEB-0918736) and a University of Wyoming Flittie 
Sabbatical Award to D.B.M., and a Chicago Fellows Postdoctoral Fel-
lowship to D.S.

Acknowledgment - We are thankful for the Network Theory group at Uni-
versity of Wyoming and the Behavioral Ecology Laboratory group and 
Networks in Ecology and Evolution course at University of Nebraska–
Lincoln for fruitful discussions on early versions of this work.

References

1. Hawley PH. 1999 The ontogenesis of social dominance: a strat-
egy-based evolutionary perspective. Dev. Rev. 19, 97–132. (doi: 
10.1006/drev.1998.0470)

2. Savin-Williams RC. 1979 Dominance hierarchies in groups of early 
adolescents. Child. Dev. 4, 923–935. (doi: 10.2307/1129316)

3. Wilson EO. 2000 Sociobiology, 25th anniversary edn. Cambridge, 
MA: Belknap Press.

4. Chase I. 1980 Social process and hierarchy formation in small 
groups: a comparative perspective. Am. Sociol. Rev. 45, 905–924. 
(doi: 10.2307/2094909)

5. Ellis L. 1995 Dominance and reproductive success among nonhuman 
animals: a cross-species comparison. Ethol. Sociobiol. 16, 257–333. 
(doi: 10.1016/0162-3095(95)00050-U)

6. Drews C. 1993 The concept and definition of domi-
nance in animal behavior. Behaviour 125, 283–313. (doi: 
10.1163/156853993X00290)

7. Sapolsky RM. 2005 The influence of social hierarchy on primate 
health. Science 308, 648–652. (doi: 10.1126/science.1106477)

8. Buston P. 2003 Size and growth modification in clownfish. Nature 
424, 145–146. (doi: 10.1038/424145a)

9. Landau H. 1951 On dominance relations and the structure of ani-
mal societies: I. Effect of inherent characteristics. Bull. Math. Biol. 
13, 1–19.

10. Dugatkin LA. 1997 Winner and loser effects and the structure of 
dominance hierarchies. Behav. Ecol. 8, 583–587. (doi: 10.1093/
beheco/8.6.583)

11. van Doorn G, Hengeveld G, Weissing F. 2003 The evolution of so-
cial dominance I: two-player models. Behaviour 140, 1305–1332. 
(doi: 10.1163/156853903771980602)

12. Lindquist W, Chase I. 2009 Data-based analysis of winner–loser 
models of hierarchy formation in animals. Bull. Math. Biol. 71, 556–
584. (doi: 10.1007/s11538-008-9371-9)

13. Boehm C. 1999 Hierarchy in the forest: the evolution of egalitarian 
behavior, 1st edn. Cambridge, MA: Harvard University.

14. Schjelderup-Ebbe T. 1922 Beiträge zur sozialpsychologie des haus-
huhns. Z. Psychol. 88, 225–252.

15. Masure RH, Allee WC. 1934 The social order in flocks of the 
common chicken and the pigeon. Auk 51, 306–327. (doi: 
10.2307/4077659)

16. Appleby MC. 1983 The probability of linearity in hierarchies. Anim. 
Behav. 31, 600–608. (doi: 10.1016/S0003-3472(83)80084-0)

17. de Vries H. 1995 An improved test of linearity in dominance hier-
archies containing unknown or tied relationships. Anim. Behav. 50, 
1375–1389. (doi: 10.1016/0003-3472(95)80053-0)

18. Chase I. 1982 Dynamics of hierarchy formation: the sequential de-
velopment of dominance relationships. Behaviour 80, 218–240. 
(doi: 10.1163/156853982X00364)

19. Mesterton-Gibbons M, Dugatkin LA. 1995 Toward a theory of dom-
inance hierarchies: effects of assessment, group size, and varia-
tion in fighting ability. Behav. Ecol. 6, 416–423. (doi: 10.1093/
beheco/6.4.416)

20. Dugatkin LA, Earley RL. 2003 Group fusion: the impact of winner, 
loser, and bystander effects on hierarchy formation in large groups. 
Behav. Ecol. 14, 367–373. (doi: 10.1093/beheco/14.3.367)

21. Pagel M, Dawkins M. 1997 Peck orders and group size in laying 
hens: ‘futures contracts’ for nonaggression. Behav. Process. 40, 
13–25. (doi: 10.1016/S0376-6357(96)00761-9)

22. Chase I, Tovey C, Spangler-Martin D, Manfredonia M. 2002 Indi-
vidual differences versus social dynamics in the formation of an-
imal dominance hierarchies. Proc. Natl Acad. Sci. USA 99, 5744–
5749. (doi: 10.1073/pnas.082104199)

23. Ang TZ, Manica A. 2010 Unavoidable limits on group size in a 
body size-based linear hierarchy. Behav. Ecol. 21, 819–825. (doi: 
10.1093/beheco/arq062)

24. Balasubramaniam KN et al. 2012 Hierarchical steepness and phylo-
genetic models: phylogenetic signals in Macaca. Anim. Behav. 83, 
1207–1218. (doi: 10.1016/j.anbehav.2012.02.012)

25. Shi A, Hanser SF, McHugh KA. 2009 Social network theory: new in-
sights and issues for behavioral ecologists. Behav. Ecol. Sociobiol. 
63, 975–988. (doi: 10.1007/s00265-009-0725-6)

26. Flack JC, Girvan M, de Waal FBM, Krakauer DC. 2006 Policing sta-
bilizes construction of social niches in primates. Nature 439, 426–
429. (doi: 10.1038/ nature04326)

27. Shizuka D, McDonald DB. 2012 A social network perspective on 
measurements of dominance hierarchies. Anim. Behav. 83, 925–
934. (doi: 10. 1016/j.anbehav.2012.01.011)

28. Klass K, Cords M. 2011 Effect of unknown relationships on linear-
ity, steepness and rank ordering of dominance hierarchies: simu-
lation studies based on data from wild monkeys. Behav. Process. 
88, 168–176. (doi: 10.1016/ j.beproc.2011.09.003)

29. de Vries H, Stevens J, Vervaecke H. 2006 Measuring and testing 
the steepness of dominance hierarchies. Anim. Behav. 71, 585–
592. (doi: 10.1016/j.anbehav. 2005.05.015)

30. Bang A, Deshpande S, Sumana A, Gadagkar R. 2010 Choosing an 
appropriate index to construct dominance hierarchies in animal so-
cieties: a comparison of three indices. Anim. Behav. 79, 631–636. 
(doi: 10.1016/j.anbehav.2009.12.009)

31. McDonald DB, Shizuka D. 2013 Comparative transitive and tempo-
ral orderliness in dominance networks. Behav. Ecol. 24, 511–520. 
(doi: 10.1093/ beheco/ars192) 



10 Shizuka & McDonald in J .  Royal  Society  Interface  12  (2015) 

32. Holland PW, Leinhardt S. 1976 Local structure in social networks. 
Sociol. Methodol. 7, 1–45. (doi: 10. 2307/270703)

33. Milo R, Shen-Orr S, Itzkovitz S, Kashtan N, Chklovskii D, Alon U. 
2002 Network motifs: simple building blocks of complex networks. 
Science 298, 824–827. (doi: 10.1126/science.298.5594.824)

34. Milo R, Itzkovitz S, Kashtan N, Levitt R, Shen-Orr S, Ayzenshtat I, 
Sheffer M, Alon U. 2004 Superfamilies of evolved and designed net-
works. Science 303, 1538–1542. (doi: 10.1126/science.1089167)

35. Kendall MG, Babington Smith B. On the method of paired compar-
isons. Biometrika 31, 324–345. (doi: 10.1093/biomet/31.3-4.324)

36. Artzy-Randrup Y, Fleishman SJ, Ben-Tal N, Stone L. 2004 Comment 
on ‘network motifs: simple building blocks of complex networks’ 
and ‘superfamilies of evolved and designed networks’. Science 305, 
1107. (doi: 10.1126/science.1099334)

37. Wasserman S, Faust K. 1994 Social network analysis: methods and 
applications. Cambridge, UK: Cambridge University. 

38. Stouffer DB, Camacho J, Jiang W, Nunes Amaral LA. 2007 Evidence 
for the existence of a robust pattern of prey selection in food webs. 
Proc. R. Soc. B 274, 1931–1940. (doi: 10.1098/rspb.2007.0571)

39. McArdle BH, Anderson MJ. 2001 Fitting multivariate models to 
community data: a comment on distance-based redundancy analy-
sis. Ecology 82, 290–297. (doi: 10.1890/0012-9658(2001)082[0290: 
FMMTCD]2.0.CO;2)

40. David HA. 1987 Ranking from unbalanced pairedcomparison data. 
Biometrika 74, 432–436. (doi: 10. 1093/biomet/74.2.432)

41. Gammell MP, de Vries H, Jennings DJ, Carlin CM, Hayden TJ. 2003 
David’s score: a more appropriate dominance ranking method than 
Clutton-Brock et al.’s index. Anim. Behav. 66, 601–605. (doi: 10. 
1006/anbe.2003.2226)

42. Oksanen J et al. 2015 vegan: community ecology package. R pack-
age version 2.2–1. See http://CRAN. R-project.org/package=vegan.

43. R Core Team. 2014 R: a language and environment for statistical 
computing. Vienna, Austria: R Foundation for Statistical Comput-
ing. See http:// www.R-project.org/. 

44. Scott J, Lockard JS. 1999 Female dominance relationships among 
captive western lowland gorillas: comparisons with the wild. Be-
haviour 136, 1283–1310. (doi: 10.1163/156853999500721)

45. Chase I. 1982 Behavioral sequences during dominance hierarchy 
formation in chickens. Science 216, 439–440. (doi: 10.1126/sci-
ence.216. 4544.439)

46. Modlmeier AP, Keiser CN, Watters JV, Sih A, Pruitt JN. 2014 The key-
stone individual concept: an ecological and evolutionary overview. 
Anim. Behav. 89, 53–62. (doi: 10.1016/j.anbehav.2013. 12.020)

47. Barnard C, Burk T. 1979 Dominance hierarchies and the evo-
lution of ‘individual recognition’. J. Theor. Biol. 81, 65–73. (doi: 
10.1016/0022-5193(79) 90081-X)

48. Ang TZ, Manica A. 2010 Aggression, segregation and stability 
in a dominance hierarchy. Proc. R. Soc. B 277, 1337–1343. (doi: 
10.1098/rspb.2009.1839) 

49. Rutte C, Taborsky M, Brinkhof MWG. 2006 What sets the odds of 
winning and losing? Trends Ecol. Evol. 21, 16–21. (doi: 10.1016/j.
tree.2005.10.014) 

50. van Doorn GS, Hengeveld GM, Weissing FJ. 2003 The evolution of 
social dominance II: multi-player models. Behaviour 140, 1333–
1358. (doi: 10.1163/ 156853903771980611)

51. Chase I, Rohwer S. 1987 Two methods for quantifying the devel-
opment of dominance hierarchies in large groups with applications 
to Harris’ sparrows. Anim. Behav. 35, 1113–1128. (doi: 10.1016/
S0003-3472(87)80168-9)

52. Faust K. 2010 A puzzle concerning triads in social networks: graph 
constraints and the triad census. Soc. Networks 32, 221–233. (doi: 
10.1016/j.socnet. 2010.03.004)

53. Blonder B, Wey TW, Dornhaus A, James R, Sih A. 2012 Temporal 
dynamics and network analysis. Methods Ecol. Evol. 3, 958–972. 
(doi: 10.1111/j. 2041-210X.2012.00236.x)

54. Pinter-Wollman N et al. 2014 The dynamics of animal social net-
works: analytical, conceptual, and theoretical advances. Behav. 
Ecol. 25, 242–255. (doi: 10.1093/beheco/art047)

55. Maynard Smith J, Price GR. 1973 The logic of animal conflict. Na-
ture 246, 15–18. (doi: 10.1038/ 246015a0)

56. Maynard Smith J, Parker GA. 1976 The logic of asymmet-
ric contests. Anim. Behav. 24, 159–175. (doi: 10.1016/
S0003-3472(76)80110-8)

57. Alon U. 2007 Network motifs: theory and experimental ap-
proaches. Nat. Rev. Genet. 8, 450–461. (doi: 10.1038/nrg2102)

58. Shen-Orr SS, Milo R, Mangan S, Alon U. 2002 Network motifs in the 
transcriptional regulation network of Escherichia coli. Nat. Genet. 
31, 64–68. (doi: 10.1038/ng881)

59. Waters JS, Fewell JH. 2012 Information processing in social insect 
networks. PLoS ONE e40337. (doi: 10. 1371/journal.pone.0040337)


	University of Nebraska - Lincoln
	DigitalCommons@University of Nebraska - Lincoln
	4-2015

	The network motif architecture of dominance hierarchies
	Daizaburo Shizuka
	David B. McDonald

	Shizuka RSIF 2015 Network motif--DC VERSION.indd

