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ABSTRACT RERTEICY

Much current research within Behavioral Decision ‘Theory suggests
that the intuitive judge and decision-maker ' utilises a wide range
of simplifying strategies (heuristics) in order to reduce the
information-processing demands upon his or her limited cognitive
capacity. While such strategies are assumed to be valid, their
operation 1s often held to account for severe and systematic 'errors'
of judgement. Such 'errors' are typically referred to as biases,
and, it is arqued here, demonstrations of biasés have recently
been interpreted,both within and outside psychology, as evidence of
a general cognitive fallibility on the part of the human judge
and decision-maker (the 'cognitive cripple' hypothesis).

A critique of the heuristics, biases, and bounded rationality
model outlines a number of theoretical and empirical difficulties
associated with the research paradigm. - 1In particular it is concluded
that, although the use of any specific heuristic may be seen as
dysfunctional under some task conditions, this need not often or
always be the case,. It is also argued that the lack of direct
empirical investigations of the functional aspects of heuristic
use represents a fundamental déficiency within the Behavioral
Decision Theory literature.

A multi-methodological programme of empirical research investigates
one functional implication of heuristic use: ' that of individual
choice efficiency in the classical risky choice paradigm. Results
indicate that there does indeed appear to be a functional dimension
to heuristic use in the context of randomly or factorially generated
gambles, The implications of the results for general modelg of
risky choice, and the heuristics and biases paradigm, are discussed.
It is concluded that the question of the cognitive  fallibility, or
otherwise, of the individual judge and decision-maker'is far from
resolution, and that the:'cognitive cripple' hypothesis may be an

untenable generalisation.
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INTRODUCTION

The thirty years since the publication of Ward Edwards' (1954a)
seminal article, The Theory of Decision, have seen a rapid development
of the scientific study of human judgement and decision-making. Today
the subject is not only of interest to psychologists, but also to
students of a wide variety of disciplines: for example, engineering,
medicine, operations research, economics and management science.
Indeed, the rapid growth of Behavioral Decision Theory (cf. Edwards,
1961) is a testimony to the many stimulating theoretical and empirical
issues that have emerged over this period. A cursory survey reveals,
as with any academic discipline, competing theories and methodologies
(with their associated protagonists, and hard fought battles),
contradictory conclusions, promising areas yet to be explored, and
once-promising areas that have been studied to extinction.

The current dissertation is an inquiry, both theoretical and
empirical, into perhaps the central meta-theoretical question to
have preoccupied researchers within the field of Behavioral Decision
Theory: the fallibility, or otherwise, of intuitive judgement and
decision-making.

In an early review, Peterson and Beach (1967) offer the following
conclusions:

'Experiments that have compared human.inferences with
those of statistical man show that the.anormative model
provides a good first approximation for a psychological
theory of inference. Inferences made by subjects

are influenced by appropriate variables and in
appropriate directions' (Peterson and Beach, 1967,

Pp. 42-43). ~ + o

However, ten years later,Slovic, Fischhoff, and Lichtenstein.(1977)

paint a somewhat more pessimistic picture:

Tl
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'. .. the view of humans as good intuitive statisticians
is no longer paramount. A psychological Rip van Winkle
who dozed off after reading Peterson and Beach (1967)
and roused himself only recently would be startled by
the widespread change of attitude exemplified by
statements such as "...man's cognitive capacities are
not adequate for the tasks which confront him"™ (Hammond,
1974, p. .4), or "... people systematically violate the
principles of rational decision-making when Jjudging
probabilities, making predictions, or otherwise
attempting to cope with probabilistic tasks™ (Slovic,
Fischhoff and Lichtenstein, 1976, p. 169)"' (Slovic,
Fischhoff, and Lichtenstein, 1977, p. 3).
The contrast between these two quotations is clear. 1In the
intervening years of Rip van Winkle's slumber the view of the
individual as a (fairly) rational intuitive judge and decision-
maker had been widely challenged. According to the more recent

view the individual is characterised by a degree of (imputed)
incompetence, sometimes succeeding, but sometimes apparently failing,
to adhere to- some of the simplest of the principles of ‘'rational'’
inference and decision. In sum, the current model of the individual
sugéests that he or she is a biased and ‘'sub-optimal' judge and

decision-maker.

In hindsight it is apparent that in the late 1960s and early
1970s Behavioral Decision Theory experienced its first major paradigm
shift. If there is a seminal_artiele that marks that shift it is
the highly influential work of Tversky and.Kahneman, Judgment Under
Uncertainty: Heuristics and Biases (1974; -see also Slovic, 1972,
for an earlier, but similar work). : Indeed, Tversky and Kahneman
have latterly been described by Jerome Bruner as decision-making's
‘own revisionists' (1979, p. 93). . It is the paradigm prompted by -
the work of these researchers and their colleagues:(which is termed
here the heuristic:;-,E biases, and bounded rationality model) that.-
will Eé the focus of .the critical. review, and subsequent empirical

studies, to be reported here. . -.=.. .
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This dissertation is organised into eight principal Chapters,
which conceptually divide into two sub-groups. Chapters 1 to 4
inclusive review, and present a critique of, the relevant literature
within Behavioral Decision Theory. Chapters 5 to 8 inclusive report
the empirical programme arising from the critique, and the prinqipal
conclusions to be drawn from the research.

The four review Chapters follow, broadly, an historical
progression. The dissertation commences, in Chagfer 1, not with
psychology, but with a brief discussion of the mathematical origins
of the normative concepts of probability and utility, both of which
are central to the development of Behavioral Decision Theory as an
empirical science. Chapter 2 charts research conducted during the
initial period of that development, from approximately the early
1950s to the later 1960s. The principal focus in this second
Chapter, reflecting as it does the dominant empirical paradigm of
this period, is the question of the descriptibn, in terms of models
derived from the normative theories of probability and utility,
of individual decision-making under risk.

In Chapter 3 we document the alternative paradigm, the heuristics,
biases, and bounded rationality model, that arose in the early 1970s
in response to the apparent psychological sterility of the early
normative-based, descriptive models of human inference and decision.
This is followed, in Chapter 4, by an extensive critique of the current
interpretation typically plal:ed upon the cumulative findings of the
heuristics.and biases research. In addition to a number of general
criticisms, the argument here focuses upon the contention that the
lack of direct empirical investigations of the functional aspects

of heuristic use represents zbasic deficiency within the current

,..IF

Behavioral Decision Theory literature.
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The empirical programme represents a direct response to the
deficiency identified in the critique. The approach adopted across
the studies is expressly multi-methodological. In Chapter 5 a
simple investigation of individual choice efficiency in the context
of randomly generated sets of risky options (matrices) is reported.

By investigating performance in this particular context this study

is relevant not only to the heuristics, biases, and bounded rationality
model discussed in Chapters 3 and 4, but alsoa number of issues raised
in Chapter 2, during the discussion of early research into decision-
making under risk. In a second empirical study, reported in

Chapter 6, process-tracing methods are employed to investigate
individual choice processes in the matrix task. A subsidiary,
computer simulation study, arising from the behavioural model of

the choice process constructed from the process-tracing data, is
reported in Appendix B7. Finally, Chapter 7 documents a thirq
behavioural study, exploring one i@plication of the process-tracing
model.

The principal conclusions to be drawn from the research programme
reported in this dissertation are reviewed and discuséed in -
Chapter 8. The findings are discussed in the context of both
general models of risky choice and the heuristics, biases, and

bounded rationality model.

e



CHAPTER 1
HISTORICAL ORIGINS 1

PROBABILITY AND UTILITY THEORY

I. Introduction

Our review commences not with psychology, but with a cursory
survey of early theories of probability and utility. Although
philosophers have been concerned for centuries with the problem
of the logical determinants of rationality, the first mathematical
treatments of this issue can be traced to statistics and economics.
Particularly relevant are the formal theories of probability,
which have arisen primarily from the former discipline, and utility
from the latter. As we shall see in the following Chapters, the
concepts of probability and utility are central to the initial
development within psychology of Behavioral Decision Theory, and

today continue to influence its development. Hammond, McClelland,

and Mumpower comment that:

'The study of judgement and decision-making has two
primary sources - economics and psychology. And
mathematics hovers above, beyond, or around them,
thus providing the logical context for the study

of judgement and choice' (Hammond, McClelland, and
Mumpower, 1980, p. 21).

We shall defer, for the present at least, the difficult question
of whether mathematics does provide a suitable 'logical context'’
within which to describe, or even prescfibe, judgement and decision
behaviour (although see March, 1978).- The aim in the current
Chapter is more limited; specifically, to review some of the early
developments within étatistics éndie;onomics that have culminated “H‘
in the modern concepts of probability and utility, and proéide'th§1

mathematical' framework upon which Behavioral Decision Theory, and



mathematical decision theory (e.g. Raiffa and Schlaifer, 1961:
De Groot, 1970) are based. For current purposes the treatment of
these is illustrative rather than exhaustive,

This Chapter is organised in three sections. In the first
section the common probability concepts are discussed. The second
section outlines the development of the modern theory of utility.
Finally, a short conclusion section notes the normative implications

of these concepts for behavioural research.

II. On Probabilitx and the Doctrine of Chances

Central to statistics, and hence to decision-making, is the
notion of probability. Its formal definition is not without
considerable controversy, despite its common usage within everyday‘
discourse. At least four major definitions, and countless minor
ones, are evident in the statistical literature. In keeping

with the generally accepted terminology, these major approaches

will be referred to as follows: classical, frequency, subjective,

and logical probability (e.g. see Barnett, 1973; Hacking, 1975;

Weatherford, 1§82).
i. Classical Probability

The concept of mathematical probability first dates from early
studies of the age-old art of gambling. Thehsixteenth-century
Italian mathematician Cardano (see Ore, 1953)1 intrpduced, and
Laplace (1820/1951) subsequently formalised, the classical definition
of probability; i.e. the ratio of favourable outcomes in a game
of chance to the total number of possible equally likglyﬁoutcomes.‘~
Thus, the probability of throwing two sixes gitbrtwgkdigg is obtéined
by dividing the number of ways ;n whichitwo‘siﬁes can'be obtaiqgh;L

(i.e. one) by the total number of possible oggcpmesutﬁhirtyfsix).,



Assuming that all outcomes are equally likely with an unbiased
dice, the probability is therefore 1/36. However, the classical
definition is not without serious limitations, both practically
and theoretically. In practical terms it limits the scope of
probability calculations only to those situations where all outcomes
are equally likely. Such a restriction makes the classical approach
untenable as a general definition of probability, since many
mutually exclusive events will not be equally likely: £for example,
when a dice is biased. Theoretically, the classical definition is
in effect circular, since the term equally likely means, if it is
to mean anything at all, equally probable. ~ While undoubtedly useful
to gamblers in Cardano's time, and to those who gamble today, the
classical definition is primarily of historical interest only to
modern statisticians. The lasting legacy of the classical approach
is, however, the probability calculus; for example, the specification
that probability'be mathematically represented as a number between
nought and one, and the various combinatorialzrules. The calculus
is today little changed from its early 'clasgical' form,
ii. Relative Frequency Probability

The relative frequency definition of pfobability arose primarily'
as a result of the problems associated with the classical approach.
It is attributed by Barnett (1973) to John Venn (see Venn, 1888),
although Raiffa (1968) notes that Denis Poisson utilised a similar
definition as early as 1837. Specifically, probability is defined
to be the limiting value of the relative frequency of favourable
outcomes over an infinite series of identical trjals. By providing
an empirical basis for probability assessment,’ the relative frequencﬁ
approach renders problems such as that of biased dice mathematically -

tractable., That is, the probability of two siies:is_approximated



by the relative number of times that two sixes occur over a long
series of pairs of throws, and if the dice are biased this value
should deviate - from 1/36.

From a scientific perspective, the relative frequency approach
1s much in keeping with the empiricist tradition, and it is often
held by its proponents to be the only objectively valid basis for
probability. While such a position is clearly somewhat
tautological, the relative frequency approach has undoubtedly been,

and still is, of considerable practical value in circumstances

where long-run data are available,
Vs

iii. Subjective Probability

Subjective, or personal, probability is perhaps the most
important from a psychological perspective. In contrast to the
frequentist approach, subjective probability emphasises the notion
of probability as personal degree-of-confidence (Bernoulli, 1713),
or degree-of-belief (De Morgan, 1847), in the occurrence of an event,
Thus, probability is viewed as a behaviaural, as opposed to a purely
empirical, construct: that is, resulting from an individual's
state of knowledge about the world, rather than being an objective
property of the world. Thus, the subjective probability of any
event can legitimately vary across individuals as a function of
their knowledge of that event.

While subjective probability is an intuitively plausible, and
psychologically unobjectionable concept, its mathematical treatment,
and in particular the central question of its measurement, remains
a controversial issue within statisticsi’” Formal treatment of this

_...q'!'d'
. !.*

problem was flrst attempted, independently,iby Ramsey (192&/1964)

. €

and De Flnetti (1937/1964) Both authors, 'in‘an attempt to

axiomatise a numerical measure of subjective probability, introduce

'y, 8™



the idea that its measurement can proceed from an analysis of an
individual's preferences amongst bets. Both also comment upon
the central notions of coherence and consistency. For an individual's
subjective probabilities to be subject to numerical representation,
and if they are to conform to the probability calculus, his or her
preferences amongst bets (and hence by implication his or her
subjective probabilities) must be both coherent and consistent.
Coherence requires that the subject be rational to the extent
that the relationships between his or her subjective probabilities
do not allow the possibility of the construction of a bet that is
preferred, but that entails a certain loss. For example, if
P(E) is not equal to its complement 1 - P(E) then a 'Dutch Book'®
can be constructed, conditional upon the event E, where the
individual is bound to lose whatever happens (e.g. see Weatherford,
1982, V.1). Consistency requires that an individual's preferences
be logically non-contradictory: for example, they must be
transitive. These requirements are generally expressed in terms
of a number of commonsense axioms to which the individual'é
preferences must adhere (e.g. see Savage, 1954, for the most
generally accepted axiom system).

It is important to note that the theory of subjective
probability, while having considerable behavioural significance,
is primarily normative. The coherence and consistency axioms

are an attempt to define formally rational probability judgement.

b

As De Finetti comments:

'.eo it is essential to point out that [subjective]
probability theory is not an attempt to describe |
actual behavior::  its subject is coherent behavior,.
and the fact that people are only more or less
coherent is inessential' (De Finetti, "1964, p. 111;
emphasis added).




The question of whether people are more or less cohergﬁt is
clearly not a central question for the statistician. However,
for the psychologist investigating decision-making this issue is
important, as we shall see at a later stage.
iv. Log ical‘ Probability
The final approach to probability, that of the logical or

'necessary' school (e.g. Carnap, 1950; Jeffreys, 1961; Keynes,
1921), appears, in its strict form, to be the least relevant to
behavioural issues, Logical probability addresses the degree of
logical implication that exists between statements. Explicit in
this view is the conditional notion of prdﬁability as the rational
conviction in the truth of any particular statement given other
information; for example, the probability that an hypothesis is
true given a certain body of data. As such logical probability
is viewed by its proponents as an extension of formal logic,.and
therefore independent of any personal, subjective interpretation.
Given a set of data thefe ls one, and only one, degree of truth
that can be assigned to‘an hypothesis, For current purposes,ﬁit
will be sufficient to note here that the logical school has been
influential upon the development of subjective probability by way
of its elaboration of formal Bayesian methods (e.g. see Lindley,
1965a, 1965b) for updating probabiiity estimates in tﬁejliéht qf
new information. I t r

. We shall not give a detailed account of the theéfefical i
controversies that surround the four appfdédhes (seeﬁﬁéétherford,*
1982, for an illuminating philosophicéltéccouﬁti} Igiis impaftéﬁfh |
to note in summa;y, however, tﬁaf the foﬁrdéef{ﬁiﬁiﬁbéwéke;ﬁét
necessarilf mutually exclusive; forreiaﬁﬁlé, ihérclaéé}Eéik

. Ce .‘ . . b 2 '« . . - * :—;I‘ .,‘. _-: 3 o |211*
definition might be viewed as one variant of the logical approach”,.



Furthermore, the probability calculus is relatively undisputed

across all four approaches. Where differences between the approaches
do appear, their influence is manifest most directly at'a practical
level. The classical approach is limited to situations ;£ere
equally likely outcomes can be relatively unambiguously defined.
While the relative frequency concept does not suffer from this
particular limitation, its applicability is also limited if

guidance is required with respect to the large class of unique, or
vaguely defined ,events that gften face the practical decision-maker.
From a logical perspective this latter problem is more tractable,
although n6t necessarily straigh;forward: ch;t is, the decision-
maker should seek to evaluate the logical deqree of confidence in

the statement in question, as implied by the available, relevant
evidence, The logical approach may, however, be unsatisfactory in
practice for a number of reasons. For example, the body of evidence
- considered relevant to the problem may be large and of variable
reliabilitf, the weight to be applied to any given ﬁiece of evidence
may be difficult to ascertain except in a subjective sense, and

there may be doubts as to exactly what constitutes relevant evidence
anyway! It is perhaps the greatest advantage of the subjective
approach that it does provide at least rudimentary guidance under
such circumstances. Since all probabilities are degrees-of-belief,
simply ask the decision-maker what he or she feels the probability
is. Or,for complete methodological rigour,perhaps construct a
number of hypothetical wagers conditional upon the event in question.
However, precisely who the decision-maker should be, and whom we

choose to believe 1f two people legitimately produce significantly

different estimates, is another matter, and one not without considerable

;
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practical significance. Of course, where sufficient empirical
data are available, there may in fact be little practical difference
between the subjective, logical and relative frequency approaches.,
Where it is not, the decision-maker may have difficulty in choosing
an appropriate method.

The conclusion that might be usefully drawn from the preceding
discussion is that for all practical purposes no single definition
of probability will suffice (see Bartlett, 1962). Consequently, it
becomes a matter of judgement as to the most appropriate approach
to adopt in any given situation. Nevertheless, all four
perspectives are primarily normative. For the practical scientist,
then, utilising any one particular definition entails adopting,
implicitly or explicitly, a specific normative framework. Three
basic frameworks are evident: logical, empirical and coherence/
consistency. The logical and classical approaches prescribe
probability judgement on <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>