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ABSTRACT 

The frequency spectrum is, and always will be, a finite and scarce 

resource, thus there is a fundamental limit on the number of radio channels 

which can be made available to mobile telephony. It is essential, therefore, 

that Cellular Land Mobile Radio systems utilise this commodity efficiently, 

so that a service can be offered to as large a subscriber community as 

possible. The public demand for mobile telephony has so far exceeded capacity 

forecasts for the first generation of mobile cellular communications 

networks, and analysts are now predicting that there could be 10 million 

users in the UK alone by the year 2000. Consequently, the next generation of 

cellular networks and future Personal Communication Networks (peN's) will be 

beset with the problem of severe spectral congestion as the subscriber 

community expands. 

In this thesis a multiple beam adaptive base-station antenna is proposed 

to complement other solutions, such as spectrum efficient modulation, 

currently being developed to meet the proliferating demands for enhanced 

capacity in cellular networks. This novel approach employs an antenna array 

capable of resolving the angular distribution of the mobile users as seen at 

the base-station site, and then utilising this information to direct beams 

towards either lone mobiles, or groupings of mobiles, for both transmit and 

receive modes of operation. The energy associated with each mobile is thus 

confined to an addressed volume, greatly reducing the amount of co-channel 

interference experienced from and by neighbouring co-channel cells. In this 

study, a figure of merit is established for the proposed base-station antenna 

with respect to a conventional omni-directional antenna. A statistical 

propagation model is employed and the results indicate that a significant 

increase in the spectrum efficiency, or capacity, of the network is 

attainable. The task of resolving the location of the mobile user is 

fundamental to the operation of the proposed antenna system. Therefore, with 

the aid of computer simulations and an experimental test rig, the ability to 

estimate the azimuth bearing of a mobile test source in a typical urban 

environment is demonstrated. Further to this, the results of the field trials 

provide a revealing insight into the signal scattering conditions which 

prevail in an urban locality. 



To my mother and to the memory of Baggins 



ACKNOWLEDGEMENTS 

Over the last three years there have been so many people who have 
contributed to this piece of work either directly or indirectly, that it is 
difficult to know where to start the acknowledgements. The best place is 
usually at the beginning, and so this honour must go to Professor 
J.P. McGeehan who was the first person at Bristol to seriously consider the 
potential advantages to be gained with advanced base-station antenna 
technology, and secured a project funded by the UK SERC. As director of the 
Centre for Communications Research, Professor McGeehan has also provided 
invaluable support and made so much possible. I would also like to extend my 
thanks to the UK SERC for their financial support. 

My supervisor over the first two years was Dr. D.J. Edwards, and 
throughout this period his enthusiasm and input to the project was much 
appreciated. 

For the last two years, the work has been funded as a CASE Award with 
the Antennas Group at British Telecom Research Labs. (BTRL), Martlesham. The 
head of the group is Miles Butcher who, as my industrial supervisor, has made 
a significant contribution to the work. I am also extremely grateful to the 
other members of the group, and in particular Ian Rose and Roger Stuckey. My 
special thanks also go to John who runs the long test range, since without 
his help and endless patience, the array manifold measurements in chapter 6 
would not have been as successful. 

The construction of the OF test rig and subsequent trials brought the 
project to a suitable conclusion, and this was achieved with the valuable 
assistance of many individuals: Philip Mattos of INMOS (Bristol) for the 
donation of the Transputer Board, John MacLeod for the power amplifiers, Tony 
Ward and his crew at Graseby Dynamics for many fruitful discussions on the OF 
process, Geoff Hilton for the patch antenna design, Bob Butler for the dipole 
array, and finally, Ross Wilkinson and the crew of the "DORMOUSE" hot air 
balloon for the photograph in figure 6.22. I would like to thank Bob Butler 
in particular for his assistance throughout the field trials. 

My colleagues in the Centre for Communications Research have proved to 
be invaluable over the last three years, providing a wealth of experience in 
all aspects of mobile communications. I would like to thank in particular my 
fellow postgraduates for many inspirational beers. 

I would now like to express my special thanks to two people who have 
been very close to me over the last few years. Firstly to Alison, whose 
unceasing support is much appreciated. Although a mathematician, her superior 
grasp of written English has saved many sentences in this thesis and, as a 
Quantity Surveyor, her skills also proved invaluable, enabling the height of 
the base-station site to be accurately measured. Also, my thanks go to my 
flatmate, Darren, for never taking me too seriously, especially through the 
endless period of writing up. 

Finally, I would like to express my special thanks to Dr. Mark Beach, 
who has contributed in so many ways to this piece of work that it would be 
impossible to list them all here. As my supervisor for the final year, he has 
had the unenviable task of reviewing this manuscript, and for this alone, he 
has my sincerest thanks. 



DECLARATION 

Unless otherwise acknowledged, the content of this thesis is the 

original work of the author. None of the work in the thesis has 

been submitted by the author in support of an application for 

another degree or qualification at this, or any other University 

or institute of learning. 

Simon C. Swales 

COPYRIGHT 

This copy of the thesis has been supplied on the understanding 
that anyone who consults it is aware of their obligations under 
copyright, Le. that no quotation and no information derived from 
it may be published without the author's prior consent. 



CONTENTS 

List of Figures 
List of Tables 
Glossary 

ix 
xiii 
xiv 

1 

2 

3 

4 

INTRODUCTION 

1.1 The Evolution of Mobile/Personal Communications 
1.2 Spectrum Efficiency 
1.3 Outline of Thesis 

ANTENNA ARRAYS FOR CELLULAR BASE-STATIONS 

2.1 Adaptive Antenna Arrays 
2.2 Advanced Base-Station Antenna Design 

2.2.1 Antenna Diversity 
2.2.2 Optimum Combining 
2.2.3 Multiple Beams 

2.3 The 'Smart' Base-Station Antenna 

POTENTIAL CAPACITY ENHANCEMENT WITH THE "SMART" 
BASE-STATION ANTENNA 

1 

1 
5 
8 

12 

12 
13 
13 
15 
18 
20 

26 

3.1 Preliminaries 27 
3.2 Modelling the Co-channel Interference Environment 30 

3.2.1 Geometrical Propagation Model 32 
3.2.2 Statistical Propagation Model - One Co-channel Cell 36 
3.2.3 Statistical Propagation Model - Six Co-channel Cells 39 

3.3 Conclusions 42 

DIRECTION FINDING IN THE CELLULAR LMR ENVIRONMENT: 
AN INTRODUCTION 

4.1 Angle of Arrival Estimation with Antenna Arrays 
4.1.1 The Fourier Method (FM) 
4.1.2 Maximum-Likelihood Method (MLM) 
4.1.3 Maximum-Entropy Method (MEM) 
4.1. 4 Eigenstructure Methods 

4.2 Comparison of DF Algorithms 
4.3 Factors Affecting Performance 

4.3.1 Array Manifold 
4.3.2 Temporal Averaging 
4.3.3 Coherent Multipath 

4.4 Application in a Cellular Radio Environment 

- vi -

45 

46 
47 
51 
52 
55 
62 
65 
65 
65 
66 
67 



5 

6 

7 

DIRECTION FINDING IN THE CELLULAR LMR ENVIRONMENT: 
A COMPUTER SIMULATION STUDY 

5.1 Urban Communications 
5.1.1 Local Scattering Environment 
5.1.2 Co-Channel Interference 
5.1.3 Mutual Coupling 
5.1.4 Receiver Channel Mismatch 
5.1.5 Performance of DF Algorithms in an 

Urban Environment 
5.2 Suburban/Rural Communications 

5.2.1 Discrete Multipath Environment 
5.2.2 Performance of OF Algorithms in a 

Suburban/Rural Environment 
5.3 The Ability to Track a Single Mobile Source 

5.3.1 Urban Communications 
5.3.2 Suburban Communications 
5.3.3 Rural Communications 

5.4 Simulation of an FDMA Scheme 

DIRECTION FINDING IN THE CELLULAR LMR ENVIRONMENT: 
AN EXPERIMENTAL SYSTEM 

6.1 Four Channel DF Receiver 
6.1.1 Antenna Array 
6.1.2 RF Front End 
6.1.3 70 MHz IF Stage 
6.1.4 Baseband Processing 
6.1.5 Analogue-to-Digi tal Conversion 
6.1.6 Off -line AOA Estimation 
6.1.7 Mobile Test Source 

6.2 Array Manifold Measurement 
6.3 Field Trials 

6.3.1 Trial I - Cathedral Car Park 
6.3.2 Trial II - Great George St. 
6.3.3 Trial III - Charlotte St. South 
6.3.4 Trial IV - Park St. 
6.3.5 Trial V - Berkeley Square 

6.4 Conclusions 
6.4.1 Comparison of Simulation Results with Field Trials 
6.4.2 Characteristics of the Urban Environment 
6.4.3 Implementation Issues 

IMPLEMENTATION ISSUES 

7.1 Base-Station Hardware 
7.2 Modulation Format 

7.2.1 Narrowband Modulation 
7.2.2 Wideband Modulation 

7.3 Beamforming 
7.3.1 Potential Antenna Configuration 
7.3.2 Fixed Multiple Beams 
7.3.3 Active Multiple Beams 
7.3.4 Digital Beamforming 

- vii -

72 

73 
73 
79 
80 
81 

82 
101 
101 

102 
108 
110 
115 
118 
118 

123 

124 
124 
131 
133 
135 
137 
141 
141 
144 
156 
161 
164 
170 
175 
179 
185 
185 
187 
187 

191 

192 
196 
196 
198 
199 
202 
204 
208 
210 



8 DISCUSSION 

8.1 Summary 
8.2 Future Work 
8.3 Value Added Services 
8.4 Concluding Remarks 

APPENDIX A Adaptive Antenna Array Fundamentals 

APPENDIX B "The Performance Enhancement of Multi-Beam 
Adaptive Base-Station Antennas for Cellular 
Land Mobile Radio Systems", IEEE Transactions 
on Veh. Techno!., Vo!.VT-39, No.1, Feb. 1990. 

APPENDIX C The Basic Signal Model 

APPENDIX D Formation of the Vector d for KuTu Algorithm 

APPENDIX E Summary of Algorithms for AOA Estimation 

APPENDIX F Calculation of Mutual Impedance Matrix 
for an Antenna Array. 

APPENDIX G Forward/Backward Spatial Smoothing for AOA 
Estimation in a Discrete Multipath Environment 

APPENDIX H Extension of Basic Signal Model for Multiple 
Sources in an FDMA Communications Scheme 

APPENDIX I Calculation of SNR at Receiver Input 

APPENDIX J List of Publications 

- viii -

214 

214 
217 
220 
223 

224 

226 

239 

243 

246 

247 

249 

255 

261 

264 



Fig. 1.1: 
Fig. 1.2: 
Fig. 1.3: 

Fig. 1.4: 

Fig. 2.1: 
Fig. 2.2: 

Fig. 2.3: 
Fig. 2.4: 

Fig. 3.1: 
Fig. 3.2: 
Fig. 3.3: 
Fig. 3.4: 

Fig. 3.5: 

Fig. 4.1: 
Fig. 4.2: 

Fig. 4.3: 

Fig. 5.1: 

Fig. 5.2: 
Fig. 5.3: 

Fig. 5.4: 

Fig. 5.5: 

Fig. 5.6: 

Fig. 5.7: 

Fig. 5.8: 

Fig. 5.9: 

Fig. 5.10: 
Fig. 5.11: 

LIST OF FIGURES 

CHAPTER 1 

Hexagonal cellular layout with a 7 cell cluster. 
Cell splitting a hexagonal floor plan. 
Cell sectorisation using directional antennas: 

o 0 
(a) 120 ; (b) 60 . 
Controlling energy overspill using antenna arrays. 

CHAPTER 2 

Tracking mobiles with multiple beams. 
Rejection of co-channel interference with: 
(a) optimum combining; (b) single independent beam. 
Multiple beam assignment within a cell. 
The "smart" base-station antenna concept. 

CHAPTER 3 

Two co-channel cells. 
Hexagonal cellular layout with a 7 cell cluster. 
Contour defining interference regions. 
Contour defining interference regions with 
fading and shadowing. 
Relative spectral efficiency as a function of the 
number of beams/sectors formed. 

CHAPTER 4 

Radiation pattern for an eight element array. 
Geometrical representation of Direction Finding 
with a three element antenna array. 
The mobile propagation environment. 

CHAPTER 5 

Three typical mobile radio scenarios: (a) urban; 
(b) suburban; (c) rural. 
The scattering environment. 
Resulting spatial spectra with the reference urban 
scenario: (a) FM, MLM & MEM; (b) MUSIC, JoDeG & KuTu. 
Resulting spatial spectra for the MUSIC algorithm 
with varying numbers of scatterers. 
Resulting spatial spectra for the MUSIC algorithm 
with a varying spread of scatterers. 
Resulting spatial spectra for the MUSIC algorithm 
with different SNR's. 
Resulting spatial spectra for the KuTu, JoDeG and 
MUSIC algorithms when the SNR is OdB. 
Resulting spatial spectra for the KuTu and MUSIC 
algorithms with 2 signal sources of SNR=10dB. 
Resulting spatial spectra for the MUSIC algorithm 
with different numbers of snapshots K. 
Variation of the input SNR. 
Resulting spatial spectra for the MUSIC algorithm 
with and without mutual coupling. 

- ix -

3 
5 

6 
7 

18 

21 
22 
22 

27 
28 
33 

37 

41 

50 

56 
68 

74 
75 

84 

87 

87 

89 

89 

90 

92 
92 

93 



Fig. 5.12: 

Fig. 5.13: 

Fig. 5.14: 

Fig. 5.15: 

Fig. 5.16: 

Fig. 5.17: 

Fig. 5.18: 

Fig. 5.19: 

Fig. 5.20: 

Fig. 5.21: 

Fig. 5.22: 

Fig. 5.23: 

Fig. 5.24: 

Fig. 5.25: 

Fig. 5.26: 

Fig. 5.27: 

Fig. 5.28: 

Fig. 5.29: 

Fig. 5.30: 

Fig. 5.31: 

Fig. 6.1: 
Fig. 6.2: 

Fig. 6.3: 
Fig. 6.4: 

Fig. 6.5: 

Fig. 6.6: 

Fig. 6.7: 

Fig. 6.8: 
Fig. 6.9: 

Fig. 6.10: 

Resulting spatial spectra for the KuTu and JoDeG 
algorithms with mutual coupling. 
Resulting spatial spectra for the MUSIC 
algorithm with amplitude uncertainty. 
Resulting spatial spectra for the KuTu and 
JoDeG algorithms with (J' =0.1. 

'1 
Resulting spatial spectra for the MUSIC 
algorithm with phase uncertainty. 
Resulting spatial spectra for MUSIC, KuTu and MEM 
algorithms when the modified steering vector is employed. 
Resulting spatial spectra for the MUSIC algorithm 
with a co-channel source located at +30

0
• 

Resulting spatial spectra for FM, MLM and MEM 
algorithms with a SINR of 10dB. 
Resulting spatial spectra with three 
co-channel sources (SINR=10dB). 
Resulting spatial spectra for the MUSIC algorithm 
in suburban and rural environments: 
(a) no spatial smoothing; (b) spatial smoothing. 
Results of applying spatial smoothing with MUSIC in the 
rural environment for ideal and practical arrays. 
Resulting spatial spectra for the MUSIC algorithm in a 
suburban environment with and without spatial smoothing. 
Results in mobile urban environment with the MUSIC 
algorithm. 
Results in mobile urban environment with the MLM 
algorithm. 
Results in mobile urban environment with the KuTu 
algorithm. 
The MUSIC algorithm in the mobile urban environment with 
two interfering co-channel sources. 
The MLM algorithm in the mobile urban environment with 
two interfering co-channel sources. 
Results of mobile suburban environment with the MEM 
algorithm (no spatial smoothing). 
Results of mobile suburban environment with the FM 
algorithm (no spatial smoothing). 
Results in mobile suburban environment with the MEM 
algorithm with spatial smoothing applied. 
Movement of mobiles in a simulated FDMA scheme. 

CHAPTER 6 

Four channel DF receiver architecture. 
Four element antenna arrays for DF receiver: 
(a) the dipole array; (b) the patch array. 
Antenna pattern measurement. 
Azimuth radiation patterns for each element of the 
dipole array. 
Dimensions of a single microstrip patch antenna element: 
(a) top view; (b) cross section. 
Azimuth radiation patterns for each element of the 
patch array. 
Dimensions of microstrip interdigital bandpass 
filter design. 
Testing the receiver chain in the anechoic chamber. 
The complete DF receiver hardware: (a) RF front end; 
(b) IF to baseband downconversion unit. 
Schematic of data acquisition hardware. 

- x -

94 

9S 

96 

96 

97 

99 

99 

100 

104 

106 

108 

111 

111 

112 

114 

114 

116 

116 

117 
120 

125 

126 
127 

128 

129 

130 

132 
136 
138 

140 



Fig. 6.11: 
Fig. 6.12: 
Fig. 6.13: 
Fig. 6.14: 
Fig. 6.15: 
Fig. 6.16: 
Fig. 6.17: 

Fig. 6.18: 

Fig. 6.19: 

Fig. 6.20: 

Fig. 6.21: 
Fig. 6.22: 
Fig. 6.23: 

Fig. 6.24: 
Fig. 6.25: 

Fig. 6.26: 

Fig. 6.27: 
Fig. 6.28: 

Fig. 6.29: 

Fig. 6.30: 

Fig. 6.31: 

Fig. 6.32: 

Fig. 6.33: 

Fig. 6.34: 
Fig. 6.35: 

Fig. 6.36: 

Fig. 6.37: 

Fig. 6.38: 

Fig. 6.39: 

Fig. 6.40: 

Fig. 6.41: 

Fig. 6.42: 

Fig. 6.43: 
Fig. 6.44: 

Fig. 6.45: 

Fig. 6.46: 

Processes involved in array data acquisition. 
Block diagram of complete AOA estimation process. 
Mobile test source. 
Measuring the array manifold. 
Setup for measurement of array manifold. 
Dipole array and RF front end mounted on turntable. 
Effective radiation patterns for each channel with: 
(a) the dipole array; (b) the patch array. 
Phase errors across the dirole array for each channel 
at elevations of 1/1 = 0

0

, 5 and 10
0

• 

Phase errors across the patch arrav for each channel 
o 0 d 

at elevations of 1/1 = 0 ,5 and 10 . 
Estimated AOA's from manifold data (1/1=0

0

) with the MUSIC 
algorithm: (a) the dipole array; (b) the patch array. 
View of Clifton from the base-station site. 
Aerial photograph of the test area (Clifton). 
Map of Clifton area showing the test routes 
followed by the mobile. 
Measured fading signal envelopes in all four channels. 
Spatial spectra for Trial I with the dipole array 
and the MLM algorithm. 
Spatial spectra for Trial I with the patch array: 
(a) measured data; (b) simulated data. 
The view of Great George St. from the start of Trial II. 
The view towards the base-station from the end of 
Trial II. 
Estimated bearings for Trial II with: 
(a) the dipole array; (b) the patch array. 
Spatial spectra for frame 0 of Trial II with 
the dipole array. 
Spatial spectra for frame 4 of Trial II with 
the patch array. 
Spatial spectra for frame 10 of Trial II with 
the dipole array. 
The view from the end of Charlotte St. South down 
Charlotte St. 
The view of Park St from the start of Trial IV. 
Estimated bearings for Trial III with: 
(a) the dipole array; (b) the patch array. 
Spatial spectra for frame 3 of Trial III with 
the dipole array. 
Spatial spectra for frame 2 of Trial III with 
the patch array. 
Estimated bearings for Trial IV with: 
(a) the dipole array; (b) the patch array. 
Spatial spectra for frame 1 of Trial IV with 
the dipole array. 
Spatial spectra for frame 3 of Trial IV with 
the dipole array. 
Spatial spectra for frame 6 of Trial IV with 
the dipole array. 
Berkeley Square (trial V) as viewed from 
base-station site. 
The view back from the end of Trial V. 
Estimated bearings for Trial V with: 
(a) the dipole array; (b) the patch array. 
Spatial spectra for frame 4 of Trial V with 
the dipole array. 
Spatial spectra for frame 5 of Trial V with 

- xi. -

140 
142 
143 
146 
147 
147 

149 

151 

152 

154 
157 
157 

159 
160 

162 

163 
165 

165 

167 

168 

169 

170 

171 
171 

173 

174 

174 

176 

177 

177 

179 

180 
180 

181 

183 



the patch array. 
Fig. 6.47: Spatial spectra for frame 11 of Trial V with 

the dipole array. 

Fig. 7.1: 

Fig. 7.2: 
Fig. 7.3: 
Fig. 7.4: 
Fig. 7.5: 

Fig. 7.6: 
Fig. 7.7: 
Fig. 7.8: 

Fig. 7.9: 

Fig. 7.10: 
Fig. 7.11: 

Fig. 8.1: 
Fig. 8.2: 
Fig. 8.3: 

Fig. A.1: 
Fig. C.1: 
Fig. F.1: 
Fig. G.1: 
Fig. H.1: 
Fig. H.2: 
Fig. 1.1: 

CHAPTER 7 

Simplified block diagram of base-station hardware for 
the American AMPS system. 
Broadband linear power amplifier. 
Multiple beam antenna array. 
Beamforming network for single beam operation. 
Potential antenna configurations: 
(a) 16 beams in 4 zones. 
(b) 12 beams in 3 zones. 
4x8 patch array for proposed base-station antenna. 
The Rotman lens feeding a linear array. 
Lossless 8 element, 8 beam Butler matrix beamforming 
network. 
Schemetic of 'smart' base-station antenna employing 
RF beamforming. 
Active beamforming network. 
Schematic of full digital implementation of proposed 
base-station system. 

CHAPTER 8 

Closing the loop. 
User location with two base-station antennas. 
Overlapping cell boundaries. 

APPENDICES 

An adaptive antenna array. 
Linear array with a single incident plane wave. 
Representation of an antenna array. 
ForwarcVBackward subarraying. 
An antenna array with a tapped delay line. 
Channel allocation for an FDMA type scheme. 
Parameters for calculation of input SNR. 

- xli -

183 

184 

193 
195 
200 
201 

202 
203 
205 

206 

207 
209 

211 

218 
221 
223 

225 
240 
248 
251 
255 
259 
262 



Table 3.1: 

Table 5.1: 
Table 5.2: 

Table 5.3: 

Table 5.4: 

Table 5.5: 

Table 5.6: 

Table 5.7: 

Table 5.8: 
Table 5.9: 

Table 5.10: 
Table 5.11: 

Table 5.12: 

Table 5.13: 

Table 5.14: 
Table 5.15: 

Table 6.1: 
Table 6.2: 
Table 6.3: 
Table 6.4: 

Table 6.5: 

Table 7.1: 

LIST OF TABLES 

CHAPTER 3 

Comparison of fixed sector directional antennas with 
omni -directional antenna using geometrical model. 

CHAPTER 5 

Reference urban scenario. 
Results of peak search on spectra from reference 
urban scenario. 
Results of peak search for the MUSIC algorithm 
with varying numbers of scatterers. 
Results of peak search for the MUSIC algorithm 
with varying spread of scatterers. 
Results of peak search for the MUSIC algorithm 
with different SNR's. 
Results of peak search for the MUSIC algorithm 
with different numbers of snapshots. 
Results of peak search for the MUSIC algorithm 
with one co-channel source. 
Reference suburban scenario. 
Results of peak search for the MUSIC algorithm in 
suburban & rural environments with one coherent 
multipath. 
Error statistics for mobile urban scenario. 
Error statistics for mobile urban scenario with 
two co-channel sources. 
Error statistics for mobile suburban scenario with 
no spatial smoothing. 
Error statistics for mobile suburban scenario with 
spatial smoothing. 
Set-up for mobile sources in simulated FDMA scheme. 
Error statistics for urban and non-urban 
environments in an FDMA scheme. 

CHAPTER 6 

Measured parameters of RF front end. 
Measured response of IF filter and amplifier. 
AOA error statistics for measured manifold data. 
AOA error statistics for different types of data 
processing with alternative manifolds. 
Details of test routes. 

CHAPTER 7 

System parameters for 1st generation UK & USA networks. 

APPENDICES 

Table G.1: Properties of spatial smoothing techniques. 

- xiii. -

36 

83 

85 

86 

86 

88 

91 

98 
103 

105 
112 

113 

115 

117 
120 

121 

133 
134 
153 

155 
158 

194 

254 



a 
m 

a(k) 

a 

A 

b(a ) 
m 

B 

B 

B 
t 

B 
c 

C 

d 

d 

D 

e 
1 

E 
N 

E 
s 

E 

E 
r 

l' 

r 
I 

K 

m 

A 
1 

M 

N 

N 
c 

pdf 

GLOSSAR Y OF PRINCIPAL SYMBOLS 

Complex amplitude of mth signal. 

Signal-in-space vector. 

Erlangs of offered traffic. 

Area of a cell in krn 
2

• 

Direction vector associated with mth source. 

Direction matrix. 

Blocking probability. 

Total available signal bandwidth for communications network (MHz). 

Frequency channel spacing (MHz). 

Number of cells in a cluster. 

Spacing between adjacent elements in an antenna array (m). 

Steering vector for KuTu DF algorithm 

Co-channel reuse distance (krn). 

The ith eigenvector of the array covariance matrix, R. 

Matrix of noise eigenvectors. 

Matrix of signal eigenvectors. 

Spectrum efficiency. 

Relative spectrum efficiency. 

Inter element phase shift across the array (radians). 

Propagation path loss slope. 

Diagonal matrix of receiver channel mismatches. 

Identity matrix. 

Number of snapshots. 

Loading factor of a cell (number of erlangs/channeI). 

Wavelength of mth signal source (m) 

The ith eigenvalue of the array covariance matrix, R. 

Number of signals incident on to the antenna array. 

Number of elements in the antenna array. 

Number of channels allocated per cell. 

Probability density function. 

Protection ratio. 

20 log p (dB) 
10 r 

Probability of co-channel interference occurring 

(outage probability). 

- xiv -



P(<I» 

Q 

e 
m 

R 

R 

R 

s(k) 

SINR 

SNR 

(J' 

u 

u' 

w 

w 
o 

x(k) 

z 
o 

Spatial spectrum 

Co-channel reuse ratio. 

Angle of arrival of mth source off the array broadside (degrees). 

Array covariance matrix. 

Sampled covariance matrix. 

Cell radius (km). 

Received signal vector across the antenna array. 

Signal-to-interference-plus-noise ratio (dB). 

Signal-to-noise ratio (dB). 

Standard deviation in dB of the log-normal shadowing pdf. 

Ideal steering or weight vector. 

Modified steering vector. 

General steering vector. 

Optimised steering vector 

Observed signal vector across the array. 

Normalised impedance matrix of an antenna array. 

- xv -



CHAPTER 1 

INTRODUCTION 

"Imagine a time when, instead of having a home telephone 
number, an office telephone number and an answering 
machine that gives a number where you can be contacted 
when you go away for the weekend, you have just one 
personal telephone number, and a tiny portable telephone 
that you can carry with you in a handbag or pocket 
wherever you go." 

- The Independent Newspaper 
Tues. 24th October 1989 [1]. 

This is a vision of the future which is increasingly being portrayed by 

communication system operators and the media. Many even predict that a pocket 

sized telephone that is affordable to a mass market will be available by the 

end of the century, turning the realms of science fiction into reality. This 

will dramatically affect the way we lead our lives, raising many issues which 

have, as yet, to be addressed. However, with a potential market place of 

millions of users, there are massive profits to be made, and so the next 

decade will witness a rapid growth in the communications industry. 

1.1 THE EVOLUTION OF MOBILE/PERSONAL COMMUNICATIONS 

In many recent conferences and journals [2][3][4], there have been 

papers outlining current trends in the evolution of mobile communications, 

predicting future developments and the move towards personal communications. 

These developments, and the estimated few years before their introduction, 

would have seemed inconceivable in the late 60's. In these pioneering days of 

mobile radio communication it was simply possible to allocate new radio 

channels to each mobile radio system as it was installed. As the number of 

installations increased however, the limited amount of radio spectrum 

allocated to these services rapidly diminished and frequency, or channel 
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reuse was introduced. This was the first step towards meeting the growing 

public demand for mobile telephony, and involved reusing channels in 

different geographical regions which were separated by distances sufficient 

to ensure that co-channel interference did not occur anywhere within the 

service area of the base-station. Co-channel interference is the phenomenon 

which occurs when a mobile receives a strong enough signal from a distant 

base-station with the same channel allocation, sufficient to cause 

interference. Initially no systematic plan of frequency reuse existed and 

there was no automatic transfer of calls in progress as the mobile moved from 

one service area to another, a technique known as handover. Hence, the 

concept of Cellular Radio Communication evolved [5J, providing a service to 

an ever increasing user community. 

The term cellular is derived from the way the service area is divided up 

into small cells, each cell being served by its own base-station with a 

dedicated set of channel frequencies. The base-station is connected to a 

mobile-services switching centre (MSC) which initiates call setup, controls 

access to the conventional telephone network, monitors the mobile calls in 

progress and performs, as necessary, call handovers with adjacent cells. Thus 

the cellular network can be considered as a wireless extension to the 

existing telecommunication network. The power transmitted by each 

base-station is controlled in such a way that only the local cell is served 

while co-channel interference is kept to an acceptable minimum. In principle, 

the spacing of transmitter sites need not be regular, although in order to 

aid network planners, an array of identical regular polygons which closely 

approximate the ideal circular cell are employed. The most popular shape, and 

the one readily identified with cellular technology, is the regular hexagon. 

Figure 1.1 shows a possible frequency reuse plan with a seven cell repeat. 

Each cell labelled with the same number is served by the same set of channel 

frequencies, and the group of cells amongst which all of the available 

frequencies are divided is known as a cluster. Through frequency reuse, a 

cellular mobile radio system in a given coverage area can handle a number of 

simultaneous calls, greatly exceeding the total number of allocated channel 

frequencies. 

Cellular Mobile Radio was first introduced into the UK in 1985 with the 

Total Access Communication System (TACS) [6J which is derived from the 

American Advanced Mobile Phone Service standard (AMPS) and operates at 

900 MHz. The system has experienced a phenomenal level of growth, with over 
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7 Cell Cluster 

Figure 1.1: Hexagonal cellular layout with a 7 cell cluster. 

one million users currently subscribing to the network. This rapid growth has 

produced problems for the network operators though, since with only a limited 

capacity available, the quality of service was degraded as some areas became 

saturated. This, combined with high costs, produced many complaints from 

users early on in the evolution of the TACS system [7]. This was alleviated 

to some extent with the provision of additional channels early in 1988 with 

the new E-T ACS system. In America, Japan and other European countries similar 

cellular systems were being developed and installed and the dominant choice 

for the modulation scheme for these first generation systems was narrowband 

frequency modulation (FM). Unfortunately, FM does not utilise the available 

spectrum very efficiently and consequently the next generation of systems 

will employ more spectrally efficient narrowband digital modulation 

techniques, e.g. the proposed US narrowband digital linear system [8][9] and 

the 2nd Generation Pan-European cellular network [10][11]. 

The Pan-European system, specified by the Groupe Speciale Mobile (GSM1, 
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is in the advance stages of development and is due to come into operation at 

the end of 1991. The system will operate in the 900 MHz band, employing a 

multi-carrier time division multiple access (TDMA) scheme supporting eight 

channels/carrier. A carrier spacing of 200 kHz is to be used with GMSK 

(Gaussian Minimum Shift Keying) modulation providing a total of 1000 full 

duplex channels in the available 50 MHz bandwidth. The implementation of TDMA 

technology is particularly attractive because it opens up new possibilities 

for pocket sized cellular telephones since many of the large analogue 

components can be dispensed with [10]. Wideband modulation techniques have 

also been considered as alternatives to the narrowband schemes described 

above and in particular Code Division Multiple Access (COMA). This is a well 

established modulation and multiple access scheme based on spread spectrum 

communications and, although primarily employed in the military sector, has 

recently been proposed as a contender for the next generation of mobile radio 

systems [12]. A spread spectrum system operates by imprinting onto the 

baseband data a unique spreading signal, or code, which has a much greater 

bandwidth than the data signal. This enables the same spectrum to be reused 

in each cell and, since the transmitted bandwidth greatly exceeds the 

coherent bandwidth of the mobile channel, the level of fading experienced by 

the data signal is now greatly reduced, i.e. an inherent frequency diversity 

action. The potential cost savings and increased capacity make this a 

particularly attractive option. 

Over the next five years there will be three regional second generation 

systems operating in Europe, USA and Japan. Therefore, in order to provide 

truly universal personal communications, the third generation of systems must 

move towards a world standard, e.g. the European Commission's RACE Mobile 

programme. Recently, the UK Government granted licenses to three new 

operators to develop personal communications networks (PCN's) operating 

around 1. 8 GHz. The three systems will probably use cellular technology based 

initially on the GSM standard. Hence, with all these different operators, the 

next decade is going to witness some fierce competition for the largest share 

of the market. This, combined with the rapid advances in technology 

envisaged, as well as competition from cordless telephony and telepoint 

services (e.g. the UK Cf2 standard), may well enable the personal 

communications dream to become a reality by the turn of the century. 
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1.2 SPECTRUM EFFICIENCY 

One of the most critical factors which will affect the ultimate capacity 

and performance of present day and future generation systems is the limited 

frequency allocation for these services. The promise of large blocks of new 

spectrum being released will serve to reduce this problem and has been 

heralded to some extent with the recently granted peN licenses in the UK. 

Unfortunately, with the current rate of expansion, there is no room for 

complacency, and so the frequency spectrum must still be treated as a 

valuable commodity and employed as efficiently as possible. A measure often 

used to assess the efficiency of spectrum utilisation is the number of voice 

channels per megahertz of available bandwidth per square kilometre. This 

defines the amount of traffic that can be carried within the system and is 

directly related to the ultimate capacity of the network. Hence, as traffic 

demands increase, the spectrum efficiency of the network must also increase 

if the quality and availability of service is not to be degraded. At present 

this is accomplished in areas with a high traffic density by employing a 

technique known as cell splitting. An area formerly regarded as a single cell 

is restructured as a region containing several cells as illustrated in 

figure 1. 2. This ensures that there are the same number of channels in a 

reduced coverage area, and consequently increases the spectrum efficiency. 

The cellular concept allows for a continuous growth in traffic demand using 

the cell splitting technique, although there is a practical limit on the 

Figure 1.2: Cell splitting a hexagonal floor plan. 
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minimum acceptable cell size. As the cell sizes are reduced, the handover 

rate increases, which in turn reduces the trunking efficiency of the network, 

i. e. the rate at which calls can be handled. This has already occurred in 

Central London [7] where the planned cell radius of 7 kIn has been reduced to 

1. 75 km to meet with growing public demand for service. At present it appears 

unlikely that the cells can be reduced any further and so placing a limit on 

the number of users that can have simultaneous access to the system. Within 

the GSM format for the next generation systems, there will be a facility for 

incorporating much smaller microcells (30 - 200 m in radius) within larger 

macrocells (1 - 15 km in radius) to increase the traffic handling 

capabilities of the system. The handover problem will be very severe within 

the microcells, therefore it can be envisaged that these will deal mostly 

with the slower moving pedestrian traffic. 

(8) (b) 

Figure 1.3: Cell sectorisation using directional antennas: 
o 0 

(a) 120 ; (b) 60 • 

Cell splitting has the added disadvantage of increasing the 

infrastructure costs since more base-station sites must be acquired. An 

alternative approach employs a technique known as cell sectorisation. 

Directional antennas are used at the base-station site to illuminate a fixed 

sector of the cell as shown in figure 1.3 for 120
0 

and 60
0 

beamwidth 

antennas. Each sector is then assigned a subset of the channel frequencies 

allocated to the original cell. With the signal energy now confined to a 

reduced coverage area, there is clearly a reduction in the co-channel 

interference that is transmitted or received since the front-to-back ratio of 

a directional antenna is typically 20 dB or greater. This manifests itself as 

a reduction in the minimum separation of co-channel cells and so allows more 

channels to be deployed in each cell, increasing the spectrum efficiency. 
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Unfortunately, a different form of handover is now introduced as the mobile 

circumnavigates the cell, limiting the overall capacity. In spit e of thi s 

additional control overhead, this technique not only reduces co- channel 

interference but makes very effective use of the base-station site . 

The omni-directional and sector antennas described above can be realised 

as a series fed collinear array of cylindrical dipoles [13], with corner 

reflectors providing the required directional properties of the sector 

antennas. In the early development of cellular systems, cell sizes were 

relatively large and so the emphasis was on providing high gain antennas to 

ensure sufficient coverage. With the advent of smaller cells, this is no 

longer a priority and the emphasis is now on reducing the amount of signal 

energy transmitted into (or received from) neighbouring cells, i.e. 

spillover. This can be achieved using fixed phased array antennas, with 

carefully controlled amplitude tapers and sidelobe levels [13], a technique 

originally developed for radar. The directional vertical radiation pattern 

can now be carefully controlled and even tailored for individual cells as 

illustrated in figure 1.4 . 

..... ....... .... ........ .... ... ........ ........ ... .. ........ ... .. ... ...... ..... ... ..... .. .... ... ....... ... .... .. .... .... .... .. ... ..... ......... .... .... ......... .. .... ....... ........ .. .. ... .... .... ... ...... . .... ............... ................. .. ............................ ... .......... ............... .... .. ........ .......... ..... ..... .. ......................................................... .......... .... ... . 
........ ...... ..... .. ..... ... ... ..... ....... ................ ... .. ... ........................................................ ............ ............. ......... .... ...... .. ....... .... ................... . ........ ....... .... ... .... .. ..... ............. .. ...... .. ... ....... .. .. ..... .. ............ .... ........... ..... ..... .... .... ....... ........ ....... ................. ............... ....... ........ ... .... ... 

..... .............. ..... .......... ... .. ... ... .... .. .. .. .............. ... .... ..... ......... .. . ...... . •.• .. •..••..•.. ........ . . . .... 

Figure 1.4: Controlling energy overspiH using antenna arrays. 

Cell splitting and cell sectorisation are currently employed in the 

present generation of cellular systems to increase spectrum efficiency 

although their ultimate use will be limited due to the reduction in the 

trunking efficiency of the network. Hence, with the number of subscribers 

able to have simultaneous access to these systems still well below long term 

forecasts, this places great emphasis on finding alternative techniques t o 

maximise the spectrum efficiency of future generation systems. There have 
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already been significant developments in terms of spectrum efficient 

modulation schemes as described earlier, and there is also an abundance of 

material appearing in the technical literature proposing novel solutions and 

many of the most viable are described in the text of Lee [14]. Two popular 

techniques employ adaptive power control and dynamic channel allocation. The 

former approach ensures that the transmitted power levels are controlled to 

keep the received signals at an acceptable minimum, and consequently reduces 

the levels of co-channel interference. The latter approach works by 

exchanging a channel which is experiencing an excessive level of interference 

for an idle channel with less interference. Both of these techniques have 

been shown to be effective in reducing the levels of co-channel interference, 

enabling co-channel cells to be placed closer together and increasing the 

spectrum efficiency. 

The application of adaptive antenna arrays in civil land mobile radio 

systems has hitherto received little attention, especially in view of the 

significant advances made in this field for both military and satellite 

communications. In this thesis a multiple beam adaptive base-station antenna 

array is proposed to complement other solutions, such as spectrum efficient 

modulation, currently being developed to meet the proliferating demands for 

enhanced capacity in cellular networks. 

1.3 OUTLINE OF THESIS 

Chapter 2 begins with an overview of the application of antenna arrays 

in cellular land mobile radio. A number of current proposals are discussed 

before presenting the concept of a multiple beam adaptive base-station 

antenna system. A figure of merit for the proposed base-station antenna with 

respect to conventional omni -directional and fixed sector directional 

antennas is established in chapter 3. The analysis is based on the ability of 

the proposed antenna system to reduce the level of co-channel interference 

and gives a measure of the capacity advantage that could be achieved if it 

were to be incorporated into an existing cellular framework. 

A fundamental requirement of the proposed base-station antenna system is 

the ability to determine the angular position of individual mobile users 

within each cell. Therefore chapter 4 considers a direction finding (OF) 
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approach in the cellular land mobile radio environment with an array of 

antenna elements. The techniques considered have been extensively employed in 

radar and sonar for many years and consequently the technology is well 

advanced, although their application in the severe propagation conditions 

found in land mobile radio has yet to be fully appraised. A computer 

simulation suite is developed in chapter 5 and is employed to demonstrate the 

ability of the antenna system to determine the azimuth bearing of a mobile 

source in a number of different environments (urban, suburban and rural). A 

comparison is then made between the direction finding techniques introduced 

in chapter 4. The construction of a linear four element DF receiving array is 

discussed in chapter 6. Field trials are carried out to demonstrate the 

principles of direction finding in a typical urban locality. A single mobile 

source was employed and the results are compared with the simulation results 

from the previous chapter. 

Having considered in some detail the process to determine the mobile 

user's location within a cell, chapter 7 addresses a number of implementation 

issues which would affect the ultimate realisation of the proposed 

base-station antenna system. The beamforming aspect in particular is 

discussed and potential system architectures are presented. Finally in 

chapter 8, a summary of the work is presented. This includes a discussion on 

the feasibility of the proposed antenna system bearing in mind current 

developments in cellular communications, as well as gi ving some 

recommendations for future work. 
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CHAPTER 2 

ANTENNA ARRAYS FOR CELLULAR BASE-STATIONS 

2.1 ADAPTIVE ANTENNA ARRAYS 

The flexibility offered by an array of antenna elements over a single 

sensor has long been exploited in a range of applications. The earliest 

radars were developed during World War II. and these made use of antenna 

array technology to enhance their ability to detect and locate targets. Since 

then. advances in digital computing. and the ability to perform real time 

signal processing. has seen the emergence of the adaptive antenna array. This 

may be defined as an array that is capable of modifying its radiation 

pattern. frequency response. or other parameters. by means of internal 

feedback control while the antenna system is operating. A general description 

of the fundamental operation of an adaptive antenna array is included in 

Appendix A. but can be briefly summarised as follows. The signals received at 

each element in the array are weighted and then summed to form the array 

output, given by 

(2.1) 

where w is a vector of complex weights (Le. phase and amplitude control) and 

x(t) is the received signal vector (T denotes the transpose operation). The 

weights are chosen to satisfy the particular requirements of the receiver. 

Some of the earliest work concerning adaptive antenna arrays employed a 

self -phasing antenna system which reradiated signal energy in the direction 

from which it arrived [1]. This "retrodirective" system operated without 

prior knowledge of the direction it was required to transmit. and was applied 

in point-to-point satellite communications. One of the most important 

applications of this technology however, is the ability of the system to 

steer a null. that is a reduction in sensitivity in a certain angular 

direction. towards a source of interference. Normally the presence of 

undesired signals. whether as deliberate electronic countermeasures. RF 

interference or natural noise sources. causes a degradation in the received 
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signal-to-noise ratio (SNR)' Hence the widespread interest in adaptive 

antenna systems which have the ability to detect the presence of 

interference, and to then suppress it whilst simultaneously enhancing 

reception of the desired signal. The first practical implementation of 

electronically steering nulls in the direction of unwanted signals, or 

jammers, was the Howells-Applebaum Side-Lobe Canceller for radar. This work 

started in the 1950' s, and a fully developed system was reported in open 

literature in 1976 by Applebaum [2]. At about the same time Widrow [3] 

independently developed an approach for controlling an adaptive array using 

the least-mean-squares minimisation technique, now known as the LMS 

algorithm. Since this pioneering work, there has been a considerable amount 

of research activity in the field of adaptive antenna arrays [4][5][6], 

particularly for reducing the jamming vulnerability of military radar and 

communication systems. Other applications include seismology, sonar, radio 

astronomy and tomography, however to date there has been little attention to 

the application of such techniques in the area of civil Land Mobile Radio 

(LMR). 

Adaptive antenna arrays cannot simply be integrated into any arbitrary 

communications system, since a control process must be implemented which 

exploits some property of either the wanted, or interfering, signals. In 

general, adaptive antennas adjust their directional beam patterns so as to 

maximise their signal-to-noise ratio at the receiver output. Applications 

have included the development of 

signals in the presence of strong 

Inversion [7]. Systems have also 

Frequency Hopping signals [8] [9], 

receiving systems for 

jamming, a technique 

been developed for 

TDMA (time division 

acquiring desired 

known as Power 

the reception of 

multiple access) 

satellite channels [10] and spread spectrum signals [11]. Of particular 

interest for cellular schemes, is the development of adaptive antenna arrays 

for the reception of multiple wanted signals [12]. 

In the following sections, some examples of the application of antenna 

array technology in cellular land mobile radio systems are given. The 

emphasis is to reduce the level of co-channel interference received at the 

base-station antenna, thereby achieving greater frequency reuse and enhanced 

capacity. 
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2.2 ADVANCED BASE-STATION ANTENNA DESIGN 

2.2.1 Antenna Diversity 

Space diversity combining is an established method for combatting the 

effects of multipath (Rayleigh) fading in mobile radio [13]. Although the 

techniques are not strictly related to the adaptive antenna array principles, 

where the emphasis is on the reduction of interference, antenna diversity can 

be employed effectively to reduce the effects of co-channel interference. The 

increase in the output signal-to-interference-plus-noise ratio (SINR) reduces 

the frequency reuse distances required for a given performance criterion, 

thus increasing the spectrum efficiency and capacity of the network. Hence as 

an introduction to the application of antenna arrays for mobile radio, a 

short discussion on the merits of diversity combining will be presented. 

In general, diversity combining requires a number of transmission paths, 

all carrying the same message but having independent fading statistics. This 

can be achieved in a number of ways [13], however space diversity using 

antenna arrays potentially offers the largest benefits in narrowband systems. 

The basic requirement is that the antenna spacing is sufficient to provide 

uncorrelated signals at each element. Correct combination of the received 

signal channels (or branches) then results in a signal with improved SNR, 

which increases as the number of elements in the array increases. There are a 

number of combining methods, the simplest being selection diversity where the 

receiver with the highest baseband SNR is connected to the receiver output. 

Maximal ratio combining is an alternative technique where each branch signal 

is amplitude weighted in proportion to its own signal voltage to noise power 

ratio before being co-phased and then summed. This offers a significant 

improvement over selection diversity but at the expense of complexity in the 

receiver hardware required. 

When there are many co-channel interferers, the incoherent sum of their 

contributions is equivalent to stationary Gaussian noise. Hence, the coherent 

combination of the desired signal results in an increase in the output SINR. 

Henry and Glance [14] proposed a scheme utilising space diversity reception 

at the base-station only. Employing adaptive retransmission using time 

division [13] allows only a single antenna element to be deployed at the 

mobile, but still provides diversity action in both the mobile-to-base and 

base-to-mobile directions. This is achieved by weighting the transmitted 
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signal from the base-station with the complex conjugate of the received 

signal vector, and time sharing a single channel for both directions of 

transmission. It was proposed that a three cell repeat pattern could be 

accommodated using only 3 or 4 elements at the base-station. In order to 

overcome shadowing, each cell would be covered by three base-stations located 

on alternate cell corners (hexagonal layout assumed). Here each base-station 

site would comprise of three 120
0 

sector antennas. Yeh and Reudnik [15] 

proposed a scheme employing diversity at both the mobile and the 

base-station. It was shown that complete frequency reuse could be provided 

with a 20 branch diversity combiner at the mobile and a 67 branch diversity 

combiner at the base-station. Various other proposals were considered 

requiring fewer elements but at the expense of spectrum efficiency. In both 

the above schemes maximal ratio combining was assumed. 

The main factor affecting the realisation of diversity combining antenna 

arrays at the base-station is the requirement for uncorrelated signals at 

each element. A correlation coefficient as high as 0.7 though will still 

enable most of the advantages of diversity combining to be obtained [13] and, 

at the mobile antenna, this can be achieved with an element spacing of the 

order of half a wavelength (A/2) [13]. Hence at the mobile space diversity is 

fairly straight forward to implement, although when antennas are this close 

together, the effects of mutual coupling must be considered. Vaughan [16] has 

estimated that when mutual coupling is present a correlation coefficient of 

< 0.5 would be necessary when using maximal ratio combining. The main 

drawbacks of space diversity combining at the mobile are the cost and the 

inconvenience of the extra hardware since, for the same grade of service, it 

would have to be installed at all mobiles. This is not such a problem at the 

base-station antenna but in order to provide the necessary decorrelation 

between the antenna elements of a horizontal array, spacings of the order of 

IS-20A (> Sm at 900 MHz) would be necessary if the signal were incident 

broadside onto the array [17]. In-line incidence would require an even 

greater separation, and antenna arrays of this size would be difficult to 

implement, becoming rather impractical and uneconomical. 

Two branch diversity can be obtained by exploiting the two orthogonal 

polarisations of the received signal and, unlike space diversity, there are 

no restrictions on the positioning of the antenna elements. Lee [18] has 

demonstrated the viability of such a scheme in suburban field trials with 

both vertically and horizontally polarised antenna elements at the base and 
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mobile. It was demonstrated that Rayleigh fading signals received at the two 

base-station antennas were sufficiently decorrelated to enable diversity 

action to be successfully implemented. Kozono [19] has also carried out field 

trials in an urban/suburban environment and demonstrated polarisation 

diversity reception when a signal radiated from a single vertically polarised 
o 

mobile antenna was received by a dual polarised (± 45 ) base-station antenna. 

The diversity gain is obtained from the rotation of the polarisation of the 

signal through multipath propagation, at the expense of a reduction in the 

received signal level with respect to the vertically polarised component. 

2.2.2 Optimum Combining 

The primary use of adaptive antennas has been for reducing the jamming 

vulnerability of military communication systems. Hence the same technology 

could be employed to reject undesired or co-channel signals in a cellular 

communications environment. Marcus and Das [20] have considered this 

approach, and further postulated that 20 dB of interference rejection could 

reduce the reuse distance between co-channel sites by as much as 407.. This 

would actually increase the number of available channels by a factor of 

:::: 2.8. It was suggested that a continuous (sub-audible) tone control squelch 

signal used in many LMR systems in the USA at the time, could be utilised to 

provide the beam steering information. The analysis was entirely theoretical, 

based on the results of studies into the interference rejection abilities of 

arrays reported in open literature [21]. The chosen LMR scenario contained a 

single co-channel cell and the calculations included only the propagation 

path loss associated with the mobile radio channel. It was recognised by the 

authors that there were limitations in the approach, especially since the 

antenna could not reject signals incident from the same azimuth direction as 

the desired signal. However, it was stressed that experimental work would be 

necessary to verify their claims, although as yet, the authors have published 

no further related work. 

The operation of the null steering array of Marcus and Das is more 

generally referred to as adaptive beamforming [22]. In particular, when the 

signalling environment is unknown, as is the case in mobile radio, optimum 

beamforming or optimum combining techniques are employed. Here the weights 

are chosen based on the data received at the array, the aim being to optimise 

the response of the array so that the output contains reduced contributions 
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from noise and interference sources, whilst maintaining the original gain of 

the antenna in the direction of the wanted signal. Appendix A contains a 

general description of the operation of an adaptive antenna array and 

includes a brief discussion on optimum beamforming. 

Since the null steering approach of Marcus and Das, the potential 

utilisation of optimum combining methods has been considered in more detail 

at both the base-station and the mobile. Vaughan [23] has studied the 

possibilities for optimum combining at the mobile and concluded that, 

although feasible, there are many practical limitations that have to be 

overcome. In conventional adaptive beamforming. the wanted signals and 

interferers are considered as resolvable point sources, thus enabling the 

antenna pattern to be adapted accordingly. In a built up, urban environment 

this is not the case since the close proximity of buildings and other local 

scatterers around the mobile ensures that the wanted signals plus 

interference are distributed, and incident from all around the mobile. Hence, 

with the number of sources greatly exceeding the available degrees of freedom 

of the array, the radiation pattern cannot be adapted to effectively reject 

all the interferers. However, by considering the optimum combining of array 

branch signals, as opposed to discrete spatial signals. a solution is 

obtained. The movement of the vehicle also presents a problem since this 

causes the signalling environment to change rapidly and places a limit on the 

adaption time of the array weights. Finally, the use of pseudo-noise codes in 

a spread spectrum communication system [11] was suggested to - obtain the 

benefits of optimum combining at the mobile. Unfortunately, the cost and 

complexity of implementation at every mobile would be great, rendering such a 

scheme impractical for the moment. However, as the demands for high spectrum 

efficiency and capacity grow, optimum combining at the mobile may have to be 

considered. 

Perhaps of more relevance to the present discussion is the proposal of 

Winters [24] for the implementation of optimum combining at the base-station. 

The realisation of this approach would require a spread 

communication system [11] employing the LMS adaptive array [3]. 

spectrum 

Adaptive 

retransmission with time division [13] was also proposed in order to obtain 

the benefits in the base-to-mobile direction. In the analysis, Winters 

compares the performance of optimum combining with maximal ratio combining 

using computer simulations, and shows that optimum combining increases the 

output SINR ratio by several decibels. This performance enhancement is 
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obtained by considering only the strongest interferers, 

interferers being considered as lumped interference that 

between antennas, the sum being approximated as thermal noise. 

the remaining 

is uncorrelated 

Throughout the analysis, Winters assumes that the signals received at 

each element in the array are independent. Hence, as well as increasing the 

output SINR, optimum combining will also combat multipath fading, but at the 

expense of increased antenna spacing. This will also reduce considerably the 

chances of the signal being in line with an interfering source since received 

signal phases are independent of vehicle location. Under normal operating 

conditions, if the angular separation between the interfering signals and 

desired signals is too small, the array cannot null one signal whilst 

enhancing reception of another. 

One of the main limitations of this approach is the large antenna size 

that would be required, making the base-station antenna impractical in many 

situations. Also, it was proposed that a LMS adaptive array would be used at 

the base-station, employing spread spectrum communications for the 

mobile-to-base link in order to generate the reference signal in the feedback 

loop. The application of spread spectrum communications within a code 

division multiple access (CDMA) scheme is currently receiving renewed 

interest for the next generation of cellular communication networks [25]. The 

main reason for this is the potential capacity enhancement that can be 

achieved, and a simple demonstration system has already been developed by 

Qualcomm in America. Hence, the practical realisation of base-station optimum 

combining may well be possible in future cellular networks. 

An alternative approach to the reference signal based technique of 

Winters has been proposed by Andersson et al [26]. The proposed method 

employs a high resolution direction finding step to estimate the angles of 

arrival of the signal sources incident onto the array, followed by a linear 

combination of the sensor outputs to extract only the wanted signal 

components. This later step is termed the linear least squares estimate 

(LLSE) and overcomes the problem of signal cancellation when coherent 

multipath is present [22]. Further details of this technique can be found in 

[27]. The proposal would employ a conventional antenna array, with element 

spacings of the order of half a wavelength. Hence, the signals at each 

element will be virtually completely correlated (assuming a well sited 

base-station antenna, away from local scatterers), and the receiver will not 
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be able to combat multipath fading. 

2.2.3 Multiple Beams 

A multiple beam adaptive antenna array has been proposed by Telecom 

Australia [28][29][30] for enhancing the number of simultaneous users 

accessing future generation cellular networks. It is suggested that each 

mobile is tracked in azimuth by a single narrow beam for both mobile-to-base 

and base-to-mobile transmissions, as illustrated in figure 2.1. The directive 

nature of the beams ensures that in a given system the mean interference 

power experienced by anyone user, due to other active mobiles, would be much 

less than that experienced using conventional wide coverage base-station 

antennas. It has already been stressed that high capacity cellular networks 

are designed to be interference limited, and so the adaptive antenna would 

considerably increase the potential user capacity. 

Bass-station 

Figure 2.1: Tracking mobiles with multiple beams. 
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A simplified analysis was carried out to ascertain the potential 

capacity advantage of the multiple beam antenna over a conventional 

omni-directional system. A hypothetical fast frequency hopping code division 

multiple access (FFH/COMA) network was assumed, and the results showed that 

the proposed multi-beam base-station, in the form of a 3.5m diameter 

cylindrical array, could provide an increase in spectrum efficiency or 

capacity by factor of 30 or more. The analysis assumed a uniform user 

distribution, with complete frequency reuse for the omni-directional antenna, 

L e. adjacent cells are co-channel cells. Complete frequency reuse was then 

assumed for each of the beams formed by the adaptive array, Le. adjacent 

beams are co-channel beams. Results were quoted for idealised and 

non-idealised antenna beam patterns. It was recognised that serving each 

active mobile with an individual antenna beam is unnecessary and indeed would 

be impractical since, with the exception of a TDMA scheme, a separate 

beamforming network would be required for each user. Thus a commutating 

multiple fixed beam antenna was proposed, with overlapping beams ensuring 

good coverage over the complete cell. The authors claim that the loss in 

capacity would not be significantly different from the conceptual antenna, 

with the task of tracking the mobiles reduced to measuring the signal levels 

at the beam ports, switching beams whenever necessary. The lens fed 

commutating single beam circular array of Boyns et al [31] was mentioned as a 

possibility, utilising an alternative lens feed to obtain multiple beam 

operation, e.g. the linear lens fed arrays described by Archer [32]. 

A COMA scheme [25] would best suit the operation of the proposed system, 

requiring fewer additional overheads for incorporation into an existing 

network. However, complete frequency reuse within each beam would 

significantly increase the level of co-channel interference in a frequency 

division or time division multiple access scheme (FOMA or TDMA). It was 

therefore suggested that this problem could be overcome by employing dynamic 

channel allocation to eliminate the so called common zones. This however 

would introduce additional handovers, reducing the trunking efficiency and 

available capacity of the network as the mobile circumnavigates the cell. 

There are numerous challenges to be met in the realisation of this scheme, 

but unfortunately no further work by the authors has appeared in open 

literature to date. 
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2.3 THE 'SMART' BASE-STATION ANTENNA 

In the preceding section, different proposals for utilising antenna 

array technology at the base-stations of a cellular communication network 

were discussed. The ultimate aim of each proposal was to reduce the level of 

co-channel interference in order to increase the spectrum efficiency and 

ultimate capacity of the network. Spatial diversity with maximal ratio 

combining, although mitigating the effects of multipath fading, would require 

large antenna structures and so would be impractical in many situations. 

Adaptive beamforming or optimum combining on the other hand, may offer a 

possible solution as long as the method is not used to combat multipath 

fading directly. Unfortunately the proposals of Vaughan and Winters both 

require reference signals which are highly correlated with the desired 

signals only, thus restricting their operation to systems such as spread 

spectrum communications utilising the LMS adaptive array. Andersson et al 

however, have proposed an alternative technique which does not require the 

generation of a reference signal [26], although the computational overheads 

would be increased. The approach proposed by Telecom Australia [28] moves 

away from truly adaptive beamforming, utilising a fixed beam solution. This 

would dramatically reduce the computational overheads required with optimum 

combining, but at the expense of complexity in the base-station hardware. 

Figure 2.2 illustrates how both the optimum combining technique and 

fixed beam solution would combat co-channel interference. With optimum 

combining, the base-station antenna adapts its radiation pattern so as to 

place nulls on the interferers. The maximum number of nulls is determined by 

the number of elements in the array, although Winters [24] has demonstrated 

that even if the number of interferers exceeds the number of elements, the 

few decibels increase in the output SINR would make possible large increases 

in channel capacity. The simpler single beam approach however, offers a very 

attractive alternative since the signal energy is constrained only towards 

the wanted mobile with the received level of co-channel interference governed 

by the sidelobes. The approach proposed by Telecom Australia is along these 

lines, utilising multiple fixed beams to cover the cell. The process of 

switching calls from beam to beam is then achieved by constantly monitoring 

the signal levels at each of the beam ports. If however the base-station 

already knew the distribution of mobiles within its coverage area, it would 

then be in a position to form an optimum set of beams, confining the signal 

energy associated with a given mobile to an addressed volume. This concept 
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can be further illustrated by considering the sequence of events in 

figure 2.3. The scenario depicted is realistic of many operational systems 

where there are lone mobiles, or groups of mobiles, dispersed throughout the 

cell. Using the spatial distribution of the users acquired by the array on 

reception, the antenna system can dynamically assign single narrow beams to 

illuminate the lone mobiles, and broad beams to the numerous groupings along 

the major highways. It can be seen that by constraining the energy associated 

with each mobile to an addressed volume, the level of co-channel interference 

experienced from and by neighbouring co-channel cells is greatly reduced, 

thereby increasing the spectrum efficiency and ultimate capacity of the 

network. 

.... .. , .. 
...... , ..... 

(a) 

Co-channel 
Interferer 

Co-channel 
Interferer 

...... .. ......... 
. ..... , ..... 

(b) 

Co-channel 
Interferer 

Figure 2.2: Rejection of co-channel interference with: 
(a) optimum combining; (b) single independent beam. 

Co-channel 
Interferer 

The realisation of such an adaptive base-station antenna requires an 

architecture capable of locating and tracking the mobiles, and a beamforming 

network thus capable of producing the multiple independent beams. The former 

requirement can be broadly classified as that of a direction finding, or 

spatial estimation problem. These two tasks are illustrated in figure 2.4 as 

a source estimation or direction finding (OF) processor and a beamformer. The 

complete system architecture has been referred to as the "smart" base-station 

antenna since this very aptly describes the operation of the proposed antenna 

system to be outlined in more detail in the following sections. Although more 

computationally intensive than the proposal by Telecom Australia, the 

additional knowledge of the mobile locations potentials offers a variety of 

Value Added Services (VAS). This particular aspect will be considered briefly 

in chapter 8. Brookner and Howell [33], and Gabriel [34] have proposed a 
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Figure 2.3: Multiple beam assignment within a cell. 
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Figure 2.4: The "smart" base-station antenna concept. 
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similar system concept to enable the stable nulling of interf erence sources 

in the mainbeam region of an array antenna. Spatial estimation techniques 

were employed to estimate the angles of arrival of potential interfering 

sources and, once armed with this knowledge, beams could be assigned to the 

interferers and the combined output subtracted from the mainbeam to 

effectively and efficiently cancel the interference. 
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CHAPTER 3 

POTENTIAL CAPACITY ENHANCEMENT WITH 

THE "SMART" BASE-STATION ANTENNA 

The previous chapter introduced the concept of an intelligent 

base-station antenna system to reduce the level of co-channel interference in 

cellular communication networks. This novel approach employs an antenna array 

which is capable of resolving the angular distribution of the mobile users as 

seen at the base-station site, and then using this information to direct 

beams towards either the lone mobiles, or groupings of mobiles, for both 

transmit and receive modes of operation. In subsequent chapters the 

realisation of such an antenna is considered in some detail therefore, as a 

precursor to this study, this chapter considers the integration of an 

idealised multiple beam adaptive antenna system into an existing cellular 

network. 

The aim here is to provide a figure of merit for the proposed system in 

terms of the increase in spectrum efficiency that can be achieved relative to 

conventional antenna systems. In an earlier study, a comparison was made with 

conventional omni-directional base-station antennas
1 

and since this was the 

subject of a recent publication, only a summary of the work will be presented 

here. (The full paper has been included in Appendix B for reference.) A 

theoretical approach is adopted which models the conventional and proposed 

antenna systems in a typical mobile radio environment, enabling the spectrum 

efficiencies to be calculated for a given level of performance. Geometrical 

and statistical propagation models are employed and a unique insight is given 

into the benefits of employing the "smart" base-station antenna. In addition 

to this, the scope of the previous study is extended to include the 

performance enhancement offered by fixed sector directional antennas which 

are currently favoured by system operators as a means of reducing co-channel 

interf erence. 

1: Work carried out In collaboration with Beach. 
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3.1 PRELIMINARIES 

In order to enable a direct comparison to be made between different 

base-station antenna architectures in a cellular network, it is necessary to 

develop models for the propagation characteristics of the mobile radio 

channel. The effects of co-channel interference can then be included to 

establish the minimum distances between the co-channel cells to prevent 

co-channel interference. This distance governs how efficiently the available 

spectrum can be deployed, and also determines the overall capacity of the 

network. Consider the situation depicted in figure 3.1 with a single 

interfering co-channel cell separated from the wanted cell by a distance D. 

Co-channel interference will occur (at either the mobile or the base-station) 

when the ratio of the wanted signal envelope, s , to the interfering signal 
w 

envelope, s, is less than some protection ratio, p , i.e. when 
1 r 

s ~ p s 
w r 1 

(3.1) 

where the protection ratio is defined for the modulation scheme employed. If 

the two base-stations are sufficiently far apart so that co-channel 

interference does not occur, then D is termed the reuse distance and, if the 

cells have a radius R, the co-channel reuse ratio is defined as 

Q=D/R (3.2) 

o = Base station 

Wan/edcell Interfering cell 

D 
.. 

Figure 3.1: Two co-channel cells. 
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The level of acceptable co-channel interference governs the value of 

this parameter and hence the overall spectrum efficiency of the network. from 

this definition of the reuse distance, it is now possible to calculate the 

number of cells that can be established before reusing the channels, i.e. the 

cluster size C. If a hexagonal cellular geometry is assumed, then the cluster 

size is related to the co-channel reuse ratio by [1] 

(3 .3) 

A hexagonal cellular layout with a seven cell cluster is shown in figure 3.2. 

The use of regular hexagons restricts the cluster sizes to certain integer 

values only, e.g. C = U,3,4,7,9,12,13,16,19,21,···}, but note that in each 

case the first tier of co-channel interferers will always contain six cells 

which are separated from the wanted base-station by at least the reuse 

distance D. 

1st riero! 
Co-channel Interferers 

Figure 3.2: Hexagonal cellular layout with a 7 cell cluster. 
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Once the cluster size has been determined for a particular system 

architecture, the spectrum efficiency can now be calculated [2]. This gives a 

direct measure of the spectrum utilisation and can be expressed in terms of 

the number of voice channels/MHz of bandwidth/km 2, i. e. 

B /B 1 
t c 

E = B (CA) = B CA 
t c 

(3.4) 

where 

B is 
t 

the to t al avai labl e bandwidth (MHz ). 

B is the channel spacing in MHz. 
c 

C is the number of hexagonal cells per cluster. 

A is the of a hexagonal cell in 
2 area km . 

An alternative measure of the spectrum efficiency of a network can be 
2 

expressed in terms of er langs/Mhz/km where the er lang is a measure of the 

traffic intensity2. It can be shown that the two definitions are directly 

related [3] but since the former is simpler to manipulate, this expression is 

adopted here. 

To enable a direct comparison to be made between two different 

base-station antenna systems, it is necessary to assume that an identical 

modulation scheme can be employed in both cases, and also that the hexagonal 

cell areas are the same. Thus E ex l/C and the relative spectrum efficiency of 

system 1 with respect to system 2 can be expressed as 

E 
1 

E = = E r 
2 

l/C 
1 

l/C 
2 

= 
C 

2 

C 
1 

(3.5) 

When a comparison is to be made with a network containing fixed sector 

antennas, it is important to note that the cluster size in equation (3.5) 

refers to the number of hexagonal cells in each cluster and not the total 

number of sectors. This is a trivial point but often the sectors are referred 

to as cells which results in a different value for the number of cells in a 

cluster. 

2: Erlangs give a measure of the quantity of traffic on a channel or group of 

channels per unit time. 
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3.2 MODELLING TIlE CO-CHANNEL INTERFERENCE ENVIRONMENT 

In this section various co-channel models previously adopted by a number 

authors are briefly discussed before applying them to the different antenna 

systems. Each antenna system is required to operate within the same network 

and the following assumptions apply in each case: 

(i) A cellular network consisting of hexagonal cells with channel 
reuse every C cells. 

(H) Centrally located base-station antennas. 

(Hi) A uniform distribution of users per cell. 

(iv) A blocking probability of B in all cells. 

(v) Idealised base-station antenna patterns providing uniform 
gain over the required coverage area. 

(vi) The same modulation scheme is employed with each antenna 
system. 

The blocking probability B in assumption (iv) is the fraction of attempted 

calls that cannot be allocated a channel. For example, if there are "a" 

erlangs of traffic offered, the actual traffic density is equal to a(1 - B) 

erlangs. This gives an outgoing channeL usage efficiency or Loading factor of 

1) = 
a(1-B) 

N 
c 

(3.6) 

where N is the total number of channels allocated per hexagonal cell. Hence, 
c 

on average, the number of active channels in each cell is N 1). (A similar 
c 

expression was used by Daikoku and Ohdate [4].) In Appendix B, the number of 

channels is denoted by N which is also used later to represent the number of 

elements in the antenna array. Therefore the subscript "c" has been added 

here to avoid any confusion. 

In the following analysis regarding the spectrum efficiency of the 

"smart" base-station antenna system, several assumptions have been made 

concerning the implementation of the system. These are as follows: 

(i) The antenna system can generate any number, m, of ideal 
beams. 
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(ii) Each beam has a beamwidth of 2II/m, and a gain equal to the 
idealised omni/sectoral antenna. 

(iii) Each beam only carries the channels that are assigned to the 
mobiles within its coverage area. 

(iv) The necessary base-station hardware is available to enable 
beamforming and vehicle location. 

These assumptions imply a somewhat hypothetical adaptive antenna system, with 

the m beams providing coverage of the complete cell area. This approach can 

be justified however since a uniform user population has been assumed for 

each antenna system. It is recognised that a dynamic, non-uniform user 

distribution will affect the results presented here, although if the adaptive 

base-station antenna system has complete control over the beam patterns, a 

situation similar to that depicted in figure 2.3 could be envisaged. Hence 

there would be directions in which little or no signal energy is radiated or 

received, reducing the levels of co-channel interference. This renders the 

above assumption as a worst case situation in terms of the transmission and 

reception of co-channel interference. 

Another factor which will have a significant bearing on the results, is 

the assumption that all three systems to be considered (omni -, sectoral and 

multiple beam) employ idealised antennas, with uniform patterns providing 

identical coverage areas. In practice this will not be the case, and the 

effects of sidelobes and non-uniform patterns will result in increased levels 

of co-channel interference. This is especially true with the sector antennas 

and the multiple beam system. Also, in an urban or suburban mobile 

environment, the antenna pattern will be very different from the free space 

antenna pattern due to the reflections off surrounding buildings. In 

particular for directional antenna patterns, the free space front-to-back 

ratio (> 20 dB) could be reduced quite dramatically [5]. This is the result 

of the strong signal radiated in front being reflected from the surrounding 

buildings so that the energy can be received by a mobile behind the antenna. 

Similarly, the signal transmitted from a mobile behind the antenna could be 

received in the forward direction due to reflections. For these reasons, the 

resulting spectrum efficiencies for the different systems must be considered 

as the performance upper-bounds. 
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Two different categories of co-channel interference model were employed 

as the basis for this study and they can be summarised as follows: 

• A geometrical model which considers the relative geometry of the 
transmitter and receiver locations and takes into account only 
the propagation path loss associated with the mobile radio 
channel. 

• A statistical model in which the propagation effects such as 
fading and shadowing are included in a statistical fashion 

Hammuda [3] has carried out an extensive investigation into the merits of 

these different models and favoured the geometrical approach which considers 

only the 1st tier of six interfering co-channel cells. However, this is with 

the proviso that the value of the protection ratio used is subjectively 

evaluated for the modulation scheme under fading and shadowing conditions. 

The main drawback of the geometrical approach is that it does not easily 

allow for a direct comparison between the competing base-station antenna 

technologies. However, the statistical approach readily lends itself to this 

task, although the results tend to give a rather pessimistic outlook, 

requiring larger clusters sizes for a given level of performance. In spite of 

these shortcomings, the results of applying both of these models will be 

discussed in the following sections. Finally note that in the analysis only 

the base-to-mobile link is considered, although the same principles can be 

developed for the mobile-to-base link. 

3.2.1 Geometrical Propagation Model 

This model is essentially the same as that presented by Lee [6] and only 

takes into account the propagation path loss, i. e. the area mean signal level 

experienced at the mobile, and is assumed to be proportional to the distance 

from the base-station raised to a power '1. It is recognised that with the 

advent of smaller cells, the propagation path loss is close to the free-space 

value [7], however it is envisaged that the proposed system architecture will 

initially operate within larger cells. Therefore, in the analysis presented 

in Appendix B, the commonly used approximation that the received signal power 

is inversely proportional to the fourth power of range was used [8]. Using 

the definition for the occurrence of co-channel interference given in 

equation (3.1), it is possible to draw a contour defining a region where 
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co-channel interference never occurs and a region where it always occurs . 

This contour depends on the protection ratio and, for the two co-channel 

cells shown in figure 3.1, the locus is defined by 

(3.7) 

where d and d are the distances between the mobile and the wanted and 
1 w 

interfering base-station antennas respectively as given in figure 3.1. The 

contour given by equation (3.7) above is illustrated in figure 3.3 and, in 

the worst-case position which is in a direct line between the two 

transmitters as shown, the co-channel reuse ratio can be defined as 

(3.8) 

This idea can be extended to the situation with more than one interferer, but 

the result is essentially the same, i.e. the maximum spectrum efficiency 

obtainable with an omni -directional base-station antenna is governed by the 

protection ratio, and hence the modulation scheme employed . 
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Figure 3.3: Contour defining interference regions. 
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A: Multiple Beams Versus Omni-directional 

In order to compare the performance of the proposed multiple beam 

base-station antenna with a conventional omni-directional antenna, the model 

must be extended to consider the probability of co-channel interference 

occurring, i.e. pes s p s). This is often called the outage probabHity, and 
w r 1 

is the probability of failing to achieve satisfactory reception in the 

presence of interference. Within the region of no interference the outage 

probability is zero for both the antenna systems. However, if the mobile were 

to stray into the outer region of interference, the outage probability would 

depend on the proximity of the interfering cells and whether or not the 

active co-channel
3 

is in the co-channel beams that are aligned onto the 

wanted mobile. For the simple case with only two co-channel cells as depicted 

in figure 3.3, the outage probability within the region of interference can 

be expressed as 

P( ssp s) = 2!. 
w rIm 

(3.9) 

where TI is the loading factor as defined in equation (3.6) and the omni- case 

is given by m = 1. Hence a hypothetical situation could now be envisaged 

where, if m is large enough to satisfy a given outage criterion, complete 

channel reuse would be possible (D/R=2) for any modulation scheme, e.g. a 107-

outage criterion could be satisfied with only ten beams (m=10) in a fully 

loaded system. The outage probability for the case with six interferers is 

given in equation (16) of the paper in Appendix B and is quoted only for the 

limited region around the wanted cell where none of the co-channel cells 

alone can interfere with the wanted mobile. As the mobile moves further away 

from the wanted cell, one or other of the co-channel cells will dominate and 

the probability of co-channel interference occurring will increase. The 

actual value will depend on the position of the mobile, therefore 

significantly more beams would be required for complete channel reuse than in 

the simplified example given above for two co-channel cells. This clearly 

illustrates the difficulty in applying the geometrical model since the 

spectrum efficiency obtainable with the proposed base-station antenna system 

is not immediately apparent. 

3: The "active co-channel" Is the channel that has also been allocated to the 

wanted moblle. 
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B: Sectoral Versus Omni-directional 

Lee [6] has successfully employed the geometrical model to compare the 

performance of fixed coverage sector antennas with omni-directional antennas. 

The two configurations considered divided the cell up into three and six 

sectors, with the base-station employing three 120
0 

six 
0 

or 60 beam 
directional antennas respecti vely. It was shown that with a seven cell 
cluster, the wanted mobile would only experience interference from two 
co-channel cells out of the six in the first tier of interferers with 120

0 

sectors, and from only one cell if 60
0 

sectors were employed. Hence the 

received level of co-channel interference is reduced, enabling the co-channel 

cells to be placed closer together and increasing the overall spectrum 

efficiency. If the distances between each co-channel cell and the wanted 

mobile are assumed to be equal, and the wanted mobile is at the edge of the 

cell boundary, then the co-channel reuse factor Q is as defined by Lee [6]. 

This result was given in equation (15) of Appendix B, but was quoted 

incorrectly and should read as 

(3.10) 

since the notation used in the paper defines (sW/sl) as the ratio of the 

signal envelopes in volts. Hence, for a given protection ratio, a value of Q 

can be calculated and the spectrum efficiency determined. The approximation 

used in equation (3.10) assumes that the distances between the co-channel 

base-stations and the wanted mobile are identical and equal to the co-channel 

reuse distance D. Clearly as the cluster size is reduced, this approximation 

will no longer be valid, and the value of Q given by equation (3.10) may not 

be large enough to maintain a signal-to-interference ratio greater than the 

protection ratio. Also note that when the cluster size is small, the number 
o 0 

of interferers in the first tier for 120 and 60 sector antennas may be 

greater than the values given above. With this in mind, the cluster sizes 
o 

required to satisfy protections ratios of 8 dB and 20 dB with both the 120 
o 

and 60 sectoral antennas have been calculated. The mobile was placed in the 

worst-case position, i.e. at the cell boundary closest to the co-channel 

interfering cells, and the distances between the mobile and the wanted and 

interfering cells calculated. For a given cluster size, the 

signal-to-interference power ratio must satisfy the following equation 
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s d- r 
w w 

S = ~ Pr (3.11) n 
I L d~r 

1= 1 

where the upper case S denotes the signal power and n is the number of 

interf ering cells. The results are presented in table 3.1 below for 120
0 

and 

60
0 

sectors and, as expected, the sector antennas provide a significant 

improvement in terms of increasing the spectrum efficiency. This gain however 

is at the expense of an increase in the handover rate since the mobiles will 

have to cross cell boundaries more frequently. This particular aspect will be 

addressed in more detail in the following sections. 

Cluster 
An tenna Type Size E 

C r 

PR 
= 8dS 3 1.0 

0 

360 
PR 

= ZOdS 9 1.0 

PR 
= 8 dS 1 3.0 

0 

120 
PR 

= ZOdS 4 2.3 

P R 
= 8dS 1 3.0 

0 

60 
P R 

= ZOdS 3 3.0 

Table 3.1: Comparison of fixed sector directional antennas with 
an omni-directional antenna using geometrical model. 

3.2.2 Statistical Propagation Model - One Co-channel Cell 

In the previous section it was possible to define two distinct regions 

of operation using the geometrical model as illustrated in figure 3.3. In 

practice however, such a well defined contour is unlikely, and a more 

realistic impression is given in figure 3.4 with small pockets of 

interference even occurring quite close to the wanted base-station. In order 

to predict the co-channel interference, a model is now required which 

includes all the signal variations. There has been much debate, and still is, 

as to the best models to employ [9], although the general conclusion is that 
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the statistics of the signal can be represented by a combination of Rayleigh 

and log-normal statistics in the form of a Rayleigh distribution with a 

log-normally varying mean. The Rayleigh fading represents the rapid s ignal 

variations caused by the multipath effects and the log-normal f a d ing 

represents the slower variations of the received signal, known as shadowing, 

due to the changes in the local terrain. 
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Figure 3.4: Contour defining interference regions with fading & shadowing. 

The Rayleigh fading of the signal envelope, s, relative to the local 

mean s . (S" = <s», is represented by the following probability density 

function 

p (s/s) = IT~2 exp [_ IT~:] 
2s 4s 

(3.12) 

The log-normal variation of the local mean s is about the area mean m d' where 

m = <5 > the mean of 5 (m = 20log m and s = 20log s). The area mean is 
d d ' d d 10 d 10 

governed by the propagation path loss and so is approximately proportional to 

the inverse of the distance from the base-station raised to the power '1 as 

described earlier. Hence the log-normal shadowing probability dens it y 

function (pdf) is given by 
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(3.13) 

The standard deviation (1' describes the degree of shadowing, and typically 

varies from 6 to 12 dB in urban areas, the larger value being associated with 

very built up inner city areas. The combined pdf can now be expressed as 

co 

PCs) = J P(S/5) ·pCS
d

) 

-co 

d5 
d (3.14) 

-
and by substituting s = 10(8/20) (from s = 20log 5) into equation (3.12), 

d 10 
it becomes 

P(s) (3.15) 

Numerous studies have been undertaken to analyse the statistics of 

co-channel interference originating from a single co-channel cell, and have 

been carefully reviewed. The approach adopted here was that presented by 

French [10] (see Appendix B for more details). Now, instead of two distinct 

interference regions, the effects of co-channel interference can be described 

by outage probability contours as described in Appendix B for a single 

co-channel cell. The effect of including a multiple beam antenna is to reduce 

the value of each contour by a factor of m (m being the number of beams). 

Therefore, for a given outage criterion, either the service area can be 

increased or the co-channel cell can be placed closer. Hence the co-channel 

reuse ratio is reduced, requiring fewer cells per cluster and increasing the 

overall spectrum efficiency. The results for different numbers of beams in a 

fading and shadowing «(1' = 6dB) environment with 707. loading (1) = 0.7) and an 

outage probability of 17. are summarised in figure 11 of Appendix B. There is 

clear ly a significant improvement in the spectrum efficiency, however the 

effect of multiple interferers has not been considered. Therefore, in order 

to present a more realistic study and facilitate a comparison with fixed 

sector directional antennas, the next section will concentrate on an extended 

model. 
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3.2.3 Statistical Propagation Model - Six Co-channel Cells 

The main problem in developing an accurate model with many co-channel 

cells is predicting the distribution from the sum of multiple interfering 

signals. A commonly used approximation is to consider only the slower 

variations of the signals, Le. the shadowing, although it must be recognised 

that the instantaneous effects due to the fast Rayleigh fading will affect 

the overall system performance. The total interference is then a power sum of 

statistically independent random variables which are log-normally 

distributed. The resulting distribution can be approximated to be also 

log-normally distributed [11] and this has been verified by Cox with Monte 

Carlo computer simulations [12]. Muammar and Gupta [13] have also considered 

the case where only Rayleigh fading is present (Le. (J' = 0) and approximated 

the overall distribution with a normal distribution. 

There have been numerous studies which have considered co-channel 

interference originating from multiple co-channel cells (see Appendix B). 

However, the work of Muammar and Gupta [13] was adopted since the analysis is 

a direct extension of the single co-channel analysis of French [10]. Only the 

first tier of six interfering co-channel cells was taken into account, even 

though there are many other tiers of interferers present. Cox [12] has shown 

that the difference in the ratio of the average signal to average co-channel 

interference when considering only one tier or a large number of tiers is 

only a few dB. Therefore, approximating the total number of interferers by 

only the first tier is a valid approach, especially if the cluster sizes 

become quite large. 

The wanted mobile in the central cell receives a signal envelope s from w 

the wanted base-station, as well as n interfering signals sl from the active 

co-channel cells (the maximum number being six in this case). The probability 

of co-channel interference occurring and there being n interfering co-channel 

cells can be expressed as 

P (( co-channel interference)f"'I(n active co-channels)) 

= pes :s p S /n)·P(n) 
w r I 

(3.16) 

where Sand S are the wanted signal power and the total interfering signal 
w I 
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power respectively4. (Sw:S PrS / n ) is the conditional outage probability (the 

probability of co-channel interference given that there are n active 

interferers) and pen) is the probability density function of n. The total 

outage probability is then the probability of co-channel interference 

occurring with any number of interferers up to n=6. and so can be expressed 

as 

pes :S P S ) = \'" pes :S p S /n) . pen) 
w rI L w rI (3.17) 

n 

Equations for the conditional outage probability are given in the paper in 

Appendix B, as well as in the referenced work of Muammar and Gupta [13]. The 

origination probabil ity of Daikoku and Ohdate [4] was employed as the 

probability density function of n, Pen), and this is simply the probability 

that n co-channel interfering cells are using the same channel as the wanted 

mobile. Since only the base-to-mobile link is being considered, the 

origination probability with multiple independent beams is simply the 

probability that the n co-channel beams aligned onto the wanted mobile 

contain the active co-channel. Therefore, the origination probability can be 

expressed as 

(3.18) 

where T'I is the loading factor as defined in equation (3.6) and m is the 

number of beams formed by the adaptive base-station (the omni- case is given 

by m=!). Note that for the mobile-to-base link, the level of interference 

experienced by the wanted base-station antenna is governed by the number of 

co-channel cells covered by an individual beam. In this respect, the results 

for the two links will be different but since the interference is greater in 

the base-to-mobile link, this will dominate the overall performance. The 

results for the mobile-to-base link are similar to the situation with fixed 

sector antennas to be discussed below. 

The results for different numbers of beams in a fading and shadowing 

(0- = 6dB) environment with 707. loading (T'I = 0.7) and an outage probability of 

1% are summarised in figure 3.5 and again show clearly the significant 

increases in spectrum efficiency that can be made. Consider now two different 

4: Note that the equivalent equations in Appendix B should also be expressed 

in terms of the signal powers as opposed to the signal envelopes. 
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antenna configurations which employ fixed sector directional antennas with 
• 0 0 

beamwldths of 120 and 60 respectively. Lee [6] has already established that 

the number of interferers in the first tier is reduced to two and one 

respectively (a valid assumption for cluster sizes greater than seven) hence, 

in equations (3.17) and (3.18) above, the maximum number of interferers n can 

be adjusted accordingly. If the traffic loading in each sector is then 

assumed to be identical to that in the previous analysis, Le. the number of 

erlangs carried per channel is the same, and taking m = 1, the relative 

spectrum efficiency of sector antennas with respect to a conventional 

omni-directional antenna can be calculated in the same way. The results are 

presented in figure 3.5 and are very similar to a multiple beam antenna 

employing an equivalent number of beams. Further sectorisation will not 

increase the spectrum efficiency since, with only one tier of interferers 

considered, there will always be at least one source of co-channel 

interference. Hence, in using this model, there is an upper-bound to the 

~ ~--------------------------------------------------~ 
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Muhiple Beam 

P ,;=2OdB 

• 

• 

Sector 

P R=8dB 
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1200 Upper-bound for sector antennas 
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• 

---------------- ---- --- --------------------------------------------------------------------------

o 5 10 15 20 25 

Number of Beams/Sectors 

Figure 3.5: Relative spectrum efficiency as a function of the 
number of beams/sectors formed. 
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capacity advantage that can be achieved with sector antennas as shown in 

figure 3.5. In a more extensive model, further tiers of interferers would 

have to be considered as well as including such effects as the reduction in 

the front-to-back ratio discussed earlier. 

Heeralall and Hughes [14] have proposed some novel cellular patterns 

employing fixed sector antennas. In their study, the cluster size was not 

restricted to the usual values for hexagons, and significant performance 

enhancements were reported. In spite of this, the main problem associated 

with fixed sector antennas is still to be addressed, namely the increased 

number of handovers required as the mobile circumnavigates the cell. This 

results in a reduction in the trunking efficiency of the network and will 

ultimately restrict the number of subscribers able to access the system as 

traffic demands rise. The multiple beam base-station antenna does not suffer 

from this problem since the process of switching the mobile from beam to beam 

is transparent to the user and does not require any channel switching. Even 

in the worst-case, with only fixed multiple beams covering the cell, the 

additional knowledge of the mobile's location enables the base-station to 

switch beams only when required to maintain signal contact. 

3.3 CONCLUSIONS 

The study presented in this chapter has demonstrated the feasibility of 

a multiple beam adaptive base-station antenna for cellular communications 

networks. A comparison made with the conventional omni-directional 

base-station antenna has shown a marked improvement in the spectrum 

efficiency and capacity that can be obtained, e.g. an idealised eight beam 

antenna system could provide at least a threefold increase in spectrum 

efficiency. The performance of the proposed system is also equivalent to a 

network employing fixed sector antennas with the same number of sectors as 

beams. However, the potential capacity enhancement with fixed sector antenna 

systems is limited, as well as significantly reducing the trunking efficiency 

of the network. An additional advantage of the proposed system is that it can 

provide extra capacity as the traffic demands rise by simply increasing the 

beamforming capabilities of the system (see figure 3.5). This is in contrast 

to the current approach of cell splitting. Not only does cell splitting 

reduce the trunking efficiency but the infrastructure costs are increased 
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significantly since new base-station sites must be acquired. 

Hence this preliminary investigation has produced some very encouraging 

results and, as discussed above, the key to achieving the proposed increases 

in spectrum efficiency lies with the ability to locate the azimuth bearing of 

a mobile within the cell. Therefore the following chapters will concentrate 

on this particular aspect. The model that was adopted though was far from 

extensive since it only took into account the propagation characteristics of 

the mobile radio channel and ignored many of the other factors affecting the 

transmission performance. For example, power control at the base-station was 

not considered, and Palestini and Zingarelli [15] have shown that this can 

significantly increase the overall spectrum efficiency. The model that was 

adopted in this study also included the effects of non-ideal antenna 

radiation patterns. This would have a significant effect on the performance 

of the proposed system and so will have to be considered in any further 

investigations. Another factor that was not considered was the additional 

requirement that the received wanted signal must also achieve a satisfactory 

signal-to-noise ratio (SNR). This is determined by the receiver noise level 

and was considered by Sower by and Williamson [16]. Finally the inclusion of a 

realistic traffic model, with a non-uniform distribution of mobiles and 

handovers, will enable an assessment of the trunking efficiencies of the 

different system architectures [17][18]. 
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CHAPTER 4 

DIRECTION FINDING IN THE CELLULAR LMR ENVIRONMENT: 

AN INTRODUCTION 

In chapter 2, the application of an antenna array in a cellular 

communications network was discussed, with particular emphasis on reducing 

the level of co-channel interference, and thereby enhancing the spectrum 

efficiency of the network. The concept of a "smart" base-station antenna 

system was then introduced, and chapter 3 focused on the potential capacity 

advantage that could be achieved by employing such a system. Having 

established that there are significant capacity gains to be made, the next 

stage is to consider the practical realisation of the antenna system. It is 

clear that there are two fundamental tasks that must be accomplished at the 

base-station site: the estimation of the source locations within the cell, 

and the formation of a number of multiple independent beams based on this 

information. Both of these functions can be readily implemented using an 

antenna array and this is the subject of the present and subsequent chapters. 

This chapter concentrates on the source estimation process, and 

introduces some of the signal processing techniques which can be employed to 

determine the azimuth bearing of a signal source. The techniques described 

have previously been employed extensively in radar and sonar systems, and 

their application in a mobile radio environment is considered here. The key 

factors which affect the ability of these techniques to accurately estimate 

the source directions are discussed, before briefly commenting on the 

propagation characteristics encountered in mobile radio. Although no 

particular modulation scheme, or access technique, has been specified in 

conjunction with the proposed antenna system, the signal processing 

techniques to be outlined in this chapter operate with narrowband signals. 

Consequently, this study is restricted to networks employing narrowband 

frequency division multiple access (FDMA), or time division mUltiple access 

(TDMA). Operation within a wideband modulation format is considered briefly 

in chapter 7. 
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4.1 ANGLE OF ARRIVAL ESTIMATION WITH ANTENNA ARRAYS 

Antenna arrays have been employed extensively in a number of 

applications and have already been introduced as an adaptive beamformer in 

chapter 2. In this chapter, another application is considered in some detail, 

and that is the estimation of the angle of arrival (AOA) of the signal 

waveforms incident onto the array. Many other parameters regarding the signal 

environment can also be determined using an antenna array, e.g. the number of 

signals incident onto the array, the signal strengths and the signal 

polarisations. However, the main interest of this present study is the 

determination of the azimuth bearings of the signal sources, thus enabling 

the distribution of users within a cell to be mapped. AOA estimation is the 

classical problem in radar, sonar and seismic applications and Haykin [1] 

provides an in depth review of many of the signal processing techniques 

currently employed. 

One of the simplest approaches exploits the duality that exists between 

frequency estimation from a time domain data sequence, and angle estimation 

from a spatially sampled data sequence. This is mathematically equivalent to 

estimating the spatial Fourier Transform across the array and determining the 

location of local maxima. The disadvantage of this technique is that the 

resolution of two or more sources is limited by the size of the aperture, 

hence the estimation accuracy can only be improved by increasing the aperture 

of the array. This solution is of only limited use since it requires 

increasing the physical size of the array. However, a description of this 

Fourier Method (FM), or conventional beamforming as it is sometimes called, 

is incl uded in the next section as a precursor to some of the more 

sophisticated approaches which are often referred to as superresolution 

techniques. 

Before proceeding it is worth briefly mentioning Maximum Likelihood (ML) 

estimation [1], since it can be considered as an optimum approach. Firstly, 

the conditional probability density function of the observed data across the 

array given the unknown parameters (e.g. the AOA) is formulated. This defines 

the likelihood function of the data and the maximum likelihood estimates are 

the values of the unknown parameters which maximise this function. In other 

words, the estimate provides the parameters which were most likely to have 

caused the observed signal vector across the array. Given sufficient 

observations of the data, the estimate will attain the true value and will 
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satisfy the Cramer-Rao bound. This defines the lower bound on the variance of 

the parameter estimate. For this reason it is often referred to as the 

optimum approach, however it does require the solution of a non-linear 

optimization problem which is time consuming, impractical and, in many 

instances, unnecessary. Hence, the following study will be restricted to many 

suboptimal approaches which are considered to be more pertinent to the 

application in mind. Appendix C contains the signal and noise model for an 

environment containing a multiplicity of non-coherent and/or coherent 

narrowband sources incident onto a uniformly spaced linear array. This model 

is contained in an Appendix for convenience since it will be repeatedly 

referred to during the following sections. 

4.1.1 The Fourier Method (FM) 

The spatial Fourier Transform of the observed signal vector x across an 

N element linear array defines the spatial spectrum and can be expressed as 

N 

X(</» = L xo·exp [- j(n-l)</>] (4.1) 

0=1 

where 

2nd 
</> = T sin e (4.2) 

is the inter element phase shift produced by a narrowband signal source with 

wavelength A, incident at an angle e off the array broadside (see 

Appendix C). The time domain equivalent for a data sequence x(n) is given by 

the Discrete Fourier Transform, i.e. 

N-1 
X(f) = L x(nT).exp [- j2nfnT] 

0=0 

Hence, the dual of frequency in the time domain is 

f = sin e 

and the dual of time sampling is 

d 
T= X 
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The squared magnitude, I X(q,) 12
, is termed the peri.odogram and the expectation 

of this gives the power spectrum. Hence the periodogram of equation (4.1) 

provides the basis of a method for estimating the power spectrum of the 

energy sources illuminating the array, and determining their angle of arri.val 

(AOA). 

Equation (4.1) above can be realised in a fairly straightforward manner 

if it is recognised that the exponential terms are a series of complex 

weights, with unity amplitude, applied to the outputs of the array elements. 

If a steering or weight vector u is defined as 

u = 

1 

exp(jq, ) 

exp(j2q, ) 

exp (j (N-1 )q,) 

(4.6) 

then the spatial spectrum, X(q,), is given by the summation of the weighted 

outputs of each element as follows 

N • 
X(q,) = \' u .x L n n 

n=l 

t 
= u x (4.7) 

where • denotes the complex conjugate and t denotes the complex conjugate 

transpose. Closer inspection of equation (4.6) reveals that the weight vector 

can be simply realised by a set of phase shifters connected to the array 

elements. 

Given the angular spectrum, X(q,), the angle of arrival of the signal 

sources can be estimated by locating the spectral peaks, that is the values 

of q, for which the magnitude of X(q,) attains a maximum. In order to 

demonstrate this consider a single source, incident at an angle am off the 

array broadside, in a noiseless environment. The received signal is given by 

s = a exp[j(n-l)q, 1 
nm m mJ 

n = 1,2," ·,N (4.8) 
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the first where am denotes the complex amplitude of the signal received at 

element of the array. Substituting equation (4.8) . t (4) 
in 0 .1, and replacing 

xn and X(</» with s nm and S m (</» respectively, the angular spectrum of this 
source equals 

N 

Sm(</» = am L exp [-j(n-1)(</>-</>m)] 
n=l 

Recognising this as a geometric progression it can be expressed as 

S (</» 
m 

= a 
[ 

1 -

m 1-

exp [- jN(</>-</> m )] ] 

exp [ - j ( </>-</> m ) ] 

(4.9) 

(4.10) 

If the phase reference is at the centre of the array, this can be written as 

S (</» 
m = 

= 

where 

W(</» = 

sin [N( </>-</> m )/2] 
a 

m 
sin [( </>-</> m ) /2] 

a W(</>-</> ) 
m m 

sin [N(</»/2] 

sin [( </>/2)] 

(4.11) 

( 4.12) 

The function W(</» represents the familiar radiation pattern of a uniformly 

illuminated linear array. A plot of W(</» against </> is shown in figure 4.1 for 

an eight element array. The pattern exhibits a mainlobe, or beam, of finite 

width, and several sidelobes. Referring to equation (4.11), it can be seen 

that a peak in the spectrum will occur when </> = </> , Le. when the steering 
m 

vector given by equation (4.6) is in the same direction as the incident 

signal. Hence the Fourier method is equivalent to sweeping a beam defined by 

u across the array aperture and observing the peaks at the array output. The 

term conventional beamforming has also been applied to this approach for 

obvious reasons. Using the notation of Haykin [1], a standard beamwidth is 

defined as the angular separation between the main lobe and the first null, 

. 271/N radians. An alternative definition of the beamwidth is the 3dB l.e. 
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Figure 4.1: Radiation pattern for an eight element array. 

¢ 

beamwidth which, for the broadside beam of a linear array, is defined as [2] 

AS ..... -1 ( o· 886;\ ) 
L1 = Sln Nd 3dB 

(4.13) 

As can be seen in figure 4.1, the finite width of the array aperture (N) 

means that the source appears to come from a dominant, but diffuse direction, 

as well as false directions corresponding to the sidelobes. The sidelobes are 

due to the equal weighting assumed for each sensor output. The comparable 

result in time-series analysis occurs when a rectangular window is applied to 

a sinusoidal signal and the spectrum computed. If the weights are tapered, 

the sidelobes can be reduced, but at the expense of a wider mainlobe. 

When there are a multiplicity of sources incident on the array the 

principle of superposition may be used to extend the result in 

equation (4.11). Thus, for M sources, the complete angular spectrum becomes 

M 

S(q,) = L am W(q,-q, m) (4.14) 
m=l 

When the sources are separated from each other by two or more standard 

beamwidths, the magnitude of the angular spectrum I S(q,) I exhibits a 

corresponding number of distinct peaks, located according to the angles of 

arrival of the sources. If however, the sources are separated by between one 

and two standard beamwidths, distinct peaks mayor may not appear, and herein 

lies the problem of the Fourier method. Two sources are not able to be 
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resol ved unless the physical size of the array is increased. 

Returning to the vector notation used to represent the angular spectrum 

in equation (4.7), the periodogram or the power spectrum of the received 

signal at sampling instant k can be expressed as 

t 
= u Ru (4.15) 

where R is defined as the array covariance matrix (see Appendix C). P (q,) 
F'M 

gives an estimate of the total signal power in the direction defined by q" 

and the peaks that occur in this spectrum as the steering vector u is scanned 

give an indication of the angles of arrival of the signal sources. 

In spite of its limitations, this traditional approach to bearing 

estimation has many advantages. It is very straight forward to implement and, 

since it is fairly insensitive to parameter variations, it is robust. 

4.1.2 Maximum-Likelihood Method (MLM). 

It is possible to obtain a set of weights (or steering vector) to 

achieve a higher degree of resolution by adapting them to the particular 

signal and noise fields present at the array aperture. A technique known as 

the maximum-likelihood method (MLM) for spectral estimation, originally 

developed for seismic array frequency wave-number analysis, accomplishes this 

and was first reported by Capon [3]. Strictly speaking it is not a true 

maximum-likelihood estimate, but the name MLM is retained for· historical 

reasons. (It is also sometimes referenced as the Capon spectral estimate.) In 

time-series analysis, the technique is defined as a filter designed to only 

pass the power in a narrowband about the signal frequency of interest, and to 

minimise or reject all other frequency components in an optimum manner. This 

is equivalent to steering an antenna beam which will only pass signals from a 

particular direction, rejecting energy from all other directions. If the beam 

steering vector is defined as w then the energy contained within the beam is 

defined as 
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t 
P = w Rw (4.16) 

where R is the array covariance matrix. A steering vector w has to be found 

which minimises the beam energy subject to the constraint that 

t 
w u = 1 (4.17) 

The vector u is as defined in equation (4.6) and represents an ideal plane 

wave in the required look direction. The purpose of this constraint is to fix 

the processing gain in the required look direction to unity. That is to say, 

only a signal arriving from that direction will be undistorted at the array 

output. The solution of this constrained optimisation problem requires the 

use of a Lagrange multiplier [4] and the resulting optimised steering vector 

is given by 

W = 
o 

R -1u 

t -1 
U R u 

(4.18) 

This can be related to classical adaptive antenna array terminology by 

recognising that w gives the optimised array weights in adaptive beamforming 
o 
-1 t -1 -1 [5], Le. w = IlR u with Il = (u R u) . By substituting equation (4.18) 

o 
into (4.16), the minimum beam energy, or residual output power, is given by 

P (</» = 
ML 

1 
t -1 

U R u 

(4.19) 

As the steering vector u is swept through the directions of interest, 

equation (4.19) above gives the estimated angular or spatial spectrum for a 

given covariance R, Le. narrow peaks in the spectrum will define the AOA's 

of the incident signals. In a similar way to the Fourier estimate, P (</», Fl.f 

the peak values reflect the true power levels of the sources. 

4.1.3 Maximum Entropy Method (MEM) 

The Burg Maximum Entropy Method (MEM) for spectral estimation in time 

series analysis has been shown to be equivalent to a Least mean square (LMS) 

error linear prediction. Following the analysis of Gabriel [5], a linear 

prediction filter predicts the next value in a data sequence from a set of 

past values. LMS minimisation of the error between the true value and the 
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predicted value defines the optimum filter weights. When the error has been 

minimised, the power spectrum is equivalent to white noise. Thus, with the 

uncertainty in the error maximised, the result is a maximum entropy filter. 

Alternatively, the output sequence is estimated from past values with 

the driving process assumed to be a white noise sequence of zero mean and 
• 2 Th 

varlance (J". e process is sometimes referred to as autoregressive (AR) 

since the output sequence is a linear regression on itself with the input 

noise representing the error. Based on the analysis of Kay and Marple [6J. 

the output power spectral density is given by 

P (f) = 
ME (4.20) 

where A{f) is the Discrete Fourier transform of the optimum filter weights, 

flt is the sampling period and (J"2flt is the power spectral density of the 

noise. The peaks (poles) of the unknown spectrum will occur at the zeros of 

the filter function. Hence the input sequence is modelled as a discrete 

aU-pole linear prediction filter. 

This has also been termed a deconvolution filter since it estimates the 

unknown spectrum directly from the reciprocal of the filter transfer 

function. This is in contrast to conventional window Fourier Transform 

methods, where the unknown spectrum is estimated by the convolution of the 

spectrum with the window filter transfer function. It is this convolution 

which smears or destroys the fine detail obtained with the MEM method for 

spectral estimation. 

The preceding discussion considered spectral estimation in the time 

domain, however conversion of the MEM method for application with an adaptive 

antenna array is straight forward. It was demonstrated by Gabriel [5J that 

the linear predictor filter was identical in configuration to the Applebaum 

sidelobe canceller [7]. Here the signal arriving at a single main beam 

element is predicted from the weighted auxiliary elements. The optimised 

weights are then obtained after several successive snapshots across the array 

aperture. Convergence to the optimum weights may require several snapshots, 

depending on the algorithm chosen to calculate the weights.' A popular method 

is the Weiner prediction filter where the optimum weights are given by 
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-1 • W = IJR c 
o (4.21) 

• where R is the array covariance matrix, c is the quiescent weight steering 

vector, and Il is a scalar quantity. For the Applebaum sidelobe canceller, the 

quiescent weight vector is 

c· = [1 0 0 0 0 ... 0] T (4.22) 

T denoting the transpose operation. Hence, in the noiseless quiescent state, 

only a single main beam element will be active. This element is usually 

different from the rest and of a much larger gain. However, the location of 

the main beam is arbitrary, e.g. it could be a weighted summation of some or 

all of the elements depending on the application and the desired main beam 

response. Gabriel [5], for example, proposed a circular array with an 

omni-directional main beam response and the phase reference at the centre of 

the array. 

Since the input white noise has a power spectrum equal to a constant, 

the estimated spatial spectrum can now be derived from equation (4.20) as 

P ME (if» 
1 1 = = 

IW (if» ,2 lutw 12 
0 0 

1 
(4.23) = 

t t 
(u w w u) 

0 0 

where W (if» is the spatial Fourier transform of the optimum array weights 
o 

(equation (4.7». The spatial spectrum is obtained by sweeping the steering 

vector u across all the directions of interest with sharp peaks indicating 

the location of sources of signal energy. It must be emphasised that this 

does not represent a true antenna pattern, since no combination of element 

weights could produce such sharply defined peaks. Physically, the spatial 

spectrum defined above is the inverse of the true adapted antenna pattern, 

with the nulls placed on the signal sources now representing the peaks in the 

spatial spectrum. Consequently, the heights of the peaks will not correspond 

to the signal power levels. However, in general, they will be proportional to 

the square of the signal power [8]. 

- 54 -



4.1.4 Eigenstructure Methods 

These methods utilise the special eigenstructure of the array covariance 

matrix R, and obtain a much clearer insight into the AOA estimation problem. 

Pisarenko [9] was the first to exploit this, and it has since been extended 

by many authors, notably Schmidt [10][11] and Bienvenu and Kopp [12]. The 

signal and noise model considered is as described in Appendix C, wi th the 

additive noise component assumed to be spatially white, L e. of equal power 

and uncorrelated from sensor to sensor. The observed signal vector is given 

in equation (C.6) and can be expressed in the form 

where 

and 

1 

exp(j4>m) 

exp(j24>m) 

2ITd 
= -X- sin am 

(4.24a) 

(4.24b) 

(4.24c) 

The b (am) (m=1,2,··· ,M) are termed the direction vectors and represent the 

response of an ideal array to the mth signal source. Together they comprise 

the direction matrix B associated with the M signal sources. In practice, the 

response of the array to a single source will not produce the ideal vector 

given in equation (4.24b) since each element in the array will have a 

different amplitude and phase response at different AOA's. Mutual coupling 

will also have an effect and collectively they are referred to as the array 

manifold, Le. the response of the antenna array to a single source as a 

function of the angle of arrival. More details about the effect a non-ideal 

array manifold on the performance of the DF algorithms will be given in 

section 4.3.1. 
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Signal Subspace 
(two signsls) 

Figure 4.2: Geometrical representation of Direction Finding 
with a three element antenna array. 

In order to visualise the concept, consider the response of the array to 

a single source as a vector tracing out a path in N dimensional space as the 

source AOA varies. This is illustrated in figure 4.2 for the simple case of 

three antenna elements, the coordinate axis representing each element. Hence, 

if there is a single source, s, incident onto the array, the intersection of 
1 

the source vector and the array manifold determines the AOA of the source. 

When two sources are incident, the resultant vector is contained within a 

plane, depicted in figure 4.2 as the signal subspace. The source AOA's are 

then given by the intersection of the array manifold with the signal subspace 

as indicated in the figure. This simple concept can now be extended to 

consider many more dimensions and sources, the principle of determining the 

source AOA's remaining the same. Many algorithms have been developed to 

determine the intersection of the signal subspace and the array manif old and 

three of the most popular techniques will now be presented. These exploit the 

characteristics of the eigenstructure of the array covariance matrix which is 

given by 

Let {;\ >;\ > .•. >;\} 
1 2 N 

corresponding set of 

and {e e . .. e} be the 
I' 2' N 

orthonormal eigenvectors of 

(4.25) 

eigenvalues and the 

R. Since the noise 

covariance is assumed to be equal to 0"21, the minimum eigenvalues of R are 

all equal to 

i.e. 

2 
0", the noise variance, with a multiplicity of N-M [10][11], 
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A = A = 
M+l M+2 

2 =A =(1' 
N 

Let EN be the matrix constructed of the associated noise eigenvectors 

E =[e e ···el 
N M+l M+2 ~ 

and Es the matrix containing the remaining M signal eigenvectors. 

A: The MUSIC Algorithm 

Consider first of all the MUSIC algorithm (MUltiple 

(4.26) 

(4.27) 

(4.28) 

SIgnal 

Classification) described by Schmidt [10][11]. It was demonstrated that the 

noise subspace eigenvectors, given in equation (4.27), are orthogonal to the 

space spanned by the source direction vectors b(a ), i.e. the signal subspace 
m 

of figure 4.2. Hence 

81' e = 0 
1 

i=M+1,· . ·,N (4.29) 

In geometrical terms, the N-M noise eigenvectors are said to span an N-M 

dimensional subspace, referred to as the noi.se subspace, with the remaining M 

signal eigenvectors contained within the signal subspace. Hence, in terms of 

equation (4.29) above, the direction vectors are said to be orthogonal to the 

noise subspace. For further information and proof of these statements, refer 

to the extensive work of Schmidt [10][11][13][14]. 

Exploiting the orthogonality between the direction vectors and the noise 

subspace, the MUSIC angular or spatial estimate is expressed as 

p (<1» = 
MU 

1 (4.30) 

As the steering vector u, given by equation (4.6), is swept across the array 

aperture, peaks in the spectrum will occur whenever u = beam)' i.e. when the 

steering vector is orthogonal to the noise subspace, the intersection of the 
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array manifold (ideal in this case) and the signal subspace has been 

determined. The key steps of this algorithm are as follows:-

1: Calculate the eigenstructure of R. 

2: Determine the number of signals M from equation (4.26), i.e. from 

knowledge of the number of noise eigenvalues. 

3: 

4: 

Form the noise eigenvector matrix EN and define the noise subspace. 

Evaluate P MU(~) and determine the AOA's from the peaks in the 

spectrum. 

An experimental system was also built by Schmidt to verify the 

theoretical performance of the MUSIC algorithm [IS]. The results showed that 

the AOA's of signal sources, all located within a single beam width of the 

array, could be accurately measured and the signal strength estimated. A very 

interesting aspect of the experiments was the so called READ algorithm. Once 

the signal AOA and strength were calculated, an optimum set of weights was 

applied to the array to suppress all but one of the incident sources and 

reconstruct the selected signal. In this way, a separate array output was 

generated for each signal. This algorithm is of particular interest here, 

since it is very similar to the proposal in figure 2.4, i.e. once the AOA's 

of the incident sources are resolved, an optimum set of weights, or beams, 

are generated to recover the signals individually. 

It is worth mentioning briefly at this point the work by Brandwood 

[16][17] into methods of obtaining the MUSIC DF function from the array 

covariance matrix R without having to resort to eigenanalysis. The proposed 

algorithms produce very similar results to the conventional MUSIC approach, 

but dramatically reduce the amount of computation that is required since 

eigen-decomposition is no longer necessary. They also reduce the complexity 

of the practical implementation of the DF function since the algorithms will 

lend themselves more readily to forms of parallel processing. The purpose of 

this study however, is only to assess the viability of DF in a mobile radio 

environment, and so consequently these algorithms will not be considered in 

any more detail at this stage. Although, if at a later date a commercially 

viable system is required, such factors as computational load and complexity 

will be of great importance, and the alternative non-eigenvector methods will 

merit further investigation. 
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B: The JoDeG Algorithm 

This algorithm was developed by Johnson and DeGraaf [18] and is very 

similar to the MUSIC algorithm of Schmidt. (The name "JoDeG" has been chosen 

here to identify this approach and, as can been seen, it is derived from the 

names of the authors. ) As an introduction to this approach, consider the 

underlying principle behind most of the current high resolution OF 

techniques. That is to find a steering vector, w, which minimises the energy 

in the beam subject to the constraint that w t z = 1, where z is the constraint 

vector. The energy contained in the beam is expressed in equation (4.16) and 

is reiterated here for convenience 

t 
P = w Rw (4.31) 

The solution to this optimisation problem was obtained in section 4.1.2 for 

the MLM approach (also termed the minimum energy scheme in [18]). Here, the 

constraint vector, z, was simply the vector that would result when an ideal 

plane wave was incident onto the array. Hence, the gain of the steering 

vector in the look direction is fixed to unity and, by minimising the energy 

in the beam, the contribution from any source incident from another direction 

is reduced. Johnson and DeGraaf took this a step further by considering a 

general constraint vector, z. This results in an optimum weight vector of 

w = 
o 

- 1 
R z 
t -1 

Z R z 

giving the energy in the beam, or spatial spectrum, as 

1 P = ---,--­
t -1 

Z R z 

(4.32) 

(4.33) 

They further postulated that there must be suitable choice for z which would 

maximise the spatial resolution. Consider the constraint vector in the form 

of 

z = Cu (4.34) 

with u representing a plane wave (equation (4.6». The resulting energy in 

the beam when steered towards the source would be 
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(4.35) 

The choice of constraint vector, z, is then reduced to finding a matrix C 

which contains u in its null space, Le. Cu = O. As already discussed, the 

eigenvectors associated with the N-M smallest eigenvalues are orthogonal to 

all of the signal direction vectors b (e m) (m=l,··· ,M) contained within the 

signal subspace. Hence define the matrix C as the outer product of these 

noise subspace eigenvectors 

C = (4.36) 

Consequently, since the M signal subspace eigenvectors are orthogonal to the 

noise subspace eigenvectors, Ce = 0 for i=l,··· ,M. More importantly however, 
1 

the direction vectors b(e
m
), defined in equation (4.24b), will also lie in 

the null space of C, Le. Cb (em) = 0 (m=l,··· ,M)' Hence, as the steering 

vector u is swept through the source locations, peaks will occur in the beam 

energy function defined in equation (4.35) above. If the array covariance 

matrix R is expressed in terms of its eigenvectors and eigenvalues as 

N 

R=[ 
1=1 

t 
A e e 

1 1 1 

and similarly the inverse of R as 

N 
-1 \ 

R = L 
1=1 

1 t 
':\ e e 
I\. 1 1 

1 

(4.37) 

(4.38) 

then, because of the orthogonality of the eigenvectors, the beam energy can 

be simply expressed as 

1 
(4.39) 

and this defines the spatial spectrum for the JoDeG algorithm. The MUSIC 

algorithm can be obtained in a similar fashion utilising a slightly modified 

C matrix. Expressing the MUSIC spatial spectrum, given by equation (4.30), in 

a different form gives 
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1 
P MU(</» = -N---­

L lut el 1
2 

1 =M+l 

(4.40) 

Johnson and DeGraaf carried out extensive comparisons between the MLM. MUSIC 

and their own eigenvector algorithm (hereafter referred to as the JoDeG 

algorithm). and their observations will be discussed in section 4.2. 

C: The KuTu Algorithm 

The final method to be considered is based upon the algorithm developed 

by Kumaresan and Tufts [19]. It is sometimes referred to as the minimum norm 

method but for the purpose of this analysis it shall be known as the "KuTu" 

algorithm. The authors considered a general approach to the AOA estimation 

problem and postulated that if a vector d could be found which exhibited the 

following property 

m=1.· . ·.M (4.41) 

then it would be possible to estimate the source bearings since a polynomial 

D(z) given by 

N-l 
D(z) = L 

n=O 

d z 
n+l 

-n (4.42) 

will have zeros at exp(j</> ). m=1.··· .M. thus indicating the AOA's of the M 
m 

signals. A spatial spectrum can then be defined as 

1 
P (</» = ---

KU 
(4.43) 

with peaks indicating the location of the signal sources. 

The noise subspace eigenvalues exhibit the orthogonality described by 

equation (4.41) and the MUSIC and JoDeG algorithms exploit this property. 

Unfortunately. when the array covariance matrix. R. is estimated from a 

finite number K of data snapshots. i.e. R in equation (C.S>. the noise 
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eigenvalues will not all equal (1'2 as given by equation (4.26), especially at 

low signal-to-noise ratios. Hence, in practice, the MUSIC and loDeG 

algorithms utilise the N-M eigenvectors corresponding to the eigenvalues that 

are closest to (1'2 in order to obtain the best possible estimate of the source 

bearings. Kumaresan and Tufts proposed a method of finding a vector d 

spanning the whole noise subspace of R. In other words, a vector d is 

required which is a linear combination of the N-M noise subspace 

eigenvectors. Constraining the first element of d to unity and minimising the 

Euclidean length ensures that the N-M zeros of D(z) not corresponding to the 

signal sources are less susceptible to noise, and will be uniformly 

distributed (approximately) around the unit circle. This greatly reduces the 

tendency for spurious peaks occurring in the spatial estimate, especially at 

low signal-to-noise ratios, and provides more accurate estimates of the 

actual source bearings. A more detailed description of the properties of D(z) 

can be found in the paper by Kumaresan and Tufts [19]. The vector d can be 

generated from either the signal subspace or noise subspace eigenvectors (E 
• 

and E in equations (4.28) and (4.27» and the results are briefly summarised 
n 

in Appendix D. 

4.2 COMPARISON OF DF ALGORITHMS 

Numerous authors have made comparisons between the above angular 

estimation techniques in a multiple signal environment, and some of their 

findings will now be briefly discussed. The performance is usually based on 

the following criteria:-

• Resolution The ability to resolve two or more sources correctly. 

• Bias The error in the location of the spectral peak. 

• Variabilty The range of bearings over which the estimated AOA can 
be expected to vary. 

• Robustness The susceptibility to non-ideal 
i. e. when have coherent signals 
errors. 

operating conditions, 
or array calibration 

Lacoss [8] provides one of the earliest studies into the the MLM and MEM 

methods, and although the emphasis was on frequency estimation, the results 

are still relevant to this discussion. As already mentioned, the main 
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problems with the Fourier method are a consequence of the inherent 

"windowing" applied to the array aperture. This has the same effect as in 

time series analysis. with the smearing of detail reducing the resolution and 

leading to false peaks due to the sidelobes in the spectrum. The cause of 

this is that the window does not depend upon the true spectrum of the 

received data. The MLM and MEM methods do not suffer from this problem since 

they do not have fixed window functions associated with them. When estimating 

the power from a particular direction. the effects of power from other 

directions are minimised. In this respect they can be considered as data 

adaptive techniques. and can be termed as high resolution estimates. with 

narrow peaks in the spectrum indicating a source location. In general the 

peak values in the MLM method (as well as the Fourier method) indicate the 

actual power level of the incident signal. The peaks in the MEM spectrum tend 

to be proportional to the square of the power. although the area below the 

peak does give an indication of the power level [8]. Schmidt [11] has carried 

out computer simulations comparing the MLM. MEM and MUSIC algorithms. The 

MUSIC algorithm proved to be the superior. giving very sharply resolved peaks 

with no bias error. i.e. no offset from the actual angle of arrival. The MLM 

method, although having no bias error. produced poorly defined peaks and 

hence a reduced resolution. The MEM produced fairly sharp peaks but with 

quite large bias errors. Also. the increased resolution of the MEM method is 

at the expense of increased ripple in the sidelobes [4 J. 

Evans [20] has applied the MLM and MEM methods to the resolution of 

radar targets, in particular the resolution of low angle terrain scattering 

or multipath. An experimental nine element array was employed and the results 

confirm the findings just mentioned. the MEM proving to have the higher 

resolution capabilities. In a subsequent publication [21]. Evans et al 

compared the performance of many high resolution algorithms in typical 

terrain scattering environments. In particular. they studied the effects of 

multipath reflections on the accuracy of the estimates. The results were 

taken from extensive computer simulations, as well as field trials. and 

confirm many of the properties already mentioned. The problem with multipath 

reflections is that if the wanted signal and the reflected signal are in 
o 

phase, or 180
0 

out of phase, poor resolution will result, whereas a 90 phase 

difference ensures correct resolution of the two signals. More will be said 

about the problem of coherent multipath in section 4.3.3. 

The superior resolution of the eigenstructure approach has made them the 
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most popular techniques, although if the eigen-decomposition of the 

covariance matrix given in equations (4.37) and (4.38) is used, all of the 

algorithms can be expressed in terms of their eigenvalues and eigenvectors. 

Clarke [22], for example, preferred this approach and formed a general 

equation relating all of the most popular algorithms. 

Johnson [18] carried out a thorough examination of the MLM, MUSIC and 

JoDeG algorithms with the aid of computer simulations. The main difference 

between MUSIC and JoDeG is in the assumptions made about the noise field. In 

particular, the eigenvalues which represent the noise level 

(equation (4.26). The MUSIC algorithm assumes that they are all equal, and 

this has the effect of "Whitening" the background noise, resulting in a 

flatter spectrum. In general though the algorithms perform equally well, the 

only exception being when the number of signals to be estimated (M) is chosen 

incorrectly. The MUSIC algorithm tends to produce the same number of peaks as 

the number of estimated sources M, hence overestimating or underestimating M 

will produce misleading results. In contrast, the JoDeG algorithm is less 

sensitive to the choice of M and underestimating M will produce a spatial 

spectrum resembling the MLM estimate. This effect can be seen by substituting 

equation (4.38) into (4.19) and, if the number of sources is chosen to be 

zero, then the JoDeG and MLM algorithms are identical. 

The computer simulation work of Kumaresan and Tufts [19] compared the 

KuTu algorithm with MUSIC and the following observation can be made. At low 

signal-to-noise ratio the resolution performance of the KuTu algorithm, in 

terms of correctly resolving two closely spaced sources, is superior. This 

can be attributed to the method of choosing the polynomial D(z) described 

earlier. 

There have been many other detailed studies into the statistical 

performance of these techniques based on the four criteria highlighted at the 

beginning of this session. Brandwood [23] for example has presented extensive 

results from computer simulations on the performance of the MUSIC, MLM and FM 

algorithms. To date however, their application in a mobile radio environment 

has received little or no attention. Consequently, further comment on the 

merits of individual techniques will be reserved until the results of the 

computer simulations in the next chapter have been presented. 
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4.3 FACTORS AFFECTING PERFORMANCE 

4.3.1 Array Manifold 

The performance of all of these techniques is strongly dependent upon 

the assumptions made about the response of the array. The signal model 

developed in Appendix C assumed an ideal situation, with the phase 

information contained within the direction matrix B indicating perfect 

reception of the incident plane waves with ideal antenna elements. Generally, 

this will not be the case, and the response of the array to a single source 

must be measured as a function of the angle of arrival. This calibration 

process determines the array manifold and will include both the effects of 

mutual coupling and any amplitude/phase diff erences between the array 

receiver channels, as well as any errors in the positions of the antenna 

elements. Clarke [24] has demonstrated that even minor calibration errors can 

confuse the analysis, although the results from computer simulations carried 

out by Brandwood [23] show that the techniques performed reasonably well, 

even with quite substantial channel matching errors. Hence, in chapter 5, 

computer simulations will be used to further analyse this phenomenon and 

determine the robustness of the DF algorithms. 

Measurement of the array manifold can be costly and time consuming, 

especially if frequent re-calibration is required. A potential solution would 

be to incorporate a more thorough model of the array manifold and to then 

estimate the correct array response on-line. This approach has been 

considered briefly by Clarke [24] and in more detail by Weiss and Friedlander 

[25]. 

4.3.2 Temporal Averaging 

In all of the preceding analysis, use of the array covariance R has been 

assumed although, in practice, it is the sampled covariance matrix R, given 

by equation (C.S), which is employed. This involves taking a number of 

snapshots1 K across the array and averaging. K is sometimes referred to as 

the time bandwidth product (4). Generally speaking, the larger the number of 

1: A snapshot is defined as one simultaneous sampling of the compiete array 

aperture. 
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snapshots, the more valid the assumption about the additive noise being 

spatially and temporally white, and the greater the resolution and accuracy 

of the Direction Finding techniques. 

4.3.3 Coherent Multipath 

The resolution performance of all the above algorithms depends very 

strongly on the degree of correlation that exists between the signal sources 

to be resolved. If the sources are highly correlated, as would be the case 

with multipath reflections, the algorithms' performance is severely degraded 

in terms of the number of signals that can be successfully resolved. Bresler 

and Macovski [26] have investigated this problem in some detail and have 

determined the resolution capacity of a uniform linear array as a function of 

the coherency of the signal sources. If the sources are completely 

uncorrelated then the resolution capacity is one less than the number of 

elements in the array (N - 1). Gabriel [27] has also addressed this problem, 

and demonstrated that if a Doppler shift existed between coherent sources, 

then it would be possible to resolve them. Alternatively, a Doppler shift 

could be induced between the sources by sideways movement of the array 

aperture at each sampling instant or snapshot. In many cases this would not 

be practical or feasible, and so it was proposed that a reduced-dimension 

sample covariance matrix could be formed by synthetically shifting a 

subaperture across the complete array. This type of forward-backward 

averaging proved to be extremely effective, enabling the resolution of two 

coherent sources within a single beamwidth of the array. 

Evans et al [21] proposed a similar preprocessing scheme, referred to as 

spatial smoothing, which effectively decorrelates the signals. Shan et al 

[28] provide a more complete analysis of this approach and, in conjunction 

with the MUSIC algorithm, present simulation results demonstrating its 

performance. A more thorough treatment of this technique will be given in the 

following chapter with the aid of computer simulations. Johnson [29] has 

considered a general approach to antenna array design for DF applications, by 

estimating the amount of temporal averaging and spatial smoothing that is 

required to ensure resolution of two completely coherent sources. Design 

curves were generated based on the performance of the MUSIC algorithm. 
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4.4 APPLICATION IN A CELLULAR RADIO ENVIRONMENT 

In urban cellular communications, there is seldom a line of sight path 

between the base-station and the mobile, and hence radio communications is 

obtained by means of diffraction and reflection of the transmitted signal 

energy. This produces a complicated signal pattern causing the field strength 

to vary greatly throughout the cell, and the received signal at the moving 

mobile to fluctuate very rapidly. This is generally attributed to the 

superposition of two different classifications of signal fading phenomenon; 

fast fadi.ng (or just fading) due to the multipath nature of the received 

signal, and slow fadi.ng (shadowing), the slower variations of the received 

signal due to variations in the local terrain. As a result of this, the 

signal arriving at the mobile antenna can be assumed to be incident from all 

directions. 

The base-station antenna on the other hand is usually well sited, high 

above any local scatterers, and so the angles of arrival (AOA's) of the 

incident signals are much closer to the direct line path between the mobile 

and base as shown in figure 4.3. It is for this reason that the use of fixed 

sector directional antennas at the base-station is made possible. However, 

the angular spread of the received signals is very dependent on the local 

scatterers in the vicinity of the mobile, as well as the distance of the 
o 0 

mobile from the base. A spread of only 1 or 2 has been reported by Jakes 

with the mobile at distances of greater than 1.5 miles [27]. In an urban 

environment the buildings are in close proximity and so it is reasonable to 

expect that the angular spread is kept low. However, as the mobile moves into 

more open suburban areas this tends not to be the case, with line of sight 

propagation more likely, as well as discrete multipath reflections from more 

distant objects. 

This range of operating conditions provides a very unique and 

significant challenge to the OF process, especially in the highly cluttered 

'city centre' type environment. The primary task of the OF process however, 

is to only provide sufficient knowledge of the mobile locations within a cell 

to satisfy the beamforming requirements of the proposed base-station antenna. 

In an ideal situation, the mobiles can be accurately pinpointed, enabling the 

width of the beams covering the mobiles to be kept to a minimum. This will 

reduce the potential f or the reception and transmission of co-channel 

interference and increase the level of performance that can be achieved (see 
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Fi.gure 4.3: The mobile propagation envi.ronment. 

chapter 3). Unfortunately this is not the case, and the degree of scattering 

in an urban locality will have a major effect on the potential capacity 

enhancement; if the angular spread of the signals is too large, the beams 

covering the mobiles will have to be made wider, increasing the level of 

co-channel interference. Also, the number of incident wave fronts incident at 

the base-station antenna array will be much greater than the available array 

degrees of freedom, although if the angular spread of these signals is low 

enough it would be impossible to estimate the ADA of each wave front. A 

reasonable assumption then would be that the combined effect will give a 

strong indication of the mobile source location within the limited degrees of 

freedom available. As the mobile moves into suburban areas, the scattering 

model may not be so relevant, with multipath reflections producing distinct 

coherent signals over a much larger angular spread. This would then 

necessitate some sort of spatial smoothing as described earlier. 

Consider now a typical mobile communications environment where there 

could be up to 100 mobiles within a cell, each communicating with a central 

base-station antenna. An array with the necessary degrees of freedom to 

enable the resolution of all of these mobiles is unreasonable and unnecessary 

since each mobile is assigned a unique channel. Assuming a narrowband 

modulation format, this would correspond to a particular frequency allocation 

(e.g. a frequency division multiple access scheme) or time slot (e.g. a time 

division mUltiple access scheme), and it is sufficient to distinguish each 

mobile. Hence, the chosen OF algorithm need only search within each channel 

for a single mobile, dramatically reducing the hardware requirements. The 

- 68 -



choice of the number of elements must also take into account the beamforming 

requirements of the system, since as the number of elements increases, the 

number of beams that can be generated also increases, thus offering the 

potential for increased efficiency and capacity. This particular aspect is 

addressed in more detail in Chapter 7. 

In summary then, the chosen DF algorithm will have to locate a single 

mobile source within each narrowband communications channel, and in the next 

chapter models of the different mobile communication environments will be 

developed and included within a computer simulation suit. This then will 

enable an objective assessment of the different DF algorithms to be made. (A 

summary of all the algorithms to be studied is included in Appendix E for 

reference.) Direction finding with a wideband modulation format, e.g. a code 

division multiple access scheme employing wideband spread spectrum 

communications, is discussed briefly in chapter 7. 
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CHAPTER 5 

DIRECTION FINDING IN THE CELLULAR LMR ENVIRONMENT: 

A COMPUTER SIMULATION STUDY 

In chapter 4, a number of signal processing techniques were introduced 

from which the spatial spectrum of the signals incident onto an antenna array 

can be generated. The peaks in the spatial spectrum define the angles of 

arrival (AOA's) of the received signals, and enable the distribution of 

signal sources around the array to be determined. These so called direction 

finding (DF) algorithms have been employed extensively in radar and sonar, 

although to date, their application in a mobile radio environment has not 

been considered. In this chapter, a computer simulation suite is developed in 

order to assess the performance of the six OF algorithms outlined in 

chapter 4 for a variety of operating conditions typical of a mobile radio 

environment. A uniform linear antenna array comprising of four elements with 

half wavelength spacing is considered, and the DF algorithms applied to 

resolve the bearing of a single mobile source. This particular set-up was 

chosen to enable a comparison to be made between the simulation results, and 

the results obtained from the field trials presented in the following 

chapter. The antenna array is assumed to be located at a typical uncluttered 

base-station site and, since the array is linear, provides uniform coverage 
o 

over a 180 sector. 

In section 4.4 the land mobile radio (LMR) propagation environment was 

briefly discussed, with particular attention given to the spread of the 

received signals at a base-station antenna site. This phenomenon is a result 

of the buildings and other scattering objects
1 

in the immediate vicinity of 

the mobile. In a typical urban environment, a line of sight path would 

generally not be available, with the presence of continuous lines of 

buildings along the streets ensuring that signal reception at the 

base-station is predominantly from reflections, with some diffraction of the 

signal energy around buildings. Therefore it can be seen that the urban 

1: Including other vehicies, both stationary and mobile. 
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environment potentially offers a significant challenge to the direction 

finding process, and the task of providing sufficient knowledge of the mobile 

locations to satisfy the beamforming requirements of the proposed 

base-station antenna system. It would be unreasonable to expect the array to 

correctly resolve all of the scattered wavefronts incident at the 

base-station since this would require an excessive number of antenna 

elements, although if the degree of scattering is only a few degrees, the 

combined effect of all the scattered wavefronts would probably give a strong 

indication of the actual location of the mobile source. 

In suburban and rural areas, the scenario changes, with line of sight 

propagation more likely, as well as the occurrence of discrete multipath 

reflections from distant objects not in the immediate vicinity of the mobile. 

These three general classifications of the different operating conditions 

that can be encountered in mobile radio are briefly summarised in figure 5.1 

and, in the following sections, models for each of them are outlined. The 

effects of co-channel interference are also included, as well as the mutual 

coupling characteristics of the array and receiver channel mismatches. The 

resolution performance of all six DF algorithms is then assessed in the 

different environments with a stationary and mobile source. Finally, some 

recommendations are made regarding the suitability of the various OF 

algorithms for the different mobile radio environments discussed. 

5.1 URBAN COMMUNICATIONS 

5.1.1 Local Scattering Environment 

Following the analysis of Jakes [1], the local scatterers in the 

immediate vicinity of the mobile can be assumed to be uniformly distributed 

around the mobile at a small distance away. Figure 5.2 illustrates a possible 

scenario with the scatterers uniformly spaced on a circle, radius r, 

surrounding the mobile. Other possible models could include the direction of 

motion of the mobile with respect to the line of sight path to the 

base-station, e.g. the scatterers could lie on an ellipse with the major axis 

along the direction of motion. This would probably more closely resemble the 

scattering in a typical urban street, however the simplified model depicted 

in figure 5.2 will be sufficient for the purposes of this study. 
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• 
• r 

The distance between the mobile and base-station is p and it is assumed 

that p » r. If there are a total of I scatterers, then the angle f3 is given 
1 

by 

f3 = 271i 
1 I 

i=l, ... ,I 

and employing the sine rule gives 

sin69 sin{3 
1 1 

---= --
r q 

(5.1) 

(5.2) 

The radius of the scattering circle can be calculated from the angular spread 

of the scatterers, 9 , as 
s 

r = p tan (9 /2) 

Since p » r it can be assumed that p 

the following are also true 

sin69 ~ 69 
1 1 

'" q and, if 9 
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(5.3) 

is assumed to be small, 
s 



tan(a/2) ~ a/2 (5.4) 

Hence, the change in the bearing am of the mth mobile source due to each 

scatterer can be expressed as 

(5.5) 

Substituting in the expression for f3
1
, given by equation (5.1), the bearing 

of each scatterer off the array broadside is given by 

a = a + ~a 
m,l m I 

i=l, .. ·,1 m=l, .. ·,M (5.6) 

The local scatterers will introduce a random amplitude and phase onto 

the signal after the reflection. Therefore, using the notation developed in 

Appendix C and following the analysis of Lee [2], each scattered signal 

incident at the base-station can be expressed as 

a (k) = A exp (ja. ). a (k) 
m,l m,l m,l m 

i=l, ... ,1 m=l, ... ,M (5.7) 

where k denotes the time sampling instant and a (k) is the original baseband 
m 

signal transmitted by the mth mobile. For the purposes of the simulation it 

is assumed that a (k) is constant and that 
m 

(5.8) 

The attenuation factor A and phase shift a. are assumed to be 
m,l m,l 

independent random variables and, for the situation where both the mobile and 

scatterers are moving, will be unique at each sampling instant. The phase 

components will be uniformly distributed between 0 and 21l' and, for the 

purposes of the simulation, the attenuation factors will be Rayleigh 

distributed. In reality this will not be the case and the attenuation factor, 

or more correctly the reflection coefficient, will depend upon the type of 

scatterers surrounding the mobile, i.e. whether they are static (buildings) 

or moving (vehicles) [2]. 

For each mobile source the total combined signal incident at each 

element of the base-station antenna array will be given by 
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I 

snm(k) = \ a (k)exp [j(n-O</> ] L m,l m,l (5.9) 
1=1 

where 

A. __ 2nd . 
." SIn e 

m,l A m,l (5.10) 

and the e are as given in equation (5.6). For the general case with M m,l 

mobile sources, each with I local scatterers, the signal observed at each 

sensor is then given by 

M 

x (k) = \ s (k) + v (k) 
n L nm n 

m=1 

M I 

=L \ a (k)exp [j(n-1)<I> ] 
~ m,l m,l 

+ v (k) 
n 

(5.11) 

m=1 1=1 

where v (k) is the additive sensor noise. Hence, the observed signal vector, n 

already defined in equation (C.6) for a non-scattering environment, is given 

by 

x(k) = [b (e ) ... b (e )] a(k) + v(k) 
1,1 M,l (5.12a) 

where 

a(k) = [a (k) ... a (k)] T 
1,1 M,I 

(5.12b) 

is the MIxl signal-in-space vector and 

b(e ) = [ 1 exp(j</> ) exp(j2</> ) ... exp(j(N-O</> )]T 
m,l m,l m,l m,l 

(5.12c) 

is the Nx1 direction vector associated with the ith scatterer of the mth 

source. The sampled covariance matrix, R, can then be generated as in 

equation (C.S). 

Note that the resulting signal envelope received at each element will 

exhibit the characteristic Rayleigh fading indicative of mobile radio 
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communications. The validity of this model however has increasingly come into 

question [3], especially when the received signal is very strong or very 

weak. Many alternative statistical models have been proposed based on 

measured data (e.g. the Nakagami distribution and the Weibull distribution 

[3]), and would appear to provide the best representation of the multipath 

environment throughout the entire fading signal range. In order for the 

fading to exhibit Rayleigh behaviour, the following assumptions must be true 

[3]: 

• The scattering waves must be randomly varying in phase and 
be of near equal power. 

• The phases of the scattered waves must be uniformly 
distributed between 0 and 21l. 

• There must be a minimum of five scattering waves. 

In the majority of urban and suburban environments, the last two assumptions 

will probably apply, although for the initial assumption, it is unlikely that 

a situation will occur when all the scattered components would have nearly 

equal powers. Also, the presence of a steady direct signal or strong discrete 

reflection (see section 5.2 later) would affect the nature of the relative 

phase of the signals. Measured data however does support the Rayleigh model, 

even if only over a limited range, and so since this study is primarily to 

investigate the angular spread of the signals received at the base-station, 

the Rayleigh model for the scattering environment will be sufficient. The 

effects of shadowing (the long term fading caused by variations in the local 

terrain) will not be considered at this stage since only a limited number of 

samples are required to carry out the bearing estimation process. It is 

generally agreed that this can be accurately represented by a log normal 

distribution. 

Hence, it is now possible to simulate a scattering environment, defined 

by the number and spread of the scatterers, I and e s respectively. If the 

additive sensor noise is assumed to be a spatially and temporally white 

random process with zero mean and variance (1'2, and that E[I sm (k) 12] = 1 for 

each signal source, then the input signal-to-noise ratio for each source as 

measured at the reference element in the array (i.e. n = 1) can be expressed 

as 
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SNR = E[I.tam'l(k)ll~ 2 

I I 2 = 1~1 Am, 1 exp(cxm, 1) I / (1'2 (5.13) 

5.1.2 Co-channel Interference 

Mobile sources in neighbouring co-channel cells which occupy the same 

channel as the wanted mobile will produce spurious peaks in the spatial 

spectrum, giving rise to ambiguities in the OF results. This phenomenon is 

similar to that caused by hostile jammers in military radar systems. 

Therefore, in order to generate a realistic model of the mobile 

communications environment, it is necessary to include the effects of 

co-channel interference. 

Consider a single mobile source (M = 0 with J interfering co-channel 

sources present. Using equation (5.9), the signal incident at each element in 

the array will now be given by 

I J 

s (k) = I a (k)exp [j(n-o<!> ] + I a}k)exp[j(n-l)¢>J] (5.14) 
nm m,l m,l 

1 = 1 J=l 

where the interferers are assumed to be point sources from distinct 

directions e. The complex amplitude a of the interferers will be modelled 
J J 

with a Rayleigh envelope and a uniformly distributed phase component. The 

observed signal vector x(k) given in equation (5.12) can then be rearranged 

to include the direction vectors for the co-channel sources, and the 

resulting sampled covariance matrix generated in the normal way. The input 

signal-to-interference-plus-noise ratio (SINR) measured at the reference 

element is given by 
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SINR = 
E[11 am,l (kf] 

~2 + E[IJapf] 

5.1.3 Mutual Coupling 

(5.15) 

The effect of mutual coupling between antenna elements on the 

performance of adaptive antenna arrays has been studied in some detail by 

Gupta and Ksienski (41. The result with well known adaptive array algorithms, 

such as the LMS algorithm, is to decrease both the output 

signal-to-interference-plus-noise ratio (SINR) as well as the speed of 

adapt ion of the array. In terms of estimating the angle of arrival of one or 

more sources of signal energy, mutual coupling also has a very detrimental 

effect, distorting the received signal vectors and the resulting covariance 

matrix. All of the DF algorithms discussed in chapter 4 exploit the sampled 

covariance matrix and so mutual coupling will affect the AOA estimates from 

each algorithm to a greater or lesser degree (see the results presented in 

section 5.1.5 below)' The effect on the MUSIC algorithm has been studied 

extensively by Weiss and Friedlander [5] and Yeh et al [6][7], the results of 

computer simulations showing a severe degradation in the estimation 

performance. Hence, in order to provide a comparison with the other 

algorithms, a model of the mutual coupling in an antenna array is required, 

and the approach employed by Gupta [4] was adopted. A linear N element array 

is considered as a N+ 1 terminal linear bilateral network responding to an 

external source and the resulting output voltage (defined as a vector) is 

given by 

v (5.16) 

where Z is the normalised impedance matrix and v is the vector of open 
o 0 

circuit voltages across the antenna terminals. A full derivation for this 
-1 . 

equation is included in Appendix F. Zo can be considered as a transformatIOn 

matrix, transforming the open circuit antenna voltages to the actual output 

voltages. In most of the papers analysing and comparing the performance of 

various DF algorithms, the degree of coupling is assumed to be negligible and 
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so is not included in the simulations. Thus Z-1 would be equivalent to the 
o 

identity matrix, corresponding to the situation when the elements in the 

array are spaced sufficiently far apart. 

Using the basic signal model developed in Appendix C, the open circuit 

signal voltages at the output of an array are given by the received signal 

vector s in equation (C.5). In order to include the effects of mutual 

coupling, the observed signal vector x given by equation (C.6) can be 

modified by substitUting in equation (5.16) as follows 

(5.17) 

The output of each element is then the sum of all the incident plane waves 

plus the contribution from neighbouring elements. Each of the direction 
-1 vectors b( e ) in B are distorted by Z , hence by employing the ideal 

m 0 

steering vector u (equation (4.6» to estimate the spatial spectrum, errors 

in the AOA estimate will occur. Yeh et at demonstrated that the effects of 

mutual coupling could be removed by employing a modified steering vector 
-1 

Z u. This however assumes that the mutual coupling between the elements is o 
known already, e.g. from the measurement of the array manifold (as discussed 

in section 4.3.0 or estimated on-line. This latter approach is discussed in 

the following section. 

5.1.4 Receiver Channel Mismatch 

The model developed above includes only the effects of mutual coupling, 

and therefore no longer assumes perfect reception of the signal sources by an 

ideal antenna array. The remaining DF receiver behind each antenna element 

has not been taken into account though, and the model must be extended to 

consider any phase and amplitude mismatch that may occur between the receiver 

channels, as well as any phase and gain uncertainties of the antenna elements. 

Taking the expression for the signal received at each element in the array 

(equation (C.4», and incorporating the relative gain, r n' and phase, '" n' 

associated with each element gives 

M 

x (k) 
n = L 

m=1 

(5.18) 
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The observed signal vector x then becomes 

x(k) = rBa(k) + v(k) 

where 

Mutual coupling effects can then also be included to give 

x(k) = Z-lrBa(k) + v(k) 
o 

(5.19 ) 

(5.20) 

(5.21) 

The coupling matrix Z-l is very sensitive to environmental factors and o 
consequently will vary with time. Thus it would be desirable to estimate Z-l 

o 
and r on line, and Weiss and Friedlander [5] have proposed an iterative 

procedure for achieving this. Having estimated Z-l and r, the ideal steering 
o 

vector u (equation (4.6)) used in all of the DF algorithms can then be 

modified as follows 

(5.22) 

This approach looks like providing a viable alternative to measuring the 

array manifold and merits further investigation. 

5.1.5 Performance of DF Algorithms in an Urban Environment 

In this section the performance of the DF techniques discussed in 

chapter 4 are assessed in a typical scattering urban environment. The test 

scenario defined in table 5.1 forms the basis for comparison, as well as 

enabling a study to be carried out on the effects of varying the different 

parameters. The number of scatterers was chosen initially as six since this 

is the minimum requirement for a typical urban profile as defined by GSM [8]. 
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• No. of elements, N=4 

Antenna Array • Element spa c ing, d=0.5A 

• Mut ual co up 1 ing, --
• Channe I mi smatch, --

• No. of sou r c es, M=l 

• Source AOA, 91=0 
0 

• Input SNR, SNR=20dB 
Signal Environment • Line of sight path, None 

• No. of s cat t erers, 1=6 
• Angular s p read, 

0 

9s=10 

• No. of c 0 - c h anne 1 s , 1=0 

Signal Process i ng • No. of s nap shots, K=50 

• Spatial smo othing, --

Table 5.1: Reference urban scenario. 

The resulting spatial spectra with the above scenario for each of the OF 

algorithms introduced in chapter 4 are illustrated in figure 5.3, and 

table 5.2 summarises the results of a peak search. The angular resolution is 

to within one degree, and the spectra are all relative to their peak value, 

the location of which determines the estimated AOA of the source, 9 . 
est 

Knowledge of the number of sources present is required by the eigenstructure 

methods (MUSIC, 10DeG and KuTu), and this was provided by the application of 

the information theoretic criteria, an approach adopted by Wax and Kailath 

[9]. In essence, the number of signals is determined as the value which 

minimises a chosen criteria, hence avoiding the need for subjective 

decisions. In section 4.1.4, the choice was based on inspection of the 

eigenvalues of the sampled covariance matrix, and determining the minimum 

values which are associated with the noise. In practice they are never all 

equal to the noise variance (as given by equation (4.26» and so the choice 

is based on subjective judgment and the setting of threshold levels. Applying 

the information theoretic criteria overcomes this uncertainty and throughout 

the simulation, the choice of M, the number of signals present, was based on 

the results of applying the MDL criteria given in the paper of Wax and 

Kailath [9]. 
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Figure 5.3: Resulting spatial spectra with the reference urban scenario: 

(a) FM, MLM, and MEMi (b) MUSIC, JoDeG and KuTu. 
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Aig 0 r i thm e Other peaks 
est 

FM 0
0 

--

MLM 
0 

-1 --

MEM -3 
0 --

MUSIC 
0 0 • -3 +4 (-0.4d8) 

JoDeG 
0 0 

-3 +4 ( -0 • 2 d 8 ) 

KuTu -3 
0 0 

+4 (-0.7d8) 

• Leve I below main peak. 

Table 5.2: Results of peak search on spectrums from 
reference urban scenario. 

Figure S.3a shows the response of the Fourier Method (FM), the 

Maximum-likelihood Method (MLM) and the Maximum Entropy Method (MEM), clearly 

illustrating the attributes discussed in section 4.2. The FM approach has the 

characteristic wide main beam and high sidelobes, and although there is a 

smearing of detail, the peak is correctly located at a bearing of 0
0

• The MLM 

approach produces a more sharply defined peak at _1
0

, although fails to 

provide any more information on the scattering environment. The MEM approach 

gives a very sharply defined peak, although it is at the very limit of its 

resolution capabilities since it is unable to resolve more than one source. 

Figure S.3b shows the results of applying the eigenstructure techniques, and 

clearly demonstrates their improved resolution capabilities, with all three 

having peaks at _3 0 and +40 (the MDL criteria indicating that two sources are 

present). In fact the responses are almost identical except for the increased 

ripple in the sidelobes of the KuTu response, a characteristic mentioned 

earlier. 

A: The Scattering Environment 

In order to assess the validity of the urban scattering model, the first 

step is to assess the sensitivity of the results to the number of scatterers 

I and their angular spread e. Figure 5.4 shows the resulting spatial spectra 
s 

for different numbers of scatterers when the MUSIC algorithm is employed, and 
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the results of a peak search are included in table 5.3. This illustrates 

clearly that increasing the number of scatterers above six has little effect, 

whereas with less than six the effect is more pronounced, with one of the 

scatterers dominating. 

The results of varying the spread of the scatterers are shown in 

figure 5.5. Again the MUSIC algorithm was employed, and the results of a peak 

search are given in table 5.4. With a spread of 2 0 the source becomes 

indistinguishable from a point source at a bearing of o 
0, although the 

shoulder in the spectrum suggests that this is not so. In fact the MOL 

criteria still indicates that two sources are present. Increasing the spread 
o 0 

to 10 and 30 produces only two strong peaks in the spectrum, even though 

there are three degrees of freedom available. Also note that the location of 

the peaks is less than the extremities of the scattering sources. This is 

because the SNR of each of the scattered components is too low to enable them 

to be resolved individually, their combined effect resulting in only the two 

peaks. 

I e Other peaks 
est 

0 0 
3 +3 -4 (-2.7dB) 

0 0 

6 -3 +4 (-O.4dB) 

0 0 

30 -3 +4 (0 dB) 

Table 5.3: Results of peak search for the MUSIC algorithm 
with varying numbers of scatterers. 

e e Other peaks 
s eat 

0 0 

2 0 --
0 0 0 

10 -3 +4 (-O.4dB) 

0 0 0 

30 -10 +10 (-4.0dB) 

Table 5.4: Results of peak search for the MUSIC algorithm 
with varying spread of scatterers. 
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Figure 5.4: Resulting spatial spectra for the MUSIC algorithm 
with varying numbers of scatterers. 
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Figure 5.5: Resulting spatial spectra for the MUSIC algorithm 
with a varying spread of scatterers. 
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B: Input SNR 

The input SNR is defined in equation (5.13) and is derived from the 

combination of all the scattered waves from the wanted source incident at the 

reference element of the array. The resulting spectra for different SNR's 

with the MUSIC algorithm are given in figure 5.6, and the results of a peak 

search are presented in table 5.5. At values greater than 20 dB, the only 

noticeable effect is a lower sidelobe level, and an increased distinction 

between the two peaks. With a SNR of 10 dB, the MDL criteria still indicates 

that two sources are present, even though only a single peak is generated. 

Notice however the shoulder in the spectrum. At a level of 5 dB, only a 

single source is detected by the MDL criteria, as is apparent from the lone 

peak in the spectrum. 

I 
SNR 

I 
e Other peaks 

est 

0 0 

20 dB -3 +4 (-0.4dB) 

0 0 

10 dB -3 +5 (-4.4dB) 

0 

5 dB -1 --

Table 5.5: Results of peak search for the MUSIC algorithm 
with different SNR's. 

The performance of the other algorithms at a low SNR is also very 

enlightening, especially with the eigenstructure methods. Figure 5.7 shows 

the resulting spatial spectra for these methods at a SNR of 0 dB and clearly 

shows the superior performance of the KuTu algorithm over MUSIC and 10DeG. 

The remaining three algorithms all successfully indicate the presence of the 

source but with much higher sidelobes. The superior performance of the KuTu 

algorithm at low SNR's is also made apparent when required to resolve two 
o 0 

closely spaced sources located at +3 and -3 off the array broadside. With 

no local scatterers present and each source with a SNR of 10 dB, the 

resulting spectra for the KuTu and MUSIC algorithms are shown in figure 5.8. 
o 

The KuTu algorithm correctly indicates both sources (peaks located at -2 and 
o 

+4 0
) while MUSIC can only indicate a single source (located at +1 ) even 

though the MDL criteria correctly indicates that two are present. 
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Figure 5.6: Resulting spatial spectra for the MUSIC algorithm 
with different SNR's. 
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Figure 5.7: Resulting spatial spectra for the KuTu, JoDeG and 
MUSIC algorithms when the SNR is OdB. 
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C: Temporal Averaging 

The number of snapshots required to obtain a stable estimate of the 

source direction is a very important factor in the realisation of practical 

DF base-station antenna since the larger the number of snapshots required, 

the greater the processing time for each DF scan. The results of applying the 

MUSIC algorithm for different numbers of snapshots are shown in figure 5.9, 

and the peak locations are given in table 5.6. When K ~ 50 there is very 

little difference in the resulting spectrum, although as K is reduced, the 

number of peaks that can be resolved is reduced to only one at K = 10. None 

of the other algorithms can provide any further information on the scattering 

environment at such low numbers of snapshots. The input SNR is plotted in 

figure 5.10 over a 100 snapshot frame and illustrates very clearly the 

characteristic fading experienced with the mobile radio communications 

channel. 

K e Other peaks 
est 

0 0 

50 -3 +4 (-0.4dB) 

0 0 

20 +2 -3 (-O.SdB) 

0 

10 +2 --

Table 5.6: Results of peak search for the MUSIC algorithm 
with different numbers of snapshots. 
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Figure 5.10: Variation of the input SNR. 
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D: Mutual Coupling 

Consider now the effect that mutual coupling has on the ability of the 

DF algorithms to successfully locate a signal source. In Appendix F, the 

mutual impedance matrix for an antenna array was formulated and, for the 

purpose of this simulation, was calculated for half wavelength centre-fed 

dipoles [10]. The load impedance was assumed to be the complex conjugate of 

the self impedance of the antenna elements and the results of applying the 

MUSIC algorithm with and without mutual coupling are shown in figure s.l!. 

Notice the smearing of detail and the presence of only a single peak (located 
o 

at 0) when mutual coupling is included, even though the MDL criteria 

indicates that two sources are present. Figure 5.12 shows the response of the 

KuTu and JoDeG algorithms when mutual coupling is present, further 

demonstrating the extremely detrimental effect that mutual coupling has on 

the DF performance of the algorithms. The JoDeG spectrum is very similar to 
o 

that produced by MUSIC, with a peak at 0 . However, the effect of mutual 

coupling on the KuTu algorithm is very noticeable, with increased side lobe 
o 

ripple and a peak located at -5 . The response of the FM and MLM algorithms 

shows very little difference from the responses shown in figure 5.3, although 

the MEM approach produces a response similar to that for the KuTu algorithm, 
o 

with increased ripple and a peak located at -6 . 

O~---------------------------r-~---------------------------r 

-10 

". 

I No M~pling M~.9!!~pling I 
-~L--------L--------_~~--------~0--------~30~------~~~----~~ 

-90 -~ 
Angle of Arrival (degrees) 

Figure 5.11: Resulting spatiaL spectra for the MUSIC algorithm 
with and without mutuaL coupling. 
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Figure 5.12: Resulting spatial spectra for the KuTu and 
J oDeG algorithms with mutual coupling. 

E: Channel Mismatch 

90 

In order to study the effects of gain and phase uncertainties of the 

antenna elements, as well as the complete receiver chain, the approach 

adopted by Weiss and Friedlander has been employed [5]. This involves 

generating values for the gain '1 and 
n 

phase 
'" 

of 
n 

each element, and then 

perturbing them from the ideal by a random variable with a specified 

variance. The two equations to be used are given by 

n=1, ••. ,N (5.23) 

n=1, ••• ,N (5.24) 

where a and f3 are uniformly distributed random numbers between zero and 
n n 

one. Hence, '1 nand '" n will be uniformly distributed about one and zero 
2 2 

respectively, with a variance of (1'''( and (1'",. 

The results of applying the MUSIC algorithm with different amplitude 

standard deviations are shown in figure 5.13, clearly demonstrating the 
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severe effects that this type of mismatch can have on the AOA estimate. The 

results of applying the KuTu and JoDeG algorithms when (1" = 0.1 are 
r 

illustrated in figure 5.14. The JoDeG response is almost identical to that 

produced by MUSIC, with the smearing of detail causing errors in the AOA 

estimate. However, the KuTu algorithm still produces two sharp peaks, and so 

it would appear that this algorithm is less sensitive to gain mismatches. The 

MEM algorithm also performs quite well in terms of resolving two peaks but at 

the expense of increased ripple in the sidelobes. Figure 5.15 shows the 

results of varying the phase standard deviation, (1"1/1' with the MUSIC 

algorithm, again clearly illustrating the adverse effects this has on the AOA 

estimation process. The results also indicate that the KuTu algorithm is less 

sensitive to phase uncertainties than MUSIC or JoDeG. 

o~_-__ -_-__ -__ -__ -__ -_-__ -__ -__ -_-__ -__ -__ -_-__ -__ ----_----/--~/~~~~~:-~\~\~, ~~'-'-"-_-__ ---_-__ -__ -__ -__ -_-__ -__ -__ -__ -_-__ -__ -__ -, __ 

-10 

-40 

I ~ t1,. 0.1 t1!:~_~51 
-50L--------l--------~------~--------~------~~~----~90 
~ ~ ~ 0 ~ 

Angle of Arrival (degrees) 

Figure 5.13: Resulting spatial spectra [or the MUSIC algorithm 
with amplitude uncertainty. 
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Figure 5.14: Resulting spatial spectra for the KuTu and 
JoDeG algorithms with (J' = 0.1. 
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Figure 5.15: Resulting spatial spectra for the MUSIC algorithm 
with phase uncertainty. 
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In section 6.2 the results of the manifold measurement of an 

experimental OF receiver are presented and the effects of mutual coupling and 

receiver mismatches are considered in more detail. The result of measuring 

the array manifold is to generate the modified steering vector given in 

equation (5.22), and thus remove the effects of an imperfect OF receiver. 

Direct application of equation (5.22) when mutual coupling and mismatches are 

simulated does reproduce the spectra of figure 5.3, although the MEM and KuTu 

algorithms do have a tendency to produce a spurious peak as shown in 

figure 5.16. Here mutual coupling has been included, as well as both 
o 

amplitude and phase uncertainties defined by (1' '¥ = 0.1 and (1' I/J = 10 . 

o~--------------------------.-~------------------------~ 

-10 

Spurious Peaks 

\ 
----

/ 
/ 

I 
I 

/ 

-50 

I ~ .~~~~ -~~~ I 
-~L-----~------~------~------~------~----~oo 

-90 -60 -30 0 30 60 
Angle of Arrival (degrees) 

Figure 5.16: Resulting spatial spectra for the MUSI~, KuTu and MEM 
algorithms when the modified steering vector lS employed. 
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F: Co-channel Interferers 

o Consider now the presence of a single interfering source at +30 off the 

array broadside with the reference urban scenario outlined in table 5.1. The 

results of applying the MUSIC algorithm at different SINR (defined in 

equation (5.15)) are shown in figure 5.17. and the locations of the peaks are 

included in table 5.7. Note the gradual emergence of the extra peak due to 

the co-channel interferer (given by 9 in table 5.7) as the SINR reduces. 
eel 

The JoDeG and KuTu algorithms produce very similar results and the responses 

of the other three are given in figure 5.18 with. as expected. only the MEM 

method having sufficient resolution capabilities to clearly indicate the 

presence of the co-channel source. 

SINR 9 9 Other peaks 
eat eel 

+5
0 0 

18 dB -- -I (-9.2dB) 

+5
0 0 0 

15 dB +27 (-25 dB) -1 (-2.4dB) 

0 0 0 

10 dB -1 +28 (-16 dB) +4 (-O.5dB) 

Table 5.7: Results of peak search for the MUSIC algorithm 
with one co-channel source. 
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Figure 5.17: Resulting spatial spectra for the MUSIC algorithm 
with a co-channel source at +30°. 

Co-chsnnBl 

O.-------------------------------~~~-------L--------------------~ 

-30 

/ 
/ 

_ ....... / 
-----------------

/ 

/ 
/ 

/ 

/ 

I 
I 

/ 

I 

/ 
/ 

, , , , 
I 

I 
/ 

I 
I 

I 
/ 

/ 
/ 

I 
I 

/ 
/ 

/ 
/ 

/ 
/ 

/ 

\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ , , 

\ , 
\ , , , 

I ~ _~0! -~~~ I 

\ 
\ 
\ 
\ 
\ 
\ 
\ 
\ , 

\ 
\ 
\ , , 

, 
\ 

\ 

~L---------~--------~----------~--------J---------~--------~ 
~ ~ ~ 0 ~ 60 90 

Angle of Arrival (degrees) 

Figure 5.18: Resulting spatial spectra for the FM, MLM and 
and MEM algorithms with a SINR of 10dB. 
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One foreseeable problem is if the total number of sources exceeds the 

available array degrees of freedom, i.e. M > (N-l). Even though there are a 

large number of scattered waves incident onto the array, the combined effect 

is to produce one or two peaks as shown in figure 5.3. The presence of only a 

single co-channel source presents the array with no problems, and even with 

two co-channel interferers at a modest SINR (10 dB), three peaks occur in the 

MUSIC spectrum, correctly indicating the presence of all three sources. If an 

extra co-channel source is now introduced (~J = 3), the array degrees of 

freedom will be exceeded, possibly causing ambiguities in the resulting 

spectrum. This scenario was considered with a SINR of 10 dB and the results 

for the MUSIC, MLM and FM algorithms are shown in figure 5.19. Note that the 

combined effect of the scattered waves dominates, and only a single peak is 
o 0 0 

produced (co-channel sources located at -80 ,-30 and +30 ). The KuTu and 

MEM algorithms also produce a single peak but there is an excessive amount of 

ripple in the sidelobe region, possibly leading to an ambiguous estimate. 

Note that the MDL criteria indicates the presence of only two sources for 

this scenario. 
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Figure 5.19: Resulting spatial spectra with three co-channel 
sources (SINR=10dB) 
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S.2 SUBURBAN/RURAL COMMUNICATIONS 

S.2.1 Discrete Multipath Environment 

A typical suburban environment would be in a small town or the out-lying 

districts of a city with scattered houses, small buildings and trees in the 

immediate vicinity of the mobile as depicted in figure S.lb. Hence, as well 

as a direct path towards the base-station being more likely to occur, there 

will be discrete reflections from distant buildings in addition to the 

scattered reflections from nearby scatterers. In order to simulate this 

behaviour, the model developed above for an urban environment can be simply 

extended to include a direct line of sight component and discrete multipath 

reflections from more diverse directions. 

If there are H discrete reflections associated with each mobile source , 

then the signal received at each element in the array for a single source 

(M = 1) is given by 

I H 

s (k) = \ a (k)exp [j(n-l)<!> ] 
nm L m,l mtl + L ah(k)exp [j(n-l)<!>h] (S.25) 

1=0 h=l 

where the discrete reflections are from directions a and the line of sight 
h 

signal is given by i = O. For the purpose of this simulation, the magnitude 

of both the line of sight component and the multipath signal will be 

constant, with the multipath signal power received at the base-station 

defined relative to the total wanted signal power (Le. the combination of 

the line of sight and the scattered components). The multipath signals will 

also be completely coherent with the direct signal, hence the phase of each 

will be identical at each sampling instant. The observed signal vector given 

in equation (5.12) can then be rearranged to include the direction vectors 

for the discrete multipath reflections, and the resulting sampled covariance 

matrix generated in the same way. 

The problem of coherent multipath reflections causing ambiguous AOA 

estimates was briefly mentioned in section 4.3, as well as introducing a 

method of overcoming it. The technique is called spatial smoothing and 

employs spatial averaging to decorrelate the signals. Many authors have 

studied the benefits of such a scheme [11][12][13(14] and a full description 

is included in Appendix G. The published results from computer simulations 
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clearly demonstrate that spatial smoothing enables coherent signals to be 

resolved successfully, although this is at the expense of a reduction in the 

array degrees of freedom (see Appendix G). The scattering scenario discussed 

in section 5.1.1 for the urban environment is an example of a special type of 

multipath phenomenon since the reflections introduce some sort of random 

perturbation onto the signal. Thus, even though the array covariance matrix 

may still be non-diagonal, it will be non-singular, enabling the sources to 

be potentially resolved. The presence of discrete multipath reflections 

however, which are highly correlated with the wanted signal, will confuse the 

AOA estimation process. Hence the spatial smoothing technique will be 

employed to investigate the ability to resolve coherent signal sources in a 

suburban environment. 

In a rural environment there will be fewer obstacles like trees or 

buildings in the propagation path, with open farm land and fields 

predominating as depicted in figure S.lc. Hence, signal reception at the 

base-station antenna will primarily be from line of sight propagation, with 

diffraction of the signal energy in more hilly terrains. The task of the AOA 

process is then greatly simplified, although the presence of hills may well 

introduce coherent reflections, causing some ambiguities which could be 

removed by employing spatial smoothing techniques. 

5.2.2 Performance of OF Algorithms in a Suburban/Rural Environment 

The reference suburban test scenario for the following simulations is 

outlined in table 5.8 below. Note that the only major change to the urban 

environment given in table 5.1 is to include a single coherent multi path 

signal at a bearing of _30
0 

as well as a line of sight path for the wanted 

signal. Also, the number of scatterers in the vicinity of the mobile has been 

reduced to three in order to provide a more realistic representation of a 

typical suburban locality. In order to simulate a rural environment the 

scenario will be identical to the suburban set-up except there will be no 

local scatterers. 
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• No. of elements, N=4 

Antenna Array • Element spa c ing, d=0.5A 

• Mut u a I co up ling, --
• Chan ne I mismatch, --

• No. of sou r c es, M=1 

• Sour ce AOA, 91=0 
0 

• Inpu t SNR, SNR=20dB 

Signal Environment • Line of sight path, Yes 

• No. of sea t t erers , 1=3 

• Angu I ar s p read, 
0 

9.=10 

• No. mu I tip a t hs , Q=1 
9m=-30 

0 

Signal Proces sing • No. of s nap shots, K=50 

• Spa t i a I smo othing, --

TabLe 5.8: Reference suburban scenario. 

A: Single Coherent Multipath Signal 

The reference suburban test scenario outlined in table 5.8 was simulated 

with the multipath component 10 dB below the total wanted signal (line of 

sight plus scatterers). A similar set-up was then chosen for the rural 

environment, but with no local scatterers, and in order to enable a direct 

comparison with the suburban results, the line of sight component was given a 

SNR of +14 dB with the multipath signal -4 dB below. The results of applying 

the MUSIC algorithm to both of these scenarios are given in figure 5.20a. No 

spatial smoothing was employed at this stage and this is apparent from the 

result with the rural type environment, since only a single peak is 

generated. (The MOL criteria also indicated a single source.) The result from 

the suburban environment is very interesting since the muitipath component 

has been successfully detected, as well as the line of sight signal. Hence, 

the presence of the scattered signals enables the coherent component to be 

resolved. 

The results of applying the complex conjugated backward array in 

addition to the forward array (forward/backward spatial smoothing in 

Appendix G) are shown in figure 5.20b. Again the MUSIC algorithm was employed 
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Figure5.20: Resulting spati.al spectra for the MUSIC algori.thm 
in suburban and rural environments: 

(a) no spatial smoothing; (b) spatial smoothing. 
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and, in the case of the rural environment, successfully allows the location 

of the two coherent signals. (The MDL criteria now correctly indicates two 

sources.) The spectrum for the sUburban environment also indicates the 

presence of the coherent multipath, as well as producing two peaks in the 

vicinity of the wanted signal which can be attributed to the scattered 

components. The results of a peak search for the spectra in figure 5.20 are 

included in table 5.9 below. 

I Sc enar i 0 I 
SUBURBAN 

(No S moo t h 1 ng) 

SUBURBAN 
(Smoothing) 

RURAL 
(No S moo t h 1 ng) 

RURAL 
(Smoothing) 

e 
e .t 

o 
-1 

-1 
o 

+4 
o 

o 

e 
mutt 

-29 (-11 dB) 

o 
-29 (-16 dB) 

o 
-30 (-4 dB) 

Other peaks 

o 
+5 (-3 dB) 

Table 5.9: Results of peak search for the MUSIC algorithm in suburban 
and rural environments with one coherent multipath. 

Unfortunately, the correct application of the spatial smoothing 

technique requires that the direction vectors of a signal source at each 

subarray differ only by a constant phase term (see Appendix G). When mutual 

coupling is present however, this property will not hold, and spatial 

smoothing cannot be applied directly. This is very noticeable in figure 5.21, 

where forward/backward spatial smoothing, in conjunction with the MUSIC 

algorithm, has been applied to the rural environment for both the ideal array 

and an array with mutual 
o 

(J' '" = 10 ). The latter result 

vector u' given in equation 

perf ormance. 

coupling and receiver mismatches ((J' = 0.1 and r 
was generated by employing the modified steering 

(5.22), and clearly demonstrates the reduction in 

Yeh et al [7] have addressed this problem and proposed an alternative to 

employing the modified steering vector. This involves premultiplying the 

array covariance matrix R with the mutual impedance matrix Zo' Le. 
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Figure 5.21: Results of applying spatial smoothing with MUSIC in the 
rural environment for ideal and practical arrays. 

(5.26) 

Hence substituting in the expression for x(k) in equation (5.17), and 

assuming independent noise, gives 

(5.27) 

Spatial smoothing can now be applied successfully to the modified covariance , 
matrix R in the normal manner, and this is demonstrated with the aid of 

computer simulations by Yeh et al [7]. Unfortunately, the results of the 

array manifold measurement, to be discussed in section 6.2, clearly show that 

the phase errors introduced by the combined effects of mutual coupling and 

receiver mismatches depends on the angle of arrival of the signal source. 

This suggests therefore that in practice the mutual coupling matrix is not a 

constant, thus requiring in the case of the eigenstructure algorithms, the 
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complete eigen-decomposition of the modified covariance matrix R at each AOA 
of interest. This would dramatically increase the computational overheads , 
potentially making the proposed technique unusable in the present 

application. 

B: Two Coherent Multipaths 

Without any preprocessing of the data, there are three degrees of 

freedom available with a four element array, Le. the OF algorithms can 

search for up to three uncorrelated signals. Spatial smoothing with subarrays 

of three elements (N = 3), and applying either the forward or backward 
s 

techniques reduces the degrees of freedom to two, although a combination of 

both could potentially increase this to the integer part of 2N/3. 

Unfortunately, with only four elements in the array, this reduces to two 

again. Therefore, in this section, the problem of an additional discrete 

multi path component is considered. 

The resulting spatial spectra for the suburban environment with an 

additional multipath component at +60
0 

are shown in figure 5.22. Both the 

multipaths were 10 dB below the total wanted signal and the two responses 

shown are with and without spatial smoothing applied. The smoothing employed 

was the forward/backward technique with no subarraying, Le. N = 4. The 
s 

results clearly show that even with spatial smoothing of the data, the MUSIC 

algorithm fails to resolve the multipath components, although still 

successfully detects the presence of the wanted signal. The other algorithms 

all perform in a similar fashion, with the degree of resolution depending on 

their individual attributes. The result of applying spatial smoothing though, 

is very dependent on the position of the multipath components and, in some 

cases, can have a very detrimental effect leading to ambiguous estimates. 

The results of applying spatial smoothing in a rural type environment 

with two coherent multipath sources is very dependant on the source 

locations. This is to be expected since with only four elements in the array, 

the available degrees of freedom for successful application of spatial 

smoothing have been exceeded. Hence in order to provide the sufficient 

resolution capabilities for operation in a rural environment, an array with a 

larger number of elements may have to be employed. 
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Figure 5.22: Resulting spatial spectra for the MUSIC algorithm in a 
suburban environment with and without spatial smoothing. 

5.3 THE ABILITY TO TRACK A SINGLE MOBILE SOURCE 

90 

In the preceding analysis a static mobile scenario was considered and 

the following general observations can be made from each of the operational 

environments investigated. 

Urban Environment 

The presence of a large numbers of scatterers (~ 6) in the immediate 

vicinity of the mobile, with no line of sight path, presents a unique problem 

for the DF processor. Complete resolution of all the scattered wavefronts is 

not possible, as was demonstrated, with only the higher resolution techniques 

(MUSIC, JoDeG, KuTu and MEM) indicating the presence of more than one 

incident wavefront. Consequently, the error in the estimated AOA of the 

wanted mobile is very dependent on the spread of the scatterers. This was not 

the case with the lower resolution techniques (FM and MLM), which tended to 

average out the effect of the scattered wavefronts and indicate the presence 

of a single source at approximately the correct bearing. Hence, in this type 
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of environment, accurate AOA estimation does not necessarily require the 

highest resolution OF algorithms. 

Urban Environment with Co-channel Interferers 

When a co-channel interfering source is present only the higher 

resolution techniques (MUSIC, JoDeG, KuTu and MEM) can successfully determine 

the bearing. If the total number of sources exceeds the degrees of freedom 

available, the combined effect of the scatterers associated with the wanted 

mobile tends to dominate, enabling the bearing to be successfully estimated 

with all the algorithms. 

Suburban Environment 

The presence of discrete multipath signals with a high degree of 

correlation with the wanted line of sight signal traditionally causes many 

problems for the OF processor as explained earlier. However, the presence of 

one or more scattered waves, as well as the line of sight component, ensures 

that the bearing of the wanted signal can be determined. Also, the higher 

resolution techniques can indicate the presence of the additional multipath 

component. Hence, spatial smoothing techniques are not absolutely necessary 

in this type of environment. 

Rural Environment 

Without the presence of any scattered waves, coherent multipath does 

become a problem. Hence, spatial smoothing techniques must be applied, with 

the higher resolution algorithms producing the superior results. 

The most suitable choice of OF algorithm clearly depends on the 

environment in which it must operate and so in order to provide a more 

statistical basis for comparison, the mobile was made to follow a predefined 

path in each of the operational environments considered so far. Previously, 

the same seed for the random number generator was used for each simulation 

run in order to produce consistent results. Therefore, for each iteration of 

the mobile run, a different seed was used. This enables the results of 

applying all the OF algorithms to be compared based on the statistical nature 

of the error between the estimated and actual source bearings over a number 

of iterations, e.g. the mean error, the root mean square (RMS) error and the 

standard deviation, (1'. In the following sections, each of the signal 

environments is considered in turn, with the 
0 0 

mobile moving from -30 to +30 
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in 3
0 

steps. In order to provide a realistic environment, mutual coupling and 

receiver mismatches were included (0' = 0.1 and 0' = 10 0 [5]) and the 
'1 I/J 

modified steering vector u' given in equation (5.22) employed to simulate the 

measured manifold response. 

5.3.1 Urban Communications 

The first scenario to be considered was defined in table 5.1 for a 

typical urban environment and the statistical results for all the DF 

algorithms are presented in table 5.10. If the RMS error and standard 

deviation are considered, these results clearly illustrate that the lower 

resolution techniques (FM and MLM) provide the most accurate estimate of the 

mobile's bearing. The resulting spatial spectra for the MUSIC algorithm are 

given in figure 5.23 and exhibit the characteristic clustering of peaks in 

the vicinity of the mobile. In contrast, the spatial spectra for the MLM 

algorithm given in figure 5.24 have only a single peak and hence provide a 
2 more reliable estimate for the bearing of the mobile source. 

The results for both the FM and MLM techniques are slightly worse than 

if an ideal array was assumed, i.e. an array with no mutual coupling and no 

receiver mismatches. Hence, by employing the modified steering vector the 

resultant peaks are marginally wider, an effect more noticeable with the FM 

technique. The KuTu algorithm produces a relatively large mean error which 

could possibly be attributed to the presence of spurious peaks in the spectra 

as shown in figure 5.25. The spectrum produced by the MEM also produced these 

extra peaks, although with an ideal array this phenomenon was not apparent. 

Hence the effect can be attributed to the use of the modified steering vector 

when mutual coupling and receiver mismatches are present. 

lit d I is in dB as before but h as not been Included 2: Note that the amp u e sca e 
since the plots are only required to illustrate the effects of applying 

each algorithm in a different mobile scenario. 
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Figure 5.23: Results in mobile urban environment with the MUSIC algorithm. 
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Figure 5.24: Results in mobile urban environment with the MLM algorithm. 
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Figure 5.25: Results in mobile urban environment with the KuTu algorithm. 

Error Stat i sties (degs. ) 
AIg 0 r i t hm 

Mean RMS (j' 

FM 
II 

- 0.1 I 1 . 5 I 1.5 
I 

MLM I -0.3 I 1 . 2 1.2 I 
MEM -0.2 

I 
3 . 2 3.2 I 

MUSIC - 0.1 3.5 3.5 I 
JoDeG -0.3 3 . 5 3.5 I 

I KuTu 2.3 I 3.6 2.8 I 

Table 5.10: Error statistics for mobile urban scenario. 
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The results when a single co-channel source was located at a bearing of 

0
0 

(SINR = 10 dB) were very similar to those described above, with the MLM 

and FM algorithms producing the superior estimates of the mobile's bearing. 
o However, inclusion of an additional co-channel source at -60 produced some 

interesting results. Again the SINR was set at 10 dB and the statistical 

results are presented in table 5.11. There is a slight reduction in the 

errors for all the algorithms when compared with the results in table S.lO 

with no co-channel interference. This effect is most noticeable with the MLM 

technique and can be attributed to the reduction in the available degrees of 

freedom when extra sources are present. The resulting spatial spectra for the 

MUSIC algorithm are given in figure 5.26 and show the presence of all three 

sources of signal energy, although the estimate for the co-channel sources is 

inconsistent and on some occasions the peak associated with either co-channel 

source dominates. This phenomenon was also noticeable with the other 

eigenstructure techniques and the MEM algorithm, and could possibly lead to a 

false indication of the mobile's bearing. This was not the case with the MLM 

technique as illustrated in figure 5.27. Notice the smoother response 

enabling a more consistent estimate of the mobile's bearing. 

Error Stat i s tics (degs. ) 
Aig 0 r i thm 

Mean RMS (1' 

I FM 
II 

-0.1 I 
1 .4 I 1.3 I 

I MLM 
II 

0.2 I 0.8 I 0.7 
I 

MEM 0.4 2.4 2.3 

MUSIC 0.7 3.0 2.9 

JoDeG 0.8 I 3.0 I 2.9 I 
KuTu I -0.7 I 3.0 I 2.9 I 

Table 5.11: Error statistics for mobile urban scenario 
with two co-channel sources. 
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Figure 5.26: The MUSIC algorithm in the mobile urban environment with 
two interfering co-channel sources. 
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Figure 5.27: The MLM algorithm in the mobile urban environment with 
two interfering co-channel sources. 
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5.3.2 Suburban Communications 

Consider operation in 

in table 5.8, but with a 

a suburban type environment, which is as defined 

single discrete multipath component located at a 

and -10 dB below the total wanted signal, The fixed bearing of -40 
o 

statistical results without spatial smoothing are given in table 5.12 with 

the MLM algorithm again proving to be superior in terms of correctly 

estimating the bearing of the mobile source. The MEM algorithm gives the 

worst results which can be attributed to the strong presence of the multi path 

component which is evident in the spatial spectra of figure 5.28. The peak 

associated with the multipath signal is also occasionally stronger than the 

peak indicating the wanted source. The results for the FM technique are also 

presented in figure 5.29 and the spectra clearly show the characteristic main 

beam and sidelobes. 

Error Stati stics (degs . ) 
Algorithm 

Mean RMS (J' 

I FM 
II 

-0.3 I 1 .9 I 1.9 

I MLM 

" 

0.2 I 1 .0 I 1.0 

I MEM -1.7 I 4.8 I 4.5 

I MUSIC -0.8 I 3.0 I 2.9 

I JoDeG -1.3 I 3.2 I 2.9 I 
I KuTu -0.8 I 3.0 I 2.9 I 

Table 5.12: Error stat istics for mobile suburban scenario 
wit h no spa t i a l smoo t h i ng . 

h· 3 I d r The statistical results when spatial smoot mg was emp oye a e 

presented in table 5.13. As expected, the performance of all the algorithms 

is degraded since spatial smoothing cannot be applied directly when mutual 

1· b t t na elements is present (see section 5.2.2). The only coup mg e ween an en 

although l'f the lt'n exception to this is with the MEM technique, resu 1 g 

spatial spectra illustrated in figure 5.30 are considered, this can be 

possibly attributed to the presence of spurious peaks. Note again that these 

peaks are not present when an ideal array is employed with spatial smoothing. 

3: Forward and backward spatial smoothing with no subarraylng. 
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Figure 5.28: Results in mobile suburban environment with 
the MEM algorithm (no spatial smoothing). 
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Figure 5.29: Results in mobile suburban environment with 
the FM algorithm (no spatial smoothing). 
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Error Stat i sties (degs . ) 
Algor i thm 

Mean RMS (j 

I 
FM 

II 
-0.4 I 2.3 2.2 

I 

I 
MLM 

II 
0.1 I 1 .0 1.0 

I 

I 
MEM ~ 2.3 I 2 . 7 1.5 

I 

I 
MUSIC 

II 
0.7 I 4 . 1 4.0 I 

JoDeG 0.7 4 . 1 4.0 

I KuTu 1.7 4.4 4. 1 

Table 5.13: Error statistics [or mobile suburban scenario 
with spatial smoothing. 
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Figure 5.30: Results in mobile suburban environment with 
the MEM algorithm with spatial smoothing applied. 
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5.3.3 Rural Communications 

In order to resol ve the bearing of a mobile source in a rural 

environment when there is a coherent multi path present, spatial smoothing 

must be employed. This was clearly illustrated in figure 5.20 for the static 

case. However, when mutual coupling is present between the antenna elements 

there is a severe degradation in the performance of the algorithms as shown 

in figure 5.21. Therefore, if the direction finding process is to be 

effective in a rural environment, alternative techniques may have to be 

found, e.g. the approach proposed by Yeh et al [71. 

5.4 SIMULATION OF AN FDMA SCHEME 

In section 4.4, the incorporation of the DF process into a cellular 

communications network was briefly discussed, and in particular. the 

application in a multiple access scheme such as frequency division (FDMA) or 

time division (TOMA). The general principle is that each active mobile is 

assigned a unique channel and, whether this is a frequency allocation or time 

slot, the task of the DF processor is now greatly simplified since it need 

only search within each channel for a single mobile. In this section an FDMA 

type scheme will be simulated to demonstrate how such an access technique 

could be accommodated within the proposed base-station antenna system. 

The results presented thus far have only considered operation with a 

single frequency and are therefore restricted to narrowband sources with the 

same centre frequency. Wax et al [151 have proposed a 20 spectral estimation 

algorithm for simultaneous estimation of both the source AOA and centre 

frequency. The approach employs a tapped delay line behind each element in 

the antenna array and, in a similar way to the MUSIC algorithm, exploits the 

properties of the special eigenstructure of the array covariance matrix. The 

steering vector u in this case though is modified to search in the frequency 

domain as well as the spatial domain. Further details are given in 

Appendix H. It is also worth noting briefly that tapped delay lines have also 

been considered as a means of reducing the effect of mutual coupling in 

adaptive arrays [161, although this will not be considered in any more detail 

at this stage. 
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In order to represent an FOMA type scheme, the mobile sources must be 

assigned a unique frequency channel and so the signal model described in 

Appendix H accommodates M signal sources centred at frequencies w.···. w . 
1 ... 

These frequency channels are separated by a value B Hz, which is often 
C 

referred to as the channel spacing, and are ranged either side of a centre 

frequency w . Hence, the channel frequencies can be written as 
o 

w = w ± 0(21[B ) 
m 0 C 

( BfC) = Wo 1 ± 0 
o 

(5.26) 

where 0 is the channel number. Consider then, as before, a four element 

linear array with the inter element spacing d equal to 0.5~, and incorporate 
o 

a three tap delay line behind each element. This enables up to eleven mobile 

sources to be estimated and so eleven frequency channels were defined. i. e. 

o = -5,·" ,0,' .. ,+5, with the ratio of the channel spacing B to centre 
C 

frequency f set to 0.01. Since the purpose of this simulation is to simply 
o 

demonstrate the feasibility of OF in a multiple signal/frequency environment, 

only seven mobiles were considered and their channel allocations and 

movements are defined in table 5.14 and illustrated in figure 5.31. A cluster 

of three mobiles has been included to simulate a traffic jam situation. The 
o 

cell where the mobiles operated was a 180 sector and the simulation run was 

for 21 iterations. Only two types of signal environment were considered at 

this stage, and these were 

(i) An urban type environment as defined in table 5.1 but with 
multiple mobile sources. 

(ii) As for the urban environment but with no local scatterers. 
Hence, each mobile is represented as a point source with a 
Rayleigh fading envelope and a uniformly distributed phase. 

The second environment was included to provide a comparison for the urban 

set-up and the error statistics (standard deviation only) for each of the 

mobiles are given in table 5.15 for both signal environments. Note that an 

ideal receiving array was assumed for this demonstration, i.e. the effects of 

mutual coupling and receiver mismatches were not considered. 
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Mob i Ie 
Freq. Mobile Movements 

ID 
Channel 

I (0) Start Step End 

I A I -5 _30 0 
0

0 I _30 0 

B -4 0
0 

+3 
0 I +60

0 

I 
C -2 _35 0 

0
0 I _35 0 

I 
I I D -1 +60

0 _2 0 I +20
0 

I 
E 1 _60 0 

+3
0 I 0

0 

I 
F 3 _40 0 

0
0 I 4",0 - ,u 

I G I 5 +35
0 _3 0 I _25 0 

Table 5.14: Setup for mobile sources in simulated FDMA scheme. 

~r=~~------------------------------------------------~ 

_~~~ __ ~~ __ ~~--~--L-~--~-L--~~--~~--~~--~~--~~ 
o 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 

Frame Number 

Mobile A Mobile 8 MobLIe C Mobile 0 MobIle E Mobje F Mobile G 
~ --Er- ---+- ------ --+-

Figure 5.31: Movement of mobiles in a simulated FDMA scheme. 
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Note the reduced spread of the AOA error in the non-urban environment as 

expected, although mobile E still has the largest spread. This is to be 

expected since it moves across the path of four of the other mobiles. The 

increase in the error spread with mobile F however is not consistent with the 

others and this can be attributed to a single gross error of 18 0
• When this 

error is discounted, the standard deviation becomes only 2.0
0

• The spread of 

the errors with the urban environment compares very well with the results of 

the MUSIC algorithm with the single mobile scenario considered in 

section 5.3.1. Hence, the algorithm developed by Wax et al (15] for 

multi-dimensional AOA estimation could potentially be employed in a cellular 

FDMA scheme, although the approach requires considerably more investigation 

than the brief study presented here. In chapter 7, the implementation of the 

proposed base-station antenna architecture within an existing cellular 

framework is discussed further. 

Mob i Ie Error Standard Dev. er 

ID URBAN NON-URBAN 

I 
0 

I 
0 

I A 3.2 1 . 1 

B 
II 

1 .7 
0 

1 .0 
0 

II 
0 0 

C 4.7 2.8 

II 
0 

I 
0 

I D 3.9 1.9 

II 
0 

I 
0 

I E 7.4 4.3 

II 
0 

I 
0 

I F 2.9 4 . 1 

II 
0 

I 
0 

I G 1 .2 0.5 

Table 5.15: Error statistics for urban and non-urban 
environments in an FDMA scheme. 
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CHAPTER 6 

DIRECTION FINDING IN THE CELLULAR LMR ENVIRONMENT: 

AN EXPERIMENTAL SYSTEM 

In the last chapter, the operation of the source estimation process of 

the proposed base-station antenna system was modelled in a variety of signal 

conditions. The results clearly demonstrated the feasibility of a direction 

finding (OF) process, and several observations were made regarding the most 

suitable choice of DF algorithm for each of the environments considered. In 

order to take the work one stage closer to an operational system, an 

experimental DF receiver was constructed to verify the findings from the 

computer simulations. This chapter includes a description of a four channel 

OF receiver architecture which operates at 1529.625 MHz. 

The computer simulations described in chapter 5 also demonstrate the 

degradation in the performance of the various OF algorithms caused by mutual 

coupling and receiver channel mismatch. The results of an array calibration 

process presented here, clearly underline the importance of the array 

manifold if the receiver is to be reliably employed in the field. Extensive 

field trials have been carried out in predominantly urban surroundings, and 

the results from some of the trials are presented and discussed in detail. 

Finally, some attention is given to the practical realisation of a OF 

receiver for land mobile radio operation. 

The operating frequency of the experimental system was chosen in the 

range 1.5 GHz to 2.0 GHz even though the second generation Pan European GSM 

system, due to come into operation in 1992, operates around 900 MHz. The main 

reason for this is that the current trend for future mobile radio 

communications is moving towards the higher frequency bands, especially with 

the recent frequency allocations for the future Personal Communication 

Networks (PCN's). A test license was granted for operation at 1529.625 MHz 

and although only a CW transmission format was permitted, this was sufficient 

for the requirements of the work since the aim here is to only demonstrate 

the principles of operation. 
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6.1 FOUR CHANNEL DF RECEIVER 

To date, most of the published research on AOA estimation using antenna 

arrays has primarily employed computer simulations to compare and investigate 

new algorithms. Exceptions to this include Evans et al [1] who have carried 

out field trials at Land C bands in order to analyse the effects of coherent 

multipath. Schmidt [2] has also constructed an experimental eight channel 

receiver operating at 1.8 GHz to validate the performance of the MUSIC 

algorithm, and Scott [3] has carried out similar trials at 15 MHz and 70 MHz. 

Each of these systems comprised of an N element antenna array with N 

receiving channels to simultaneously downconvert the signals received at each 

element to a frequency suitable for digiti sing and subsequent processing. 

This was the approach adopted here and a schematic of the receiver 

architecture is illustrated in figure 6.1. Based on the results of the 

simulation work and the fact that the field trials would initially only 

employ a single mobile source, the receiving array structure was chosen to be 

a linear array of four antenna elements with half wavelength spacing. This 

would ensure that there was sufficient resolution to study the angular spread 

due to scattering in an urban locality, without placing too significant a 

burden on the hardware requirements and the time available to construct the 

receiver. Also there are sufficient degrees of freedom to extend the single 

source scenario to consider multiple mobiles with either a different 

frequency allocation or time slot in subsequent studies. In the following 

sections each subsystem of the receiver is addressed separately. 

6.1.1 Antenna Array 

Two different types of antenna element were employed in the experimental 

system, and these were a centre fed half wavelength dipole and a microstrip 

patch. Each array consisted of four elements with half wavelength 'spacing 

(9.8cm at 1529.625 MHz), and photographs of the complete array structures are 

shown in figures 6.2. The dipole array was chosen initially since it is very 

straight forward to fabricate and, with a ground plane at a distance of )./4 

behind each element, the forward gain can be increased as well as reducing 

ambiguities caused by reflections from behind the array. Without the ground 

plane, each dipole has a nominal gain of 2.1 dB in free space, increasing to 

7.6 dB over a ground plane [4][5]. The azimuth radiation patterns for each 

element in the array were measured in an anechoic Chamber (3m x 6m) using the 
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Figure 6.1: Four channel DF receiver architecture. 
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, 

(a) 

(b) 

Figu.re 6.2: Fou.r element antenna arrays for DF recei ver: 
(a) the dipole array; (b) the patch array_ 
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Figure 6.3: Antenna pattern measurement. 

set-up shown in figure 6.3, and the results are given in figure 6.4. (Note 

that when measuring the response of each element all the other elements were 

terminated in a SOQ load.) The co-polar response for each element clearly 

illustrates the strong effect of neighbouring elements on the overall shape 

of the pattern and this is attributed to mutual coupling effects. 

Microstrip patch antennas have received widespread interest over the 

past decade and, more recently, have been considered for application in 

mobile radio [6]. Therefore it was decided to design and fabricate a four 

element patch array as shown in figure 6.2b. The microstrip patches were 
® 

etched on RT/duroid substrate, and the relevant substrate parameters are: 

• Substrate thickness, h = 0.0625" (1.S878mm) 

• Dielectric constant, £ = 2.2 
r 

• Conductor thickness, t = 0.0014" (0.03SS6mm) 

The dimensions of a single patch are shown in figure 6.Sa, and figure 6.Sb 

illustrates how each patch was back fed using a standard SMA socket. A single 

patch has a nominal gain of approximately 5 dB, and the measured antenna 

patterns for each element are given in figure 6.6. Note the more uniform 

response of the co-polar patterns which is the result of reduced mutual 

coupling between elements. The design procedure for microstrip patch antennas 

is not within the scope of this study, and further details can be found in 

the text of James and Hall [6]. 

- 127 -



Or-------------~~~--~ 

-5 

-10 

~ 
~ -15 
~ 
~ 
~ -20 

~ 
~ -25 
'a:5 cc: 

.................. + .................. -..... . 

-35 ................. -

I Cros~-po/sr Co-@/ar I 
~O~--~--~--~--L---L-~ 

-90 -80 -30 0 30 80 90 

Angle of Arrival (degrees) 

DIPOLE A 

-5 

-10 

~ 
~ -15 
~ 
~ 
~ -20 

~ 
~ -25~· ... ··················,················· 
'a:5 . 
cc: 

-35 

I Cros~-po/ar CO-@W I 
~Ok---L---L---~--~--~~ 

-90 -80 -30 0 30 80 90 

Angle of Arrival (degrees) 

DIPOLEC 

Or-------~~----~----~ 

-5 

-30 \j. --.... _- ... 

-35 

I Cros~-po/ar Co-pglBr I 
~O~~--~--~--~---L--~ 

-90 -80 -30 0 30 60 90 

Angle of Arrival (degrees) 

DIPOLES 

-5 

-10 

~ 
~ -15 
~ 
i 

.................. 

~ -20 

~ 
.~ 

16 -25 
'a:5 cc: 

."--"-

." , ~ .. "'" 

...... 

-30 ............. _ ...... . 

~~--~--~--~--~~--~ 

-90 -80 -30 0 30 60 90 

Angle of Arrival (degrees) 

DIPOLED 

Figure 6.4: Azimuth radiation patterns for each element of the dipole array. 

- 128 -



I_ 40mm Feed point 
SMA socket 

I 21mm 

\ Solder joint 

Copper conductor 

Substrate 

.. I 
80mm 

(a) (b) 
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(a) top viewi (b) cross section. 
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6.1.2 RF Front End 

The receiver front end consists of a low noise amplifier (LNA) followed 

by an interdigital bandpass filter and some additional RF gain. The LNA was 

based on a design already developed by Beach [7][8] for reception of an 

Inmarsat satellite communications channel for Land Mobile Satellite 

operation. The low noise performance is achieved using a balanced 

configuration of two GaAs FET devices (Avantek ATF-I0135), employing a 

Wireline ® hybrid coupler to provide the input and output match. The nominal 

specifications for this amplifier are as follows: 

• Gain, G ~ 15 dB 

• Noise Figure, NF :s 1. 0 dB 

The interdigital bandpass filter was based on a microstrip design given 

in a Mullard Technical Note [9], and comprises of a number of parallel 

quarter wavelength coupled lines which, when grounded at one end, act as 

resonators at the required centre frequency. When implemented on microstrip, 

it is possible to produce very compact designs which are very straight 

forward to fabricate, although air spaced elements in a self supporting 

structure will minimise the dielectric loss associated with a microstrip 

substrate [10]. Following the design procedure in the Technical Note, the 

parameters for a seven element filter were simulated on the EESOF RF CAD 

package. The design was then optimised to have a insertion loss of less than 

0.5 dB with a bandwidth of 150 MHz, before generating a mask and etching onto 

UltralamTH 2000 microwave laminate (substrate thickness. h = 0.03". dielectric 

constant, e = 2.45, and thickness of copper conductor, t = 0.0014")' The 
r 

simulation results turned out to be rather optimistic, with the response of 

the best filter measured as: 

• Insertion Loss, L = 1.7 dB 

• 3 dB Bandwidth, BW = 120 MHz 
3dB 

The two main factors causing the discrepancy between the measured and 

simulated responses, are the etching process and the method of grounding the 

filter elements. The etching process introduces errors of up to 0.1 mm and, 

as can be seen from the sketch of the filter mask in figure 6.7 (not to 

scale), this can be very significant. The RF CAD software was used to 

simulate the effects of these errors and demonstrated clearly the problems 

- 131 -



Ground Plane 

SMA connecter 

\ 
Input 

SO o line 

Short-circuiting 
rivets 

L 

Dimensions 

Wo = 2.0mm 

W, = 1.2mm 

W2 = O.Smm 

W3= 1.3mm 

S, = O.2mm 

S2= 1.3mm 

S3= 1.7mm 

L = 33.Smm 

Output 

Figure 6.7: Dimensions of microstrip interdigital bandpass filter design. 

caused by the etching process. The second problem with the design was the 

method of grounding the filter elements which was achieved in practice by 

drilling through the dielectric and using short-circuiting rivets to obtain a 

connection to the lower ground plane. This proved to be very unsatisfactory 

and difficult to model, however the best results were obtained with the 

design shown in figure 6.7 since, as well as the short-circuiting rivets 

shown, additional rivets placed in the ground plane ensured an adequate earth 

connection, minimising the inductance of the earthing pins . In spite of all 

these problems the response obtained was sufficient for the required task, 

although a more detailed model of the filter would probably produce a clearer 

insight into some of the problems associated with the implementation of this 

type of filter in microstrip. 

Further RF amplification was provided using the Mini Circuits MAR-6 

silicon bipolar monolithic microwave integrated circuit (MMIC) (equivalent to 

Avantek's MSA-0685), and provides RF amplification suitable for operation in 

a 500 system. At 1.5 GHz the device is specified to have a gain of 14.1 dB 
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with an input return loss of -13.6 dB (corresponding to an input VSWR1 of 

1.53). The device can also be cascaded, although in practice this was found 

to be limited to only two devices on the same piece substrate. Hence, a dual 

stage and a single stage amplifier were constructed, providing an overall RF 

gain of approximately 42 dB. Masks for the amplifiers were developed using 

the EESOF RF CAD package before etching onto Ultralam™ 2000 laminate. 

Table 6.1 contains the measured gains and input VSWR of the individual 

RF blocks for each of the receiver channels, A, B, C and D. The noise figure 

for the LNA was measured using the EATON 2075 Noise Gain Analyser. This 

instrument was also used to measure the noise figure and gain of the complete 

RF front end for each of the four channels, and the values are given in the 

final column of the table. 

LNA Fil t er Single Amp. Dual Amp. Total Resp. 

• NFt • • • • NFt Gain VSWR Gain VSWR Gain VSWR Gain VSWR Gain 

A 14.5 1. 05 1 .3 -1.7 1 . 1 13.8 1.9 26.7 2.4 53.0 1 .22 

B 15.0 1. 04 1 .5 -1.8 1 . 3 13.8 1 . 9 26.5 2.4 53.7 1 . 15 

C 15.2 1. 15 1 . 2 -2.2 1 . 6 13.8 1.9 26.9 2.4 52.5 1 .24 

0 15.1 1. 20 1 . 2 -1.8 1 . 3 
1
13

.
7 

I 
1 .9 

1
26

.
4 2.3 53.7 1.51 

• All signal gains are given in dB. 

t The Noise Figure of the device in dB. 

Table 6.1: Measured parameters RF front end. 

6.1.3 70 MHz IF Stage 

The RF signals were mixed down to a 70 MHz intermediate frequency (IF) 

using a Mini -Circuits SRA2000 double balanced mixer. The local oscillator was 

provided by a HP8341B Synthesised Sweeper which was split into four using a 

4-way power divider implemented with Wireline®. The mixer LO ports were 

1: Voitage standing Wave Ratio. 
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driven with +4 dBm and, at this frequency, had a loss varying from 8 to 11 dB 

across all four devices selected. The four IF channels were now taken down 

from the antenna site on the roof using four 55 ft lengths of RG213/u coaxial 

cable (0.8 dB loss at 70 MHz) for further processing in the laboratory. This 

comprised of some additional filtering and gain at 70 MHz before finally 

mixing down to a 3 kHz baseband signal prior to digitising. 

The initial approach employed a 70 MHz tuned amplifier stage, designed 

using a BFY90 transistor. This provided approximately 25 dB of gain with a 

3 dB bandwidth of between 4 and 5 MHz, and was ideal for the task required. 

Unfortunately, such highly tuned active circuits are susceptible to 

environmental conditions causing variations in the passband characteristics, 

as well as non-linear phase variations as the input signal level fluctuates. 

This is a most undesirable phenomenon since it is the relative phase 

difference between the channels that defines the AOA of the incident signal. 

Ideally, the phase of this stage should not alter as the input drive varies 

and a more suitable device was the Plessey SL610C IF amplifier. A simple LC 

bandpass filter was designed to precede the amplifier, and the measured 

responses are given in table 6.2 below. The phase characteristics of this 

device were excellent as well as proving to be much more stable than the 

70 MHz tuned amplifier stage. 

70MHz Amplif i er 

Gain (d B) 3dB BW (MHz) 

A 25.4 

I 
3.7 

I 
8 

I 
25.7 

I 
3.8 

I 

0 25.9 
I 

4.3 

I 

0 25.2 

I 
3.6 

I 

Table 6.2: Measured response of IF filter and amplifier 

An unfortunate drawback with the Plessey amplifier is apparent when the 

output is connected directly to the RF port of the mixer (Mini-Circuits TFM-2 

double balanced mixer) for the final downconversion to baseband. As the 
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signal level is increased to the value required to provide sufficient drive 

for the A/D converters, the baseband signal is seen to distort. This is 

attributed to the inherent mismatch between the SL610C output and the TFM-2 

mixer, and can be reduced by inserting a 3 dB pad. Although this decreases 

the available signal gain, additional amplification was provided at baseband 

to compensate. 

6.1.4 Baseband Processing 

As already mentioned, a Mini-Circuits TFM-2 double balanced mixer was 

employed for the final downconversion to baseband. The 70 MHz local 

oscillator was provided by a straight forward active crystal oscillator 

circuit, and was split into four using a Mini-Circuits 4-way power splitter 

(PSC-4-3). Normally at this stage, downconversion is achieved with a 

quadrature local oscillator to provide the inphase and quadrature (I & Q) 

components of the signal, thus maintaining full phase and amplitude 

information. However, this approach requires additional hardware and 

therefore it was decided to carry out the I & Q processing after digiti sing 

the channels with the use of the Hilbert Transform. Immediately after the 

mixer is a second order low pass Butterworth filter with a cut-off frequency 

of 5 kHz. This is followed by a standard inverting operational amplifier 

circuit with a variable voltage gain of between 25 and 33 to enable some 

compensation to be made for signal level fluctuations between the channels, 

as well as ensuring that there is sufficient drive available for the AID 

converter (±4 volts for full scale conversion). At this stage it was not 

considered necessary to implement any kind of automatic gain control due to 

the added complexity and the nature of the mobile radio signal environment. 

The complete receiver chain was initially tested in an anechoic chamber 

with the set-up shown in figure 6.8. From classic antenna theory the ratio of 

the received signal power to the transmitted signal power in free space is 

given by 

The power attenuation in decibels is a dB = 1010glOP TIP R' 

expressed as 
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which can be 



Local Oscillator (I = 1459.625 MHz) Anechoic Chamber 

70 MHz Channels 

Tx Dipole G ,. 2.1dS 

70 MHz IF 

& 

Baseband 

43kHz 

4 Channel 

Oscilloscope 

RFFrontEnd 

I 
.. 

/ 
Rx Antenna AlTay 

(-I 'IfJffIcs//y po/srlstKI dipole (J/61T16171s) 

\, 
s: 

R=3.5m .\ 

Signal Generator (I = 1529.625 MHz) 

Figure 6.8: Testing the receiver chain in the anechoic chamber. 

a = 22 + 20log (R) - G - G 
dB 10 A T R 

(6.2) 

If the dipole array is used as the receiving antenna as shown in figure 6.8, 

then the the free space attenuation can be calculated from equation (6.2) as 

a = 22 + 25 - 2.1 - 7.6 
dB 

= 37.3 dB (6.3) 

With the transmitter power adjusted to give a ±4 volt swing at baseband, 

P = -37 dBm giving the received signal power as 
T 

P = -37 - a = -74.3 dBm 
R dB 

(6.4) 

If channel A is considered, the signal level prior to the final 

downconversion can then be calculated as follows: 
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Power received, P 
R 

Gain of RF front end 

Mixer Losses 

Cable losses 

Gain at IF 

3 dB pad 

Signal power at 70 MHz 

-74.3 dBm 

+53.0 dB 

-8.0 dB 

-0.8 dB 

+25.4 dB 

-2.8 dB 

-7.5 dBm 

This result compares very well with the measured response of the receiver. 

Photographs of the two main hardware blocks of the OF receiver, namely the RF 

front end and the IF to baseband downconversion stage, are shown in 

figure 6.9. 

6.1.5 Analogue-to-Digital Conversion 

As already discussed at some length, the crux to accurately estimating 

the AOA's of the incident signals is the determination of the inter element 

phase shift </> (Appendix C, equation (C.2). In order to achieve this, all of 

the channels must be digitised simultaneously, thus requiring in this case a 

four channel parallel A/D conversion. The chosen device was the Maxim MAXI 50 

8 bit A/D converter, offering a fast conversion time (1.34 Ilsec max.), a 

built in sample and hold function, and a straight forward microprocessor 

interface. For single channel operation, the maximum sampling frequency when 

operating in the WR-RO mode is approximately 588 kHz. This mode of operation 

allows all four converters to simultaneously sample the incoming channels and 

then hold the data, enabling each device to be read sequentially before 

initiating another conversion. With four channels operating, the maximum 

sampling frequency is governed by the speed of the external microprocessor 

controlling the converters, although with an input signal of 3 kHz, the 

chosen sampling frequency of 15 kHz was well within the capabilities of the 

device. This is also greater than the Nyquist sampling rate
2 

but ensures that 

the signal can be reconstructed fully. 

2: To ensure sIgnal recovery, the sampling rate must be greater than twIce 

the hIghest frequency component of the Input sIgnal. 
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(a) 

(b) 

Figure 6.9: The complete DF receiver hardware: 
(a) RF front end; (b) IF to baseband downconversion unit . 
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The obvious choice for the microprocessor was one of the Texas 

Instruments TMS320 family since ready made general purpose boards had already 

been developed within the Communications Research Group. However, the project 

had recently received on loan from INMOS a B009 Transputer Evaluation Board 

[11] for installation in a Personal Computer (PC>' This board is equipped 

with a T800 32 bit transputer, a T212 16 bit subsidiary transputer, as well 

as four AI00 cascadable signal processors, and thus provides a very powerful 
3 

processing tool. A package called the Transputer Development System (mS) 

[13] which runs on a PC was also provided, and this enables OCCAM code to be 

written, compiled, debugged, and finally run on the B009 board. Compilers 

also exist which would enable code written in Pascal, C or Fortran to be 

downloaded onto the transputer thus making the B009 a very attractive option. 

There is also an external interface available enabling extra transputers to 

be added, and so it was decided to utilise the B009 to control the A/D 

process and to then collect and process the data from the DF receiver. 

Initially, the board was only employed to file the received data for later 

off-line signal processing, although there is the potential for utilising the 

speed and versatility offered by parallel processing techniques to provide 

on-line AOA estimation at a later date. 

The interface between the B009 board on the PC and the A/D converters 

was provided with a T222 16 bit transputer [12]. A board was designed to hold 

this chip, with a serial link running at 20 MHz connecting it directly to the 

T800 transputer on the B009 board. 32k x 16 bit of external RAM memory was 

also provided on the T222 board, and a PAL device was programmed to 

memory-map the A/D converters onto the T222 transputer. A schematic of the 

complete layout is shown in figure 6.10. A self -contained program written in 

OCCAM was downloaded onto the external T222 via the serial link using the 

IDS, and a program running on the T800 transputer was then employed to 

completely control the A/D process and to file the resulting data. 

Figure 6.11 illustrates the principle processes involved in this task, also 

demonstrating where some simple parallel processing techniques were employed 

to speed up the data throughput. 

th t t I f to "The Tr"~sputer 3: For further detaUs on ese ranspu ers pease re er ..... 

Data Book" (12). 
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Figure 6.10: Schematic of data acquisition hardware. 
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Figure 6.11: Processes involved in array data acquisition. 
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6.1.6 Off-line AOA Estimation 

Estimation of the spatial spectrum from the stored array data was 

carried out using a software package called PC-MATLAB (developed by The Math 

Works Inc.). This package was chosen because, as well as providing a powerful 

programming language, it offers a complete library of routines for matrix 

computations, both real and complex. Antenna array processing inherently 

involves vector and matrix algebra and so, combined with an extensive 

graphics library (including three dimensional mesh plots), MATLAB provides an 

ideal environment for the processing of the received array data. A complete 

block diagram of the process, starting with the data acquisition, is given in 

figure 6.12. The Hilbert transform was implemented digitally with a 25 tap 

FIR filter designed using the Digital Filter Design Package (developed by 

Atlanta Signal Processors, Inc.). 

6.1.7 Mobile Test Source 

A mobile test source was required to transmit a CW tone at 1529.625 MHz, 

and a block diagram of the complete transmitter is shown in figure 6.13. The 

vehicle used was an Austin Montego Estate car which belongs to the Electronic 

Engineering Department and is equipped with a mains inverter to provide the 

necessary power for the transmitter circuits. A quarter wavelength monopole 

antenna over a ground plane was employed as the transmit antenna. The output 

of the signal generator after doubling (the maximum output frequency of the 

HP8656B is 990 MHz) provides the drive for a 100 mW preamplifier stage prior 

to a 1 W power amplifier. The 100 mW stage is a linear preamplifier, 

employing an Avantek AT42085 bipolar transistor followed by a MSA-0520 

monolithic amplifier, and the 1 W stage is a Class C amplifier employing the 

Acrian ACR2001 device. The input and output matching networks for both 

amplifiers were designed using microstrip equivalents for lumped components. 

Further details of the design and performance of these amplifiers is included 

in [14]. Since no facility for power control was provided at the receiver, 

the transmit power level had to be controlled to avoid over-driving the 

digitisers. This was achieved with a switched attenuator block, enabling the 

transmit power to be varied within the range 0 dBm to 30 dBm (I mW to 1 W). 
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Figure 6.12: Block diagram of complete ADA estimation process. 

- 142 -



HP86568 

Signsl Generator 

1-764.8125 MHz 

+7dBm 

100mW 

Preamplifier 
Attenustor 

1 W Amplifier (1 dB to 3() dB) 

A /4 Monopole 
(G,- 5.2 dB) 

1= 1529. 625 MHz 

~dBm 

+20dBm +30dBm o dBm to 30 dBm 

Figure 6.13: Mobile test source. 
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6.2 ARRAY MANIFOLD MEASUREMENT 

In section 4.3, the concept of the array manifold was briefly 

introduced, and the computer simulations in chapter 5 demonstrated very 

clearly the errors that can occur in the AOA estimate when perfect reception 

of the signals with an ideal array is assumed. The main factors which must be 

taken into account are the mutual coupling that exists between the antenna 

elements and the amplitude/phase mismatch between the receiver channels. Both 

of these were included in a modified equation for the received signal vector 

x as follows: 

x(k) = CrBa(k) + v(k) (6.5) 

where C is the coupling matrix for the antenna elements and r is a diagonal 

matrix containing the relative amplitude and phase of each channel in the 

receiver (v(k) is the additive sensor noise). Fortunately, the effects of 

these factors can be calibrated out by measuring the response of the system 

to a single source as a function of the AOA. The received signal vectors of 

(complex) voltages obtained from this calibration process collectively 

comprise the array manifold, and are filed away on a computer according to 

the source direction which can be in terms of the azimuth location as well as 

the elevation. The OF algorithms evaluate the spatial spectrum at each of the 

measured manifold points and, depending on the required accuracy, the correct 

AOA's are determined from the locations of the spectral peaks. Hence, in the 

completely general case with an antenna array comprising of elements with 

totally unknown characteristics, the array manifold unambiguously defines the 

response of the receiver. An experimental system developed by Schmidt [2] 

demonstrated this, with the measured array manifold enabling the accurate 

determination of the signal AOA's using the MUSIC algorithm. 

Unfortunately, the measurement of the array manifold can be expensive 

and time consuming, especially if frequent re-calibration is required. An 

alternative would be to estimate the manifold on-line US] or, if the 

characteristics of the array elements are known precisely enough, to generate 

it analytically. On-line estimation potentially offers the most attractive 

solution, especially as a means of updating the measured response which would 

then only have to be generated once. Hence, for a future working system this 

approach will have to be considered very seriously. In this section however, 

the procedure for measuring the array manifold will be discussed before 

presenting the results of the measurements for both the dipole and patch 
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arrays. 

Initially, the receiver channels were matched as closely as possible in 

the anechoic chamber using the set-up shown in figure 6.8. Unfortunately, the 

anechoic chamber could not be employed for the measurement of the complete 

manifold response due to the large size of the RF front end hardware and the 

lack of a substantial turntable, although at this frequency the transmit 

source could be placed in the far field region of the receiving antenna 4 . 

Therefore, a suitable outdoor test range was required and, as part of the 

SERC CASE Award funding the work, the long test range at British Telecom 

Research Labs., Martlesham Heath was made available, providing an ideal 

opportunity to accurately calibrate the receiver system. The set-up is shown 

in figure 6.14, with the DF receiving array placed on the test range 

turntable at a height of 10.1 m above the ground. The transmitting source 

employed a vertically polarised horn antenna placed at the same level as the 

receiver on a portable tower 30 m away. The antenna gain was 11 dB at 

1529.625 MHz and, assuming free space loss, the required transmit power to 

provide a full scale drive (±4 volts) for the A/D converters was 

approximately -28 dBm. A photograph of the complete set-up is given in 

figure 6.15, showing clearly the transmitter on the portable tower and the 

receiver mounted on the turntable. A close up view of the RF front end with 

the dipole array is shown in figure 6.16. 

4: The frequently quoted boundary 

dIstance from the antenna R equals 

of the antenna (16]. 

for far 
2 

2D /A, 
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Figure 6.14: Measuring the array manifold. 
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Figure 6.15: Set-up for measurement of array manifold. 

Figure 6.16: Dipole array and RF front end mounted on turntable . 
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The response for both of the arrays was measured at elevation angles of 
o SO 0 • 0 0 o , and 10 , over the aZImuth range +110 to -110 in 1 degree steps. Even 

though the range of elevation angles
5 

for the planned test routes is between 

0
0 

and 15
0

, no further measurements were taken at this stage due to the lack 

of available time. At each manifold point SO snapshots of data were recorded 

and filed on the computer for later processing. The first task was to apply 

the Hilbert Transform to the data, generating the inphase and quadrature 

components (I & Q), and enabling the full amplitude and phase response of 

each channel to be measured. Figure 6.17a contains the effective radiation 

patterns for each channel with the dipole array and, similarly, figure 6.17b 

contains the response with the patch array. The patterns are all relative to 
o 

the peak value in channel A and are for an elevation of 0 . Note that the 

general shape of the responses ties up very closely with the measured azimuth 

radiation patterns of the antenna elements given in figure 6.4 and 6.6. 

The received signal vector at each of the array manifold points includes 

both the effects of mutual coupling and receiver channel mismatch. Hence, if 

the amplitude and phase of each channel are referenced to channel A, the 

direction vector at each AOA can be expressed as 

1 

u' 
a BA exp (jtl>BA) 

(6.6) = 
a CA exp (jtl> CA) 

aDA exp (jtl> DA) 

where tl>iA 
and a are the phase 

iA 
and amplitude of the signal received in 

channel i with respect to channel A. For an ideal receiver, the direction 

vector of the received signal is given by equation (4.6), and for a four 

element linear array can be written as 

5: The elevation angle is taken as the elevation or the base-station receiver 

rrom the moblle transmitter. 
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(a) the dipole array; (b) the patch array. 
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u = 

1 

exp (j<t» 

exp (j2</» 

exp (j3<t» 

(6.7) 

where </> = (2IIcVA) sine is the inter element phase shift associated with a 

signal incident at an angle e off the array broadside. (Note that in order to 

account for a signal with an elevation of I/J down from the horizontal, the 
correct phase shift is given by </> = (2IIcVA) sinecosI/J [16].) Hence, the 
modified steering vector u' can be expressed in terms of the ideal steering 
vector u as 

1 0 1 1 

a exp(je ) exp (j</» aBA exp (j</>BA) 
u' BA BA = = 

a exp(je ) CA CA exp (j2</» a CA exp (j</> CA) 

0 a exp(je ) exp (j3</» aDA exp (j</> DA) DA DA 

(6.8) 

where the phases e can be considered as the phase errors between the 
lA 

non-ideal and ideal situations and are given by 

e = </>BA - </> BA 

e = </>CA - 2</> CA 

e = </>DA - 3</> (6.9) DA 

Figure 6.18 contains plots of these phase errors with the dipole array, each 
o 0 0 

of the three plots for a different elevation angle, i.e. '" = 0 , 5 and 10 . 

Figure 6.19 contains the same results but for the patch array. Note how the 

phase error associated with a particular channel depends on the elevation 

angle, clearly demonstrating the problem associated with array manifold 

measurement, where complete and unambiguous calibration would require the 

manifold to be measured at many more elevation angles. 
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Of particular interest at this stage would be the result of applying the 

various direction finding algorithms to the measured manifold data, and to 

then estimate the bearing of the source assuming an ideal array response, i.e 

the ideal steering vector u given in equation (6.7). By comparing the 

estimated AOA with the actual AOA, a number of objectives can then be 
achieved, namely 

(i) The relative performance of the dipole and patch arrays. 

(ii) The relative performance of all the DF algorithms in the 
presence of mutual coupling and receiver mismatches. 

In order to compare the two types of array, the MUSIC algorithm was applied 

to the measured data from each antenna when at an elevation of 0 0
• Twenty 

snapshots of data were used per iteration (K = 20) and the results are 

presented in figure 6.20 in the form of a scatter plot. This illustrates very 

clearly the effects of assuming an ideal array manifold, although the trend 
o 

over the range ±45 is moving towards the ideal response, with the number of 
o ambiguities reduced. The gross variations outside the ±45 range can be 

partly attributed to the large reduction in signal gain in these directions 

as illustrated by the radiation patterns in figure 6.17. The error statistics 
o 

over the ±45 range for both the dipole and patch arrays with the MUSIC 

algorithm are included in table 6.3. There is very little difference between 

the two antennas except maybe for the mean error which is substantially lower 

with the patch array. 

0 AOA Error Statistics (±45 ) ALGORITHM 

(antenna) MEAN RMS (J" 

I 
0 

I 
0 

I 
0 

I MUSIC (patch) 2.6 33.6 33.5 

MUSIC (dIpole) 10.5 
0 

I 34.0 
0 

I 32.3 
0 

KuTu (dIpole) 11.0 
0 

I 34.3 
0 

I 32.5 
0 

I I 0 

I 
0 

I 
0 

JoDeG (dIpole) 11.5 34.8 32.9 

I MEM (dIpole) 
II 

9.8 
0 

I 37.6 
0 

I 36.3 
0 

0 0 0 

MLM (dIpole) 9.9 27.2 25.3 

FM (dIpole) 
0 

- 1 . 1 2.8 
0 

2.6 
0 

Table 6.3: ADA error statistics for measured manifold data. 
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Also included in table 6.3 are the error statistics obtained when the 

other DF algorithms are applied to the dipole data at an elevation of 0 0
, 

clearly showing the superior performance of the two lower resolution methods, 

especially the FM technique. The performance of the eigenstructure methods is 

very similar, and all are clearly very susceptible to mutual coupling effects 

and amplitude/phase uncertainties, with numerous ambiguous peaks occurring in 

the spectrum. This is reflected in the result of applying the MDL criteria, 

which always overestimated the number of sources, indicating two or even 

three. With the aid of computer simulations this effect could also be 

observed and highlights the problem of correctly estimating the number of 

sources incident onto the array, an essential task for the successful 

application of the eigenstructure techniques. The MEM technique is noticeably 

inferior to the other techniques, producing the largest spread of errors. 

This was demonstrated to some extent with the computer simulations of 

chapter 5, which showed that the MEM technique was strongly affected by 

mutual coupling, although was possibly more tolerant to amplitude and phase 

uncertainties. 

0 

DATA 
AOA Error St at i sties (± 4 5 ) 

MANIFOLD 
PROCESSING 

MEAN RMS U' 

0 0 

Ideal 10.5 34.0 32.3 
Amp I i tude 

0 0 

& Amp. & phase 2.0 41 .4 41.4 
Phase 

0 

Phase only 6.2 33.8 
0 

33.2 

0 0 

Ideal 0.0 15 .9 15.9 
Phase 

0 0 

Amp. & phase -1.7 46.7 46.7 
only 

0 0 

Phase only 0.0 O. 1 0.1 

Table 6.4: ADA error statistics for different types of data 
processing with alternative manifolds. 

0 

0 

0 

0 

0 

0 

Another important aspect to be considered at this stage, is how the 

measured manifold data is to be stored for later use during the field trials. 

The first option would be as a series of direction vectors as defined in 

equation (6.6) and therefore maintaining full amplitude and phase 

information. The alternative would be to only consider the relative phases 

between channels, ignoring any amplitude variations. Also, the received data 
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vectors can either be left unprocessed prior to estimation or have all 

amplitude information removed, leaving only the phase ar' t' . an v la IOns, 1. e. 
equalisation process. The various permutations of the above alternatives were 

implemented and the results of applying the MUSIC algorithm are summarised in 

table 6.4. With no data processing, the use of the measured manifold does not 

provide any appreciable benefits, with the full amplitude and phase manifold 

producing an even worse response. The same effect was also observed with the 

other algorithms, When the received data includes only the phase information 

however, the results with the ideal manifold are greatly improved but the 

full amplitude and phase manifold again produces a very poor response. Use of 

the phase only manifold though produces near perfect resolution, clearly 

demonstrating the best approach to applying the measured manifold response to 

the received array data. 

6.3 FIELD TRIALS 

The aims of these initial field trials were twofold: 

(i) To demonstrate the ability to track the movements of a mobile 
source in an urban environment. 

(iil To investigate the effect of scattering objects local to the 
mobile on the angular spread of the signals received at a 
typical base-station site. 

Also, the results obtained would provide a valuable insight to the signalling 

conditions in a built up area, thus enabling improved signal models to be 

developed. 

The roof of the University's Engineering Building offered an excellent 

elevated site for the DF receiver away from any local scatterers, and 

provided good radio coverage of the Clifton area of Bristol. Clifton is a 

fairly typical urban environment, offering a wide variety of operating 

conditions, ranging from good line of sight to extremely cluttered 

surroundings which offer no direct path to the base-station. A view of 

Clifton from the base-station site is shown in figure 6.21. The height of the 

antenna above sea level was measured at 88 m, and this enabled the elevation 

angles of the chosen test routes to be estimated from the heights given on an 

Ordnance Survey map (Sheet ST 57 SE, scale 1:10 000). Figure 6.22 is an 
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Cabot Tower 
(8 = 0 0

) 

Will s Memorial 
Bui 1 ding 

Trial I 

Figure 6.21: View of Clifton from the base-station site. 

Figure 6.22: Aerial photograph of the test area (Clifton) . 
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aerial photograph of part of the test area and figure 6.23 gives a detailed 

map of the area showing the test routes that were used. 

I Route I Range (m) Elevation (t/J) Bearing (a) 

Start End Start End Start End 

8 470 -- 3° -- 37° 3 
I I 290 440 12° 5° o~ -37 -20 

III 380 340 7° 5° ~ 
IV 250 1 70 13° 14° ~ 
V 310 275 6° 7° 2° 27° 

Table 6.5: Details of the test routes. 

The selected routes provide a broad cross section of signal 

environments, and table 6.5 above provides details of the elevations, 

bearings and distances from the receiver. The elevation angles given were 

estimated from the contours on the Ordnance Survey map, and serve only to 

give some indication of the correct manifold response to employ during the 

processing. In practice, the spatial spectrum would have to be generated at 

each elevation angle, with the strongest peak defining the source location. 

The bearings were also measured using the map, with Cabot Tower (located on 

the left of the photograph in figure 6.21) providing the ideal landmark to 

° define the broadside of the array (a :: 0 ). Further efforts to obtain a more 

accurate measurement were not deemed necessary due to the nature of the 

trials. 

In order to synchronise the movements of the mobile with the data 

acquisition, a VHF radio was employed to provide a voice link between the 

mobile and the base-station. Hence, with the mobile moving at a constant 

speed of approximately 10 mph (~ 5 m/sec), frames of data could be recorded 

at regular intervals along each route. The approximate distance between each 

frame could then be calculated, enabling the bearing of each location to be 

estimated from the map. Note that at a distance of 300 m, a ±5 m error in the 
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o 
position of the mobile corresponds to approximately only a ±1 error in the 

actual source bearing. Hence, with only a one degree resolution in the AOA 

estimate, the chosen method of data acquisition is adequate . 
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Figure 6.23: Map of Clifton showing test routes followed by mobile. 
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Each frame of data acquired during the trials consisted of 500 snapshots 

at a sampling frequency of 15 kHz. The frame period is then approximately 

33.3 msec which, at a constant speed of 5 m/sec, corresponds to a distance 

travelled by the mobile of 0.17 m, or 0.87i\ at the operating frequency. 

Figure 6.24 shows the received signal envelope in all four channels over a 

single frame period from one of the trials and, as can be seen, exhibits the 

characteristic fading envelope. Also note the similarity between the 

envelopes indicating, as expected, the high degree of correlation between the 

signals when the antenna elements are spaced half a wavelength apart. The 

following steps are a summary of the processing tasks that were carried out 

on each data frame acquired during the field trials: 

(i) Perform the Hilbert transform to generate I & Q components 
('* 476 snapshots remain). 

(iil Remove amplitude variations from each channel (~ only phase 
information considered). 

(iii) Select phase only manifold at approximately correct 
elevation. 

(iv) Generate the spatial spectrum with chosen OF algorithm. 

(v) Estimate the azimuth bearing of the mobile source. 

-5~--------------------------------------~TJ~n~8~11~--1 

-10 

~ -15 

~ 
~ 

~ -20 

~ 
a. -25 
~ 
~ 
t5 -30 

-35 

100 200 300 
Snapshot Number, k 

Pa!chArray 
Frame no. 1 

Figure 6.24: Measured fading signal in all four channels. 
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When generating the spatial spectrum using one of the eigenstructure 

techniques, the MDL criteria was employed to determine the number of signals 

present. This technique was also used in the computer simulations in 

chapter 5, and was discussed briefly in section 5.1.5. 

In chapter 5, spatial smoothing techniques were employed to enable the 

resolution of coherent multipath signals. However, the results of the 

simulations showed that the presence of buildings and other scattering 

objects in the immediate vicinity of the mobile ensured that the mobile could 

still be successfully located even when discrete multipath reflections were 

present. For this reason, as well as the fact that the techniques considered 

are not directly applicable when there is mutual coupling between antenna 

elements (section 5.2.2), the results generated when spatial smoothing was 

employed are not presented here. 

6.3.1 Trial I - Cathedral Car Park 

Here the mobile was in a stationary position, with a clear line of sight 

path to the base-station antenna. Figure 6.21 shows the view from the 

base-station over the test area, with the mobile test site for trial I as 

labelled. The purpose of this initial trial was to establish a suitable 

reference point from a known bearing before carrying out the mobile tests, 

and then on subsequent trials to ensure that all the results were consistent. 

This location also provided a basis for the calculation of the received 

signal power to noise power spectral density which is included in Appendix I. 

The result gives a rather optimistic value of 97.5 dBHz. 

All of the algorithms successfully estimated the bearing of the mobile 

source, although the accuracy was very dependent on the choice of manifold 
o 0 

employed. Since the elevation from the site is approximately 3 , both the 0 

and 50 manifolds ensured that the resulting spatial spectra gave the correct 

bearing. The 10
0 

manifold and the ideal manifold (assuming perfect reception 

with an ideal array) on the other hand produced errors of 1
0 

or 2
0 

in the 

estimate and this is clearly illustrated in figure 6.25. Here the resulting 

spectra of applying the MLM algorithm to the dipole data with both the 

measured (I/J = 50) and ideal manifolds are given, with the ideal manifold 
o 

producing an estimated bearing of +39 . 
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Figure 6.25: Spatial spectra for trial I with the dipole array and 

the MLM algorithm. 

90 

An interesting feature of the spatial spectra in figure 6.25 is the 

increased amount of ripple in the response, a particular characteristic not 

usually associated with the MLM algorithm (see discussion in section 4.3). In 

general, all the algorithms produced extra peaks as shown in figure 6.26a. 

These results were generated with the patch array and clearly show the 

presence of the mobile with a single strong peak, the sharpness of which 

depends on the algorithm employed. Notice the extra activity at bearings in 
o 0 

the range -10 ~ -40 . This can possibly be attributed to reflections from 

buildings, although the only obvious reflector is the large building (Wills 

Memorial Building) located at the centre of figure 6.21. The bearing however 

is approximately +20
0 

and so the results of figure 6.26a are rather confusing 

and possibly misleading. 

Computer simulations of this trial were very revealing, and the results 

are shown in figure 6.26b. The same algorithms were employed with a single 

signal source (SNR = 20 dB) at +37
0

• No reflections were modelled, but the 

effects of mutual coupling with receiver mismatches (0' 
r 

o 
= 0.1 and O't/J = 10 ) 

were included and the results were generated with the modified steering 

vector u', as described in chapter 5. Notice the very similar response with 
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Figure 6.26: Spatial spectra for trial I with the patch array: 
(a) measured data; (b) simulated data. 
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the MEM and MUSIC algorithms to the measured results. The MDL criteria 

indicated that three sources were present with the measured data, but only 

one with the simulation which was to be expected. The result shown in 

figure 6.26b for the MUSIC algorithm assumes that the number of sources is 

equal to three. This clearly demonstrates that the higher resolution 

algorithms do have a tendency to produce spurious peaks which can not be 

attributed to actual signals. When discrete multipaths were introduced into 

the model (e.g. at a bearing of +20
0

), the resulting spectra did not produce 

extra peaks to indicate their presence as expected. (The problem of coherent 

signal identification discussed in section 5.2.) However, the peaks/ripples 
o 0 

in the -10 ~ -40 region were increased in height relative to the main 

signal peak. 

The signal environment for trial I is difficult to model accurately 

without knowledge of the directions of the reflected signal energy, although 

the results presented have a high correlation with the measured results. 

Therefore, this provides evidence that the additional peaks in the measured 

spectra do not actually indicate the AOA of an extra source of signal energy, 

reflected or otherwise. If the photograph in figure 6.21 is considered there 

is in fact no obvious source for a reflection at this bearing. 

6.3.2 Trial II - Great George St. 

This was the first mobile trial undertaken, and a photograph of the 

route (as viewed from the start) is shown in figure 6.27. The street is 

fairly typical of an urban locality, with three to four storey town houses on 

each side, and parked cars in every available space along the road. The line 

of houses on the left-hand side is virtually continuous, while on the 

right-hand side the buildings vary as can be seen from the map in 

figure 6.25. The overall effect is that of an extremely cluttered signal 

environment. The large building of the Church of St. George 6 provides a 

significant obstruction to the signal energy, although just prior to the 

church there is a brief line of sight path to the base-station through the 

trees. (Note that the trees on the right-hand side of the street were not in 

full leaf during the period of the trials). Towards the end of the route, the 

houses on the right-hand side finish abruptly, and there is some open 

o 
6: Located at an approximate bearing of -30 . 
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Figure 6.Z1: The view of Great George St. from the start of trial I I. 

Base-station 

Figure 6.28: The view towards the base- station from the end of trial I I. 
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parkland as shown in figure 6.28. This photograph was taken from the top of 

the street and shows the view towards the base-station antenna site. The 

base-station cannot be seen, since it is below the level of the rooftops, but 

the general direction is as indicated on the photograph. 

The mobile was driven at an approximate speed of 5 m/sec along the route 

and frames of data were recorded at approximately 18 m intervals. Eleven 

frames were recorded in total, and the results of applying the FM, MLM, MEM 

and MUSIC
7 

algorithms are presented in figure 6.29 for both the dipole and 

patch arrays. The phase only manifolds were employed for an elevation of So. 

The actual route followed by the mobile is given by the heavier line on the 

graph, and the results clearly show that all of the OF algorithms can 

successfully track the movements of the mobile, although with varying degrees 

of accuracy. In order to interpret these results, the route can be split up 

into four different sections as follows: 

Frames 0 ~ 2 No LOS path, with buildings on both sides of the street. 

Frame 3 Brief LOS path towards base-station between houses and 
church. 

Frames 4 ~ 6 No LOS path, with buildings on both sides of the street. 
The church is also obstructing the path. 

Frames 7 ~ 10 No LOS path but the street is now open on the right-hand 
side towards the base-station. 

The estimated bearings for the first frame (frame 0) were generally too 

high for both antenna arrays, and the resulting spectra for the dipole array 

are given in figure 6.30. The MEM technique on this occasion produces the 

most accurate result, but notice the broad beam and clustering exhibited by 

the MLM algorithm, and the low shoulder/peak in the MUSIC spectrum indicates 

the presence of scattered signals at AOA's less than the actual bearing. The 

FM spectrum exhibits the characteristic broad main beam. 

The dipole and patch results for frames 1 and 2 are on either side of 

the actual bearing, indicating a definite spread with this scattering 

environment of the order of 120. Some clustering in the spatial spectra for 

the patch array in frame 2 confirms this also. Near the location of frame 3 

7: The result for the MUSIC algorithm is representative of all the 

eigenstructure techniques. 
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Figure 6.29: Estimated bearings for trial II with: 
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Figure 6.30: Spatial spectra for frame 0 of trial II with the dipole array. 

there is a brief LOS path, and this is reflected in the results for the patch 

array, with all the algorithms producing strong, single peaks with a spread 
o 

of only 2 . The peaks in the dipole results tended to be broader, indicating 

that the mobile was not quite at the LOS location, although the spread has 

still been significantly reduced to only 4
0

• 

The results for frame 4 are very interesting, with the estimated results 

for each antenna either side of the actual bearing. This can be attributed to 

some extent to the church obstructing the signal path and forcing the 

scattered signals to go either side. Figure 6.31 is a very good example of 

this phenomenon, and shows the resulting spatial spectra for the patch array, 

with the shoulders in the MUSIC and MLM responses indicating the presence of 

some scattering below the actual bearing. Frames 5 and 6 exhibit similar 

effects, with the patch array tending to produce peaks below the church, and 

the dipole above. Hence, the presence of a large building has increased the 

degree of scattering significantly, producing an angular spread of the order 
o 

of 20 (particularly noticeable in frame 5). 
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Figure 6.31: Spatial spectra for frame 4 of trial II with the patch array. 

From frame 7 onwards there are no houses on the right of the street and 

the scattering environment changes considerably. (The patch results for 

frame 7 suggest that the mobile was possibly just before this point since the 

estimated bearings are more consistent with the previous frame. ) This 

difference can be seen from the photograph in figure 6.28, with the reduced 
o • 

angular spread in frame 8 (9 a:E 6 ) attrIbuted to a strong diffracted signal 
s 

path over the rooftops. In general, all of the spectra exhibited some degree 

of clustering, and in frames 9 and 10 the tendency was to estimate the AOA 

below the actual bearing even though the actual spread is quite low. 

The MUSIC and MEM results for frame 10 with the dipole array were very 

interesting and are shown in figure 6.32. Notice the strong peaks in both the 

MUSIC ( -36 0) and MEM (_2
0

) responses on either side of the actual mobile 

bearing. The bearing errors are + 18
0 

and _16
0 

respectively and clearly show 

the susceptibility of the higher resolution techniques to reflections other 

than the main wanted signal. The FM and MLM techniques on the other hand, 

gave estimates somewhere in between these two extremes, providing some 

confirmation of the simulation results presented in chapter 5. The tendency 

of the high resolution techniques to produce larger deviations in the 

- 169 -



-10 

-50 

\ 
\ 
\ 

\ 
\ 
\ , , , , , , , , , , 

I ~ .¥LM. -~~~ ~C I 

Trisll/ 

Frame 10 

DipoleAnsy 

......... _-_.-----

---

-~~~--~~~~~~~~~~--~~--~-J--~~--~~--~~ 
~ ~ ~ 0 ~ ~ 

Angle 01 Arrival (degrees) 

Figure 6.32: Spatial spectra for frame 10 of trial II with 
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estimated bearing was found to be generally true, and is particularly 

noticeable in the patch results for frame 5 and frame 7. 

6.3.3 Trial III - Charlotte St. South 

This is the second mobile trial, and the route is shown in the 

photograph given in figure 6.28. The mobile starts at one end of Charlotte 

St. South (lower left-hand corner of figure 6.28), and moves across in front 

of the row of houses up to the corner with Charlotte St. (see also the map in 

figure 6.23). Frames of data were taken at approximately every 12 m and the 

total distance travelled by the mobile was 96 m. The photograph in 

figure 6.28 clearly shows that the signalling conditions for this route are 

very different from those found in Great George St. The row of houses ensures 

that there is no LOS propagation, although at the corner with Charlotte St. 

there is a clearer path towards the base-station as shown in figure 6.33. 

This is the view down Charlotte St. with the base-station situated just 

behind the rooftops of the row of houses on the left as indicated. 
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Figure 6.34: The view of Park st. from the start o f trial IV. 
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The results of applying the FM, MLM, MEM and MUSIC algorithms are given 

in figure 6.35 for both the dipole and patch arrays and, as with the Great 
George St. trial, the phase only manifolds at an elevation of 50 were 
employed. The most noticeable trend with the results is a reduction in the 

angular spread of the signals as the mobile moves towards the end of the 

route. This can be partly attributed to the closer proximity of buildings at 

the end of the route, as well as the fact that the parkland slopes up more 

steeply, thereby reducing the degree of scattering. Generally, the resulting 

spatial spectra for all the algorithms produced single peaks, although 

occasionally MUSIC and MEM produced responses which exhibited broad clusters 

of peaks. This was very noticeable with the MUSIC response for frame 1 with 

the dipole array. The dominant peak was at _37 0 (an error of _16 0
) with a 

broad shoulder extending up to _20
0

, and indicating a spread of 17 0
• Frame 3 

with the dipole array was another example and the resulting spectra are shown 

in figure 6.36. Notice the broad clustering in the MUSIC response producing 

an angular spread of approximately 10
0

• This can be partly attributed to 

reflections from the Church of St. George. 

The results for frame 2 with the patch array show a similar effect, with 

both the MUSIC and MEM techniques producing responses with broad peaks as 

shown in figure 6.37. The MEM response in particular indicates a very large 

spread and again, it is very likely that this is the result of strong 

reflections from the Church of St. George. Note however, that when the degree 

of scattering is large, both the FM and MLM technique tend to produce only 

single peaks and so give the best estimates of the mobile's bearing. This 

phenomenon was one of the most significant findings from the computer 

simUlations in chapter 5. 

The general trend from the results up to and including frame 6, is to 

produce a lower AOA than the actual bearing, although in frame 4 with the 

dipole array there is a very strong indication of signal energy from a 

bearing nearer to the end of the street. The FM result with the patch array 

in frame 3 is at a similar bearing, although it is more likely that this is a 

resul t of low signal levels and a reduced SNR. Hence, in the ear ly part of 
o 

the route, the angular spread of the signals is quite large (9 s > 15 ), and 

this is partly the result of the open parkland on one side of the street. 

From frame 6 onwards however, there is a definite reduction in the spread of 

the signals as mentioned earlier, with all the DF algorithms producing single 

narrow peaks. An angular spread of only 6
0 

would be a reasonable value. 
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6.3.4 Trial IV - Park St. 

Unlike the previous routes, Park Street is a busy main road and 

potentially offers the greatest challenge to the DF processing encountered so 

far. A view of Park St. from the starting point in the route is shown in 

figure 6.34, with the large building at the top of the street (Wills Memorial 

Building) providing an obvious source for a strong reflection. Consequently 

the results of the field trials were dominated by this structure, and some 

very interesting effects were noticed. As with the other mobile trials, the 

estimated bearings from the FM, MLM, MEM and MUSIC algorithms are shown in 

figure 6.38. The phase only manifolds were employed with an elevation of 10 0 

and the distance between the frames was approximately 22.5 m. 

The resulting spatial spectra for the first four frames (frames 0 to 3) 

all exhibited two peaks as illustrated with the spectra in figure 6.39. These 

results were generated from the dipole array and correspond to frame 1. The 

additional peak is clearly as a direct result of a reflection from the Wills 

Memorial Building, with the centre of the tower at an approximate bearing of 
o 

+25. In frame 3 however, the peak associated with the mobile did not 

dominate as shown in figure 6.40, and hence underlines the problem of 

unambiguously determining the correct bearing of the mobile source. Closer 

inspection of frame 3 is very revealing however, especially if a 100 snapshot 

window is moved across the total frame and the spatial spectra generated at 

SO snapshot intervals. Over a 500 snapshot data frame, there are eight 

different sets of spectra and, generally, all contained the expected two 

peaks. However, the dominant peak changes as the 100 snapshot window moves 

across the total frame, with at first the reflection dominating and then the 

mobile. The result with the whole 500 snapshot frame clearly favours the 

reflected signal, but this exercise demonstrates that the signal environment 

is changing very rapidly. Hence in this situation either more snapshots of 

data are required to enable a confident prediction of the mobile's bearing, 

or knowledge of the previous estimate can be employed to discount any 

spurious peaks. Alternatively, if the base-station was armed with knowledge 

of the bearings of fixed reflectors like the Wills Memorial Building, such 

ambiguous estimates could be avoided. This problem is addressed in more 

detail in section 6.4. 
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The results for frames 0 to 3 with the patch array were very similar, 

with both MUSIC and MEM having a tendency to give the reflection off the 

Wills Memorial Building as the dominant signal source. In frames 2 and 3 for 

example, MUSIC and MEM respectively failed to give any indication of the 

mobile source. The resulting spectra for the rest of the frames with the 

patch array tended to produce a single peak defining the mobile's position 

only, although the position of the peak is obviously strongly affected by the 

presence of a reflected signal. 

In frames 4 and 8, with the dipole array, no usable information could be 

gleaned from the spatial spectra. In frame 8 this can be attributed to the 

signal envelope being in a deep fade, and so a reliable position estimate 

would require further data frames. The results for frame 4 require a 

different explanation, and this is where the experience gained in chapter 5 

regarding two coherent signals incident on the array can be applied. At this 

point in the route, the mobile is very close to the junction with Charlotte 

St. (see figure 6.23). Hence there is a brief moment when there are no 

buildings on either side of the mobile, thus reducing the degree of local 

scattering and potentially resulting in only two coherent multipath signals 

incident onto the array. In fact, the application of spatial smoothing does 

provide evidence for this, with peaks in the MEM and MUSIC spectra indicating 

the position of the mobile and the strong reflection respectively. Hence, 

future work will have to consider the application of spatial smoothing 

techniques in more detail in order to resolve problems like this. 

The large offsets in the estimates for frames 6 and 7 can partly be 
o 

attributed to a strong reflection at a bearing of approximately -25 from the 

small side street off to the right of Park St. (see figure 6.23). This effect 

cali be confirmed by considering the resulting spectra from frame 6 with the 

dipole array given in figure 6.41. Clearly the results for MUSIC and MEM show 

the characteristic clustering effect that was illustrated in the computer 
o 

simulations of chapter 5. Hence an angular spread of 18 can be expected at 

this point in the route. 
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the dipole array. 

6.3.5 Trial V - Berkeley Square 

90 

This is the final mobile trial to be discussed here and a photograph of 

the route as seen from the base-station antenna is given in figure 6.42. 

Notice the RF front end hardware in the foreground, as well as Cabot Tower in 

the background which defines the broadside direction of the array. The 

starting point for the run is as indicated and the arrow shows the direction 

taken by the mobile around the square. (See also the map in figure 6.23.) 

Again the four main OF algorithms were employed (FM, MLM, MEM and MUSIC) and 

the results are presented in figure 6.44 in the usual manner. The phase only 

manifolds at an elevation of 50 were employed and the distance between frames 

was 15 m. Hence, the distance travelled along the first part of the route up 

to the corner of the square is approximately 70 m, followed by a 95 m stretch 

to the end of the run. 
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Figure 6.42: Berkeley Square (trial V) as viewed from the 
base-station site. 

Figure 6.43: The view back from the end of trial V. 
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The resulting spectra for frames 0, 1 and 2 with the dipole array gave 

single narrow peaks which was to be expected since there is a LOS path to the 

base-station at the start of the run, although the trees present will 

introduce some shadowing. The patch results for the same frames were very 

interesting however, clearly showing that even though there is a LOS path, 

there are some strong reflections present. In frame I, a single peak in all 

the spectra clearly indicates a strong reflection from the buildings on the 

right-hand side of the square (as viewed from the base-station). In frame 2, 

the single peak in the spectra again shows the presence of a strong 

reflection, but this time it is from the buildings on the left-hand side of 

the square, although the peaks are quite broad, indicating the presence of 

other scattered signals. Hence, the spread over this early part of the route 

is approximately 
o 

l7, with only the FM technique proving to be less 

susceptible to the scattered reflections. It is worth noting though, that 

over the short period of time in which data is acquired, only one 

scattered/reflected signal may dominate. The tendency for all the OF 

algorithms to produce very close estimates confirms this. If the run is 

repeated, a different set of signals/reflections dominates with each antenna 

array. 

The resulting spectra for frames 3, 4 and 5 (both antennas) show signs 

of an increase in the scattering of the signals with broader peaks and 

clusters in the spatial spectra. This is to be expected since the mobile is 

now starting to move below the line of houses on the opposite side of the 

square, and in frame 5 has just turned the corner of the square. The results 

for frame 4 with the dipole array are fairly typical and are shown in 

figure 6.45. The response with each algorithm, especially MUSIC, clearly 

exhibits the characteristic shape when a tight cluster of signals is incident 
o 

onto the array, and indicates a spread of only 6 . Hence, over this section 

of the route, the houses at the corner of the square clearly produce the 
o 

dominant scattered signals and an overall angular spread of 12 is produced. 

The patch results for frame 5 are given in figure 6.46, and again show the 
o 

presence of a tight cluster of scattered signals (9 = 6 ). 
s 

Once the mobile has turned the corner of the square it starts to move 

further below the level of houses on the opposite side of the square, and 

this is reflected in the results for frames 6, 7 and 8. With the dipole 

array, all three frames produced single peaks, and clearly in frame 6 the 

strongest reflection is from the buildings nearer the start of the route. 
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With the patch array this is also evident (e.g. frame 8 with MEM), hence as 

the mobile moves away from the corner, the angle of incidence with the row of 

houses along the top of the square ensures strong reflected signals. 

Figure 6.43 shows a photograph taken from near the end of the route back 

towards the corner of the square. and plainly shows the row of houses facing 

the base-station which act as convenient reflectors. 

The results for the final three frames of the run (frames 9, 10 and 11) 

also indicate the presence of a strong reflected signal from near the corner 

of the square, hence the errors in the bearing estimates are now quite large. 

This is to be expected since the large structure of the Wills Memorial 

Building (on the right of figure 6.42) effectively blocks a more direct 

signal path from the mobile. The results for the dipole array in frame 11 are 

given in figure 6.47, with the MUSIC response producing the strongest peak at 

a bearing of +320. This can be attributed to a strong reflection from the far 

side of the Wills Building, or possibly diffraction of the signal energy 

around the building. 
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6.4 CONCLUSIONS 

6.4.1 Comparison of Simulation Results with Field Trials 

The main conclusion to be made from these field trials is that a DF 

antenna system can track the movements of a single mobile source operating in 

an urban environment. The results also confirm many of the findings from the 

computer simulations, for example the clustering effect produced in the 

spatial spectrum due to the urban scattering environment. Also, they show the 

tendency for the lower resolution DF techniques (FM and MLM) to average out 

the effects of the scatterers and produce more accurate bearing estimates. 

This latter result was not as consistent as predicted by the computer 

simulations and this can be attributed to two factors: 

• The limited sampling period of the received signal waveform in 
the field trials . 

• The asymmetry and non-uniformity of the scattering volume 
associated with the mobile's position. 

The sampling period used in the field trials was only a fraction of that 

employed in the simulations. This can be seen from figure 5.10, with the 

simulated mobile signal experiencing a large number of fades in a 100 

snapshot data frame. In reality this would correspond to a distance of 

approximately 20A travelled by the mobileS (~4 m at 1529.625 MHz). 

Consequently, in order to employ such a large sampling period in practice, 

the amount of data that would have to be recorded would be impractical. 

Therefore, a much shorter sampling period was employed as shown in 

figure 6.24. This corresponds approximately to a distance of 0.87A travelled 

by the mobile (0.17 m at 1529.625 MHz). 

The results from the field trials showed that during this short data 

frame, the signal environment changes, with one or more of the scattered 

reflections dominating. Consequently, the estimated bearings from all the 

algorithms varied considerably from one data frame to the next, although the 

variations with the lower resolution techniques (FM and MLM) were not so 

pronounced. This effect was also noticeable when a 100 snapshot window was 

moved across the total 500 snapshot data frame in SO snapshot steps. The 

8: This is based on the approximation that the signai experiences a fade 

every O.5A of distance travelled [17J. 
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application of the OF algorithms revealed that over the short duration of a 

single data frame, the signal environment changes, with peaks produced at 

different AOA's. Unfortunately, the 500 snapshot data frame was not long 

enough to enable a full analysis to be made, and so the complete results of 

this study will not be presented here. It must be stressed that these trials 

were only intended as a preliminary study and obviously the above findings 

would provide a valuable insight into the signal conditions in a mobile radio 

environment. Hence a more detailed study into this particular aspect will 

form the basis for future trials. 

In contrast to these findings, the computer simulations employed a data 

frame taken over a large number of signal fades. With a uniform distribution 

of scatterers around the mobile, the result was a symmetrical spatial 

spectrum, with the lower resolution techniques (FM and MLM) averaging the 

effects of each scatterer and producing the most accurate bearings. The 

higher resolution techniques (MUSIC, JoOeG, KuTu and MEM) on the other hand 

tended to produce one or two peaks, and the accuracy of the estimated bearing 

was more dependant on the spread of scatterers. This result was confirmed in 

some of the data frames, e.g. the spectra in figure 6.32. 

The term scattering volume has been chosen here to describe the 

scattering effects when a mobile is in a typical urban street, with buildings 

on either side. In the computer simulations, a simple two dimensional model 

was employed, with the scattering objects placed uniformly around a circle 

centred on the mobile. The results from the field trials have confirmed that 

the angular spread of 10
0 

(9 = 10
0

) employed in the simulations is not 
s 

untypical of an urban environment. However, the results also show that a 

symmetrical ring of scatterers is unusual, with figure 6.37 typical of many 

of the results. This shows the scattering concentrated away from the actual 

location of the mobile. This would be very difficult to model though, since 

it is very dependant on a number of factors, e.g. the orientation of the 

street with respect to the base-station and the height of the buildings 

surrounding the mobile. 

Another observation that can be made from the field trial results is 

that the distribution of scatterers is very non-uniform and varies with time. 

The uniform model employed in the simulations predicted a response similar to 

that shown in figure 6.45, with the FM and MLM algorithms producing single 

peaks within the scattering limits. The higher resolution techniques 
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(eigenstructure and MEM), on the other hand, produced the characteristic 

clustering effect, resulting in some uncertainty in the bearing estimate. A 

more typical response is shown in figure 6.41, with the lower resolution 

techniques producing quite large errors in the bearing estimate corresponding 

to the strongest concentration of signal energy. This type of effect could 

easily be incorporated into the simulation model by placing the scatterers 

randomly around the mobile. 

So far in the presentation of the results from the field trials, little 

has been said about the performance of the other two eigenstructure 

algorithms, JoDeG and KuTu. The main reason for this is that their 

performance was generally very similar to MUSIC. This was also shown in the 

computer simulations, although the KuTu technique was found to occasionally 

produce spurious estimates (see for example figure 5.25), This phenomenon was 

apparent a few times during the trials, and the resulting spectra were 

similar to the MEM results. The results with the JoOeG algorithm also 

differed from the MUSIC results occasionally, and this was usually when the 

number of sources estimated by the MDL criterion was one or two. When this 

happened, the resulting spectra closely resembled those generated by the MLM 

technique, a characteristic mentioned briefly in section 4.3. 

6.4.2 Characteristics of the Urban Environment 

The results from the field trials show that the angular spread of the 

signals typically varies from 10
0 

to 20
0 

with the mobile at approximately 

300 m from the base-station. At a distance of 1 km this translates to an 

angular spread of between 3
0 

and 6
0 

and would agree with previously reported 

values for angular spread, e.g. the 10 to 2
0 

spread reported by Jakes [18] 

with the mobile greater than 1.5 miles from the base-station. The range of 

angular spreads above corresponds to a scattering volume with a cross section 

ranging from 50 m to 100 m. These values would seem to be fairly 

representative of the different localities encountered in the field trials. 

6.4.3 Implementation Issues 

The results of the field trials have confirmed that a OF antenna Array 

architecture is a feasible approach for determining the bearings of the 
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mobile sources in an urban environment. The most sUl'table I a gorithms in terms 
of bearing accuracy are the lower resolution techniques, FM and MLM. This 

result was also confirmed in the computer simulations, with the MLM algorithm 

producing the most consistent results (see for example section 5.3.1). Of the 

higher resolution techniques, the KuTu and MEM I 'thm I a gOr! s WOU d not be very 

strong candidates since they have a tendency to produce spurious peaks which 

could lead to ambiguous estimates. This phenomenon was apparent in both the 

simulations and field trials and is predominantly the result of mutual 

coupling between the antenna elements. 

The MUSIC and JoDeG algorithms produced very similar results, both 

demonstrating the susceptibility of all the higher resolution techniques to 

the scattering produced in an urban environment. However, the extra detail 

provided about the scattering conditions is very valuable to understanding 

mobile communications in different surroundings. Certainly in the less 

cluttered environment found in more rural areas, the higher resolution 

techniques would produce the most accurate estimates, as demonstrated in 

section 5.2. 

As already mentioned above, the sampling period of the fading waveform 

would ideally be over a number of signal fades in order to produce the most 

accurate bearing estimates. In practice this may not be possible, and will 

ultimately depend on the sampling frequency and the modulation format (to be 

discussed in chapter 7). If only a fraction of the fading waveform is 

employed, the signal processing will have to ensure that the frame is not 

acquired during a deep signal fade. 

Occasionally during the field trials, all of the algorithms failed to 

determine the location of the mobile. This was particularly true in trial IV 

and was due to the presence of a strong reflected signal. In order to 

overcome this problem, a certain amount of ' intelligence' can be employed by 

the processing. Firstly, algorithms could be employed which utilise the 

bearing estimates obtained from the OF process to track the movements of the 

mobile, a technique commonly employed in radar (19). Consequently, the 

possibility of a completely erroneous estimate would be greatly reduced. 

Also, the system could 'teach' itself about the surroundings in which it is 

operating. For example, in trial IV, if the processor knew that there was a 

source of reflected signal energy, i. e. the Wills Memorial Building, then an 

estimate in that direction could be ignored. It is partly this ability to 
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'learn' about the signal environment that prompted the use of the title 

"smart" base-station antenna to descrl'be the proposed antenna system. 

Throughout the field trials both the dipole and patch arrays were 

employed. In presenting the results, no attempt was made to associate a 

particular characteristic with one or other of the arrays since a different 

set of results was produced each time a trial was repeated. The primary aim 

was to demonstrate the ability to track the movements of a single mobile 

source with both types of antenna array. Therefore, if a choice is to be made 

about the most suitable antenna, each trial would have to be repeated many 

times in order to provide a statistical basis for a comparison. 
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CHAPTER 7 

IMPLEMENTATION ISSUES 

The previous three chapters have considered in some detail the task of 

determining the location of the mobile sources within a cell of the 

communications network by utilising an antenna array at the base-station 

site. With the aid of computer simulations and an experimental test rig, it 

was demonstrated that the azimuth bearing of a single mobile transmitting a 

CW tone could be estimated using a four element linear array. The field 

trials were carried out in a fairly typical urban locality, and it was shown 

that the proximity of the nearby buildings had a pronounced effect on the 

accuracy of the estimated bearing. As a mobile user moves along a street, a 

scattering volume can be associated with its instantaneous location, which 

then defines the angular spread of the signals arriving at the base-station. 

From the results obtained in the field trials, it can be seen that the 

angular spread typically lies within the range 3
0 

to 6
0 

in the selected test 

environment. This corresponds to the mobile at a distance of 1 km from the 

base-station. 

Having established the feasibility of the direction finding process, 

this chapter considers how the proposed antenna system could be incorporated 

into an existing cellular network, and further addresses some of the initial 

implementation issues. As a starting point for this discussion, the 

base-station hardware requirements are considered and therefore a brief 

description of first generation cellular base-station technology is included 

to provide some necessary background. The realisation of the source 

estimation or direction finding process is then considered, with particular 

reference to the modulation and access techniques employed. It is recognised 

that many additional overheads would be incurred in order to successfully 

accommodate this process and therefore some of the most critical factors are 

addressed. 

Finally, the the task of effectively utilising the knowledge of the 

mobile locations to generate a beam set to provide complete coverage of the 
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cell is considered. The example depicted in figure 2.3 illustrates this, with 

the different beams tailored precisely to fit the distribution of mobiles in 

an optimum manner. The criteria in this case is to minimise the directions in 

which co-channel interference can be transmitted or received, thereby 

maximising the spectrum efficiency advantage. In this chapter a number of 

different beamforming options are considered which can either provide an 

optimum coverage of the cell using agile beams, or a fixed coverage using 

static beams. 

7.1 BASE-STATION HARDWARE 

A description of the base-station hardware requirements for the early 

American Advanced Mobile Phone Service (AMPS) is given by Ehrlich et al [1], 

and a simplified block diagram of the system architecture is illustrated in 

figure 7.1. Voice and data is transferred between the cell site controller 

and the Public Switched Telephone Network (PSTN) via a Mobile-Services 

Switching Centre as shown. Once assigned a frequency channel, the cell site 

controller then supervises the transmission and reception of the signals to 

and from the mobile. The two transmission paths are referred to as the uplink 

and downlink respectively. The UK Total Access Communications System (TACS)I 

is based on the American AMPS standard, and the main system parameters for 

both networks are summarised in table 7.1 below. A frequency division 

multiple access (FDMA) scheme is employed and consequently requires the 

combination of a number of different frequency channels as shown in 

figure 7.1. The proposed 2nd generation Pan European system will employ a 

narrowband multi-carrier time division multiple access (TDMA) scheme, and so 

will still require the multiplexing of different carrier frequencies on both 

transmission and reception. Note also that the system depicted in figure 7.1 

is primarily for analogue operation and therefore, with the introduction of 

digital modulation schemes for the next generation of networks, the necessary 

digital interface must be included. 

I: Currently the extended TACS system (E-TACS) Is In operation, provIdIng 

addItional frequency channels. 
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Figure 7.1: Simplified block diagram of base-station hardware for the 
American AMPS system. 
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I i TACS 

II 
AMPS 

RF Carrier UplInk 890-915 MHz 825- 845 MHz 
Frequencies 

Downlink 935-960 MHz 870- 890 MHz 

Spacing between Up & 

I 
45 MHz ~ Downl ink Frequencies 45 MHz 

I 
Channel Spacing i 25 kHz 

II 
30 kHz 

-

I 
Number of Channe I s i 1000 ~ 666 

Voice Channel 9.5 kHz FM 

I 
12 kHz FM 

Table 7.1: System parameters for 1st generation UK and USA networks. 

Due to the high power levels transmitted from the downlink antenna 

(100 W maximum) and the low powered signals received from the mobile on the 

uplink (> -100 dBm), the two antennas must be sufficiently far apart to 

ensure adequate signal isolation. Normally with omni-directional antennas 

this is achieved with vertical separation on the same support tower. With 

directional antennas, this restriction can be relaxed, and the antennas can 

often be placed in the same horizontal plane. The AMPS specification also 

provides for space diversity reception with two receiving antennas. Space 

diversity at the base-station site has already been discussed in chapter 2, 

and the benefits in terms of reducing the effects of Rayleigh fading can be 

very significant. Unfortunately for effective diversity action, large antenna 

separations are required and this is not always a practical option. 

The main limitations with present generation systems is the method 

employed to combine the signals prior to transmission. Currently, this is 

accomplished using cavity resonators which act as narrowband filters feeding 

a common load. In order to reduce the losses to 3 dB per channel, the 

channels to be combined must be separated by at least 630 kHz. This also 

ensures that the minimum channel-to-channel isolation is 18 dB. 

Intermodulation is controlled using ferrite isolators which provide a 30 dB 

reverse loss. Combiners of this type for cellular base-stations are specified 

for a capacity of 16 channels, and so a separate transmit antenna is required 
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for each subset of 16 channels provided at the base-station. A ring combiner 

[2] can be used to combine two or more channel subsets onto a single antenna, 

although the number is limited by the total amount of transmit power. (Some 

combiners have a 600W power limitation.) 

It is apparent from this discussion that each combiner must be 

mechanically tuned to a specific set of channels. Hence the frequency 

assignments cannot be easily altered, severely degrading the performance of 

the proposed multiple beam base-station antenna system. If a set of fixed 

multiple beams were employed, this would reduce to the equivalent of fixed 

sector directional antennas. Recent developments however, will enable the 

combining to be implemented using broadband stripline combiners at lower 

powers where the losses can be tolerated. A single broadband linear power 

amplifier can then be employed to bring the signals up to the required 

transmit power level [3]. This arrangement is illustrated in figure 7.2 and 

essentially removes the rigid frequency restrictions, enabling the channels 

to be assigned as required. Also, the limits on the channel spacing can be 

relaxed and the total number of signals which can be transmitted from a 

single antenna is now only limited by the total power considerations. Not 

only can dynamic channel assignment schemes be employed along with many other 

techniques to increase the spectrum efficiency, but the proposed base-station 

antenna system can achieve its full potential. 

On reception, the uplink signals are first of all filtered and amplified 

before splitting using a broadband hybrid power splitter. The required 

channel can then be selected and downconverted in the usual manner without 

any restrictions on the channel assignment. Hence, the future base-station 

site hardware will be an integral part of the proposed multiple beam antenna 

system. 

Channel MuHiplexer 
(Combiner) 

Linear Amplifier 

-

Figure 7.2: Broadband linear power amplifier. 
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7.2 MODULATION FORMAT 

Throughout the study so far, no particular modulatl·on h sc erne or access 
technique has been considered in conJ·unction wl·th the proposed base-station 

antenna system, even though some well established trends are becoming 

apparent in the quest towards higher spectrum efficiency. The dominant choice 

with the first and second generation systems has been narrowband modulate lon, 

therefore a CW transmission format was chosen initially for the computer 

simulations and field trials. This does however, exclude wideband modulation 

schemes from the study, although with recent interest in a code division 

mul tiple access (CDMA) scheme employing wide band spread spectrum 

communications, the format for the future is by no means settled. Therefore, 

a brief discussion is also included on a co-channel interference reduction 

technique for wideband spread spectrum communications employing an adaptive 

antenna array. 

7.2.1 Narrowband Modulation 

Narrowband modulation has dominated the first generation of cellular 

networks, and in particular narrowband FM, e.g. the UK TACS network employs 

9.S kHz FM with a 25 kHz channel spacing. This trend is set to continue, for 

the next generation at least, with narrowband digital modulation schemes 

proposed in Europe and the USA, e.g. the Pan European system will adopt 

200 kHz channels in a multi-carrier time division multiple access (TDMA) 

scheme. As a result of this, the emphasis of the work was placed on the 

narrowband approach although to date, only a CW signal has been employed with 

no modulation. If the work was to continue, then a target scheme like the Pan 

European digital network could be selected, and the DF receiver architecture 

adapted accordingly. 

In order to provide an accurate bearing estimate for all the mobile 

users within a cell, high performance digital processors will be required, 

although it is not envisaged that the position of each mobile would have to 

be updated continuously due to the relatively slow movement of the traffic. 

(The receiver would not have to resolve and track a fast moving jet plane for 

example.) If a vehicle was moving across the field of view of the array at an 

average speed of 50 km/h (~ 14 m/sec) , then at a distance of 1 km the change 

in bearing would be less than 1
0 

per second. At this range, the angular 
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spread would be between 3
0 

and 6
0 

and therefore an update rate of 1 second 

would not reduce the accuracy of the bearing estimates As the b'l . mo 1 e moves 
throughout the cell the angular velocity will vary depending on the range, 

direction of travel and speed. The range and speed of the mobile can be 

estimated from the knowledge of the mean received signal and the level 

crossing rate
2 

[41. Therefore, the rate at which the bearing is updated can 

be varied to minimise the processing overheads. 

Some additional savings could be made by exploiting the knowledge of the 

mobile's location to constrain the range of the angular search carried out by 

the OF processor. The limits of the search would again depend on the position 

and speed of the mobile, but would help to reduce the number of computations 

required to estimate the bearing. (The bearing of the mobile at the start of 

the call could be determined from the control channel used to initiate a 

call.) However, the combination of large numbers of snapshots required for 

each data frame, and the potential for large numbers of users requiring 

simultaneous access to the network, would necessitate the use of very fast 

and efficient parallel processing techniques. The INMOS Transputer would be a 

potential candidate, and has already been employed to successfully acquire 

the data in the field trials described in chapter 6. The next stage of the 

work would be to implement both the data acquisition and the bearing 

estimation process on a network of transputers. Alternatively, the parallel 

processing capabilities of the transputer could be employed in conjunction 

with the INMOS high speed IMS AlOO digital signal processor [5] capable of a 

10 MHz data throughput. The IMS AlOO can also be cascaded, and has been 

employed to perform digital filtering [6], complex (I&Q) processing [7], as 

well as the discrete fourier transform [8]. 

The cell site hardware described in the previous section was for 

frequency division multiple access (FOMA) operation. Therefore, on reception, 

the signals received at each antenna are first of all divided into the 

constituent number of channels prior to downconversion and demodulation. In 

order to perform the spatial estimation process, the signal received in each 

element in the array can be downconverted in a similar fashion. Each channel 

would then be isolated using narrowband crystal filters, for example, and 

then digitised. The OF processor can then estimate the bearing of each source 

2: The level crossing rate Is defIned as the 

second that the signal envelope crosses a 

positive going direction. 
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in parallel. An alternative technique was considered in section 5.4 of 

chapter S, which employed a tapped delay line behind each element in the 

array to enable a two dimensional estimation process [9]. If there were 100 

channels, a four element array would require at least 26 delay taps behind 

each element. The added hardware complexity that would be incurred would 

therefore prohibit this approach. A multi-carrier IDMA scheme could also be 

accommodated, with parallel processing of all the frequency channels as well 

as the synchronised processing of the individual time slots within each 

channel. 

7.2.2 Wideband Modulation 

The wideband modulation format which is currently receiving the most 

attention is spread spectrum. By assigning each mobile user with a unique 

quasi-orthogonal code, a code division multiple access scheme (CDMA) is 

implemented providing each user with access to the entire system bandwidth. 

If there are M wideband sources occupying the same bandwidth, the approach 

considered by Wax et al [9] could be employed to determine the source angles 

of arrival. This requires that the number of sources is less than the number 

of elements N (Le. M:s N-O, and since there would be a large number of 

sources, the hardware costs would be increased dramatically. Hence, the 

proposed multiple beam base-station antenna system would not be a cost 

effective option with a wideband modulation format. 

An alternative approach would be to exploit the long association between 

spread spectrum techniques and the adaptive antenna array. In chapter 2, 

Winters [10] proposed an optimum combining scheme using an adaptive antenna 

array to reduce the levels of co-channel interference in a cellular 

communications environment. It was proposed that the optimum combining (or 

adaptive beamforming as it is sometimes referred to) could be achieved using 

the LMS algorithm, and therefore would be best suited to a spread spectrum 

communications format since a suitable reference signal is readily available 

to generate the error signal in the feedback loop. The results demonstrated 

that this approach was effective in reducing the levels of co-channel 

interference, and therefore would be a suitable option for increasing 

spectrum efficiency with wide band spread spectrum communications. 

In a more recent study by Kohno et al [11], the optimum combining 
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principles discussed by Winters have been applied directly to a CDMA scheme 

employing spread spectrum. The co-channel interference problem is slightly 

different from that experienced in an FDMA or TDMA scheme since all the users 

could potentially be assigned a unique code or channel. In this case, the 

source of interference stems from the degree of cross correlation that exists 

between the pseudo-noise sequences which are employed as the user codes. 

Ideally the codes are designed to have a low cross correlation, enabling the 

receiver to acquire and track the incoming codes from each user. 

Unfortunately, the large numbers of users requiring simultaneous access in 

cellular radio will increase the received level of interference power (the 

combined signal powers from all users other than the desired user). This 

results in an increase in the cross correlations between codes, reducing the 

processing gain of the system, and limiting the total number of users that 

can have simultaneous access to the network. This co-channel interference can 

be effectively reduced through the use of the adaptive antenna array since 

radiation pattern nulls can be placed in the directions of the interferers. 

The problem of interference emanating from the same direction as the wanted 

source is also addressed by Kohno et al, and an adaptive canceller is 

proposed. Further details of this and the other techniques can be found in 

the referenced work [11]. The simulation results indicate that a very 

significant reduction in the received data error rate can be achieved, and 

therefore would increase the potential capacity advantage of the system. 

7.3 BEAMFORMING 

In chapter 2, the antenna array was introduced as an adaptive beamformer 

capable of adjusting its radiation pattern in an optimum manner depending on 

the requirements of the system, e.g. the nulling of interference sources or 

jammers. One of the main drawbacks of this approach is the high computational 

load and therefore, in direct contrast to steering nulls, the ability of the 

adaptive array to steer radiation pattern maxima towards the mobiles is 

considered. This involves generating a number of independent beams and using 

the knowledge of the mobile locations to confine the signal energy associated 

with each mobile to a beam in the required direction. Communications 

satellites perform a very similar task but on a very much larger scale, 

employing mUltiple beam antennas to restrict coverage to certain areas of the 

earth's surface. I th O the beam patterns can be adjusted to n IS way, 
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accommodate changing requirements, as well as reducing the effects of 

interference. 

An example of a multiple beamforming antenna is given in figure 7.3 for 

an N element array with four independent beams (N = 4). There are three main 
b 

functional blocks: an antenna array, a bearnforming network and a processor to 

adjust the operation of the bearnformer. Each beam is generated by weighting 

and combining the elements of the array, as shown in figure 7.4 for the 

formation of a single beam. The set of complex weights are chosen to give a 

specified response in terms of the direction of the beam, the sidelobe levels 

and the overall beam shape. Obviously the larger the number of elements the 

greater the degrees of freedom available to the designer. Further details on 

pattern synthesis can be found in most of the literature on antenna arrays 

~v 

(]) 

o 

Rx/Tx Antenna Array 
(N Bl6I116r1IS) 

ii·····························i 
Beamforming Network 
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(]) 

Input/Output 8eam Ports 
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.... ,--- ... -.. -.. -
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Figure 7.3: Multiple beam antenna array. 
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[12]. When implementing multiple independent beams there are however some 

restrictions on the performance of the array as discussed by Hansen [13]. In 

order for the beamformer to be lossless, the multiple beams must be 

orthogonal. This places a limit on the cross over level for adjacent beams, 

and in some instances this may be too low. Therefore, to specify a particular 

beam set, the orthogonality rule must be broken resulting in a lossy 

beamformer. Since this loss can be calculated, the correct level of 

amplification can then be applied prior to the beamformer to compensate. 

In the following sections, a number of different mUltiple beamforming 

techniques will be presented, and their suitability for application in the 

proposed multiple beam base-station antenna system discussed. As a precursor 

to this discussion however, some attention will be given to the beamforming 

requirements of the proposed antenna system and how it could be incorporated 

within a cellular network. 

Figure 7.4: Beamforming network for single beam operation. 
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7.3.1 Potential Antenna Configuration 

It has already been established that sufficient angular resolution of 
• 0 

the mobile sources In a 180 sector can be achieved with a linear array 

containing at least four elements (N ~ 4). In order to provide full 

omni-directional coverage, an alternative array configuration would be 

required, e.g. a circular array of dipoles or a conformal array of microstrip 

patches. Unfortunately, in order to obtain the best possible coverage with an 

omni-directional array, the antenna must be located in an elevated position 

away from local scatterers. This is especially important in an urban/suburban 

environment, and can often only be achieved with a purpose built tower. In 

many situations this is not a very practical or economical solution due to 

the increased installation costs and the limited number of suitable antenna 

sites that would be available. The deployment of fixed sector directional 

antennas has overcome this problem to some degree since the antennas can 

often be placed on the corners of a large building. 

With this in mind, the most suitable antenna design for the proposed 

base-station would employ a number of linear arrays, each providing coverage 

of specified sector or zone. Full 360
0 

coverage of a cell can then be 

provided by dividing the cell up into a number of zones, and two possible 

configurations are shown in figure 7.S. If the number of elements in each 

.. ------ ... --

(a) 

, 
, , , 

.. ----,- ........... 
, " ....... I ... 

" ",I 
",I 

..... 
...... _---------

(b) 

Figure 7.5: Potential antenna configurations: 
(a) 16 beams in 4 zones; (b) 12 beams in 3 zones. 
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array is initially limited to four, then each zone can be covered by up to 

four independent beams. The total number of beams covering each cell would 

then be 16 or 12 respectively, providing a potential capacity advantage of at 

least five (see figure 3.5 in chapter 3). 

In order to provide a facility to tilt the beam patterns downwards and 

further reduce the levels of co-channel interference, a vertical array of 

elements could also be included [14]. The required tilt angle is then 

determined by the feed arrangement, and a potential design comprising of a 

4x8 planar array of vertical polarised microstrip patch elements is 

illustrated in figure 7.6. The patches are a very attractive option since the 

MiCfOStrip patch 
antenna 

Feed network 

d be-station antenna. Figure 7.6: 4xB patch array for propose as 
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complete array structure could easily be mounted on the side of a building. 

Rooftops cluttered with a variety of antennas are becoml'ng an . Increasingly 
common sight in cities and large towns, and therefore an t an enna system that 
could be easily disguised would have a certain aesthetic value at least. The 

four zone system depicted in figure 7.Sa could be envisaged mounted on the 

four sides of a high office tower block. Alternatively, the antenna arrays 

a support tower, e.g. at a rural base-station site. could be co-located on 

The versatility offered by microstrip antennas could also be exploited to 

provide conformal array structures which are customised to the requirements 

of the site. Another advantage with microstrip is that all the necessary feed 

networks can be placed on the same surface, or in a mUlti-layer structure, 

providing a very compact and economical design. 

The main drawbacks with using microstrip patch antennas in the past have 

been their inherent narrow bandwidth and limited power handling. However, the 

rapid advances made over the last few years have alleviated these problems to 

some degree, with sophisticated antenna designs and many new substrate 

materials [15], making microstrip antennas a very strong contender for future 

cellular base-stations. 

7.3.2 Fixed Multiple Beams 

Two of the most commonly used feed techniques for producing a set of 

mUltiple independent beams at RF frequencies are briefly described below. 

Rotman Lens [16] 

In its simplest form, the lens consists of a pair of parallel plates 

with either waveguides or probes as inputs and outputs. Each of the array 

probes is connected to an array element with a specified length of line 

designed to provide perfect focusing at three points along the circular focal 

1 3 d 7 f the ten element, 7 beam arc. This corresponds to beam ports, an or 

array shown in figure 7.7. However, the departure from perfect focusing is 

negligibly small across all the beam ports for most practical designs. The 

electrical t th corresponding radiating lengths from each beam port 0 e 

wavefront are equal for all the elements in the array, resulting in a true 

. h f' d beams that do not scan with frequency. The time delay beamformer WIt 1xe 

however, l'S only met at one frequency, although orthogonality condition 

reasonable operating bandwidths can be obtained (3:1). 
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Figure 7.7: The Rotman lens feeding a linear array. 

Butler Matrix [17] 

The Butler Matrix beamformer consists of a network of interconnected 

hybrid couplers and phase shifters, which produce constant phase ramps across 

the array defining the beam directions. The standard Butler Matrix comprises 

of an NxN network where N defines the number of input and output ports, and 

is an integer power of two, i. e. N = 2n. A total number of Nxnl2 hybrid 

couplers are required, in addition to a large number of phase shifters. 

Consequently the hardware complexity increases rapidly as the number of 

elements in the array rises and, for many applications, this can be 
o 0 

unacceptable. The feed network can be implemented using either 90 or 180 

hybrids [17], enabling the beams to be either symmetrically placed about the 

array broadside, or with one of the beams at the broadside position. An 

example of a loss less Butler Matrix feed is given in figure 7.8 for an eight 

element, eight beam array. Since the network produces constant phase ramps, 

the beams will scan with frequency, although the 20 MHz transmit and receive 
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Figure 7.8: Lossless 8 element, 8 beam Butler matrix beamforming network. 

bandwidths at the 900 MHz RF carrier for cellular radio would not cause any 

significant variations in the beam directions. (This assumes that separate 

beamformers would be designed for the uplink and downlink respectively.) 

A possible drawback of the Rotman lens is that it can only give a 

limited scan in azimuth, although Archer [16] discusses some alternative 

designs which could even provide full 360
0 

coverage. In many applications 

only a limited scan would be required as shown in figure 7.5, and therefore 

the Rotman lens could be employed as the beamforming network for a linear 

array. The main drawback of the Butler matrix beamformer is the complexity of 

the hardware, although again this would depend on the requirements of the 

system. The four element, four beam architecture described in the previous 

section would not introduce a significant penalty. One very attractive 

feature offered by both beamformers is that they can be fabricated in 
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microstrip [18][19] and maybe used in conjunction with microstrip antennas. 

In fact, an 8x8 microstrip patch array with a Butler matrix feed has already 

been considered in Japan for operation at a cellular base-station [15]. The 

system provides eight independent beams covering a 120
0 

sector and, with the 

antennas and feed network etched onto the same surface, offers a very low 

cost and compact alternative to current generation base-station antennas. 

This is very similar to the proposed antenna design discussed ear Her. 

Figure 7.9 shows a schematic of how the Rotman lens or Butler matrix RF 

beamformer could be incorporated with existing cellular base-station 

hardware. Both the transmit and receive antennas contain only four elements 

and can therefore generate up to four beams. This would be suitable for 
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inclusion in either the four or three zone network depicted in figure 7.5. If 
the orthogonality condition must be broken in order 

to provide sufficient 
coverage of the zones, then additional antenna elements may be required. Note 
that the linear broadband amplifier discussed l'n section 7.1 is included for 
the downlink (transmit) in order to enable the channels to be dynamically 

assigned to the specified beam port. One of the drawbacks of RF beam forming 

is the requirement for a separate downconversion chain to enable the DF 

processor to estimate the azimuth bearings of the mobiles, although spatial 

estimation can be carried out in beam space as opposed to antenna space [20]. 

Here the DF processing is carried out on the beam outputs and therefore would 

require no additional hardware. Unfortunately, the large number of beams 

required to cover the field of view would make this approach uneconomical. An 

alternative approach which will enable both the beamforming and direction 

finding to be carried out digitally is described in section 7.3.4. 

7.3.3 Active Multiple Beams 

In a typical cellular environment, the distribution of mobiles within 

each cell is very non-uniform, with most of the traffic concentrated along 

the major highways. Consequently the fixed beam solutions cannot provide the 

optimum coverage of a cell. In order to achieve full control over the 

individual beam patterns, active phase shifters are required behind each 

element in the array, as illustrated in figure 7.10 for an N element array 

with four independent beams. Once the distribution of mobiles is known, the 

beam assignment processor is now able to control the beam patterns to cover 

the mobiles in an optimum manner. The criteria for assigning beams is to 

minimise the directions in which co-channel interference can be transmitted 

or received. Additional control over the beam patterns can be achieved if 

active amplifiers (or attenuators) are also included. 

If the number of elements in the array is low (e.g. N = 4), the benefits 

of active beamforming over fixed beamforming would not be very significant 

since only a limited amount of control can be achieved. Ideally, if only four 

independent beams are required, the number of elements in the array would be 

much higher (e.g. N ~ 8). In this way pattern synthesis techniques could 

achieve a greater degree of spatial filtering, producing the most significant 

increases in spectrum efficiency. The phase shifters could be implemented 

using PIN diodes operating as single-pole single-throw (SPST) switches. These 
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can be digitally controlled to switch in different lengths of line and 

introduce the required phase shift onto the signal. If microstrip design 

techniques are employed, the phase shifters and power combiners/dividers 

could all be placed on one microwave integrated circuit (MIC) [151. If a 

microstrip antenna array is also employed, the result would be a very compact 

and economical design. Phased array antennas of this type have already been 

considered for vehicle mounting in mobile satellite communications since a 

very low cost and low profile structure can be obtained [21]. 

o 

(]) o 

Antenna Array 

BEAMFORMER 

of , 2 3 4 

Beam Ports 

Figure 7.10: Active beamforming network. 
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7.3.4 Digital Beamforming 

Digital beamforming is a very powerful technique and l'S currently 
receiving a lot of interest, in particular for radar systems [22]. With the 

advent of digital technology for the next generation of cellular networks, 

this approach is very attractive since it would enable both the direction 

finding and beamforming tasks to be carried out by a digital processor. A 

simplified block diagram showing the main functional blocks of a possible 

implementation is illustrated in figure 7.11. The signals received at each 

element in the array are downconverted in the usual way to a suitable IF 

frequency before being digitised. At this stage, the source estimation 

processor determines the bearing of each mobile source enabling the beam 

assignment processor to calculate the appropriate beamforming weights for 

both reception and transmission. 

One important requirement is for very close amplitude and phase matching 

between channels, although if the array manifold3 was known already, any 

mismatches could be compensated for digitally. The array manifold was 

measured for the experimental OF receiver in chapter 6 using an external 

source in the far field of the antenna. The received signal vector across the 

array could then be measured for different azimuth and elevation angles. This 

would be a very expensive technique in practice, especially if the receiver 

required frequent recalibration. An alternative approach was proposed by 

Steyskal [22] and employed a self calibration scheme in which precise RF 

pilots were injected at the receiver front ends. Any antenna effects such as 

mutual coupling would not be included, although these could be calculated 

analytically. An alternative on line calibration scheme was also discussed in 

chapter 6. 

Hence, in principle, a digital beamforming base-station antenna system 

could be realised although the complexity of the hardware and the large 

processing overheads would probably make it an uneconomical option. A 

possible hybrid scheme could be considered as a compromise, with a fully 

digital receiver to combine the beamforming and direction finding, and an RF 

beamformer for the downlink. 

3: The array manifold Is defined as the response of the receiver to a sIngle 

source as a function of the angle of arrIval. 
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CHAPTER 8 

DISCUSSION 

8.1 SUMMARY 

Increasingly over recent years, competition for the use of the radio 

spectrum has highlighted the need for spectrum efficiency in cellular Land 

Mobile Radio (LMR) systems. Consequently we have seen the emergence of such 

techniques as cell spl itting and cell sectorisation, as well as the 

development of more spectrum efficient modulation schemes. Research activity 

in recent years has focused primarily on the modulation format and 

consequently this area has witnessed some of the most significant advances, 

especially with the advent of digital technology. The base-station antenna, 

or more importantly the base-station antenna operating system, has not 

experienced the same level of interest, although there has been some 

noteworthy research into the potential application of antenna arrays. 

Antenna array technology has been employed extensively in military 

communications, radar, sonar and, more recently, in satellite communication 

systems. Their application in civil, or cellular, communications has not been 

so widespread, and some potential schemes were discussed in chapter 2. One of 

the most notable proposed the use of an antenna array as an adaptive 

beamformer, or optimum combiner, which could steer radiation pattern nulls in 

such a way as to reduce the level of co-channel interference. This approach 

exploits one of the better known properties of adaptive antenna arrays, 

namely the anti-jamming capability. The maximum number of nulls that can be 

generated is governed by the number of elements in the array. Therefore, if 

the number of interferers exceeds the degrees of freedom of the array, they 

cannot all be cancelled. Also, if the interference emanates from the same 

direction as the wanted signal energy, the array cannot perform as 

effectively. Instead of trying to cancel out the interferers, a conceptually 

simpler approach would be to steer a radiation pattern maxima, or beam, 

towards the wanted user or mobile. This would achieve the following 

objectives: 
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• For the uplink (mobile-to-base) the level 
received at the base-station antenna from 
would be governed only by the sidelobes of the 

of interference 
co-channel mobiles 
beam. 

• For the downlink (base-to-mobile) 
constrained towards the wanted mobile 

the signal energy is 
only, greatly reducing the 

be experienced by mobiles in level of interference that would 
neighbouring co-channel cells. 

The problem of interference from the same direction as the wanted mobile 

could be removed by changing the channel allocation to one experiencing less 

interference. Since the signal energy is constrained to a single beam, the 

benefits would be experienced on both the uplink and the downlink. 

The realisation of this base-station antenna system requires that the 

following two tasks are fulfilled: 

• Source Location: The 
distribution within a 
possibly the range. 

estimation 
cell, i.e. 

of the current mobile 
the azimuth bearing 

user 
and 

• Beamforming: The generation of an optimum set of beams to cover 
the cell using the knowledge of the user distribution. 

This concept was introduced in chapter 2 and the term "smart" was first used 

to describe the proposed base-station antenna due to the ability of the 

system to acquire knowledge of the signalling environment and apply it in an 

intelligent manner. In subsequent chapters the realisation of the "smart" 

base-station antenna was addressed and some of the work has been included in 

a number of publications (listed in Appendix J). The achievements can be 

summarised as follows: 

• Figure of Merit 

In chapter 3, a figure of merit was established for the "smart" 

base-station antenna with respect to a conventional 

omni -directional antenna system. The calculation was based on the 

ability to reduce the level of co-channel interference in a 

typical mobile radio environment. Statistical propagation models 

were employed with up to six co-channel interferers. The figure of 

merit is measured as the relative increase in spectral efficiency 

and the results are summarised in figure 3.5. An ideal eight beam 

antenna system, for example, could provide a three fold increase 

in capacity for the same traffic load in each cell. 
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• Direction Finding 

The task of determining the location of the mobl·le wi thin a cell 
using an antenna array was addressed in chapter 4. A number of 

direction finding (DF) algorithms which are employed extensively 

in radar were outlined, and their suitability for operation in a 

cellular radio environment discussed. Finally, a number of key 

factors which could affect the performance of the DF algorithms 

were introduced. 

• Computer Simulations 

A computer simulation suite was developed in chapter 5 in order to 

assess the performance of the DF techniques in a variety of mobile 

radio environments, e.g. urban, suburban and rural. The results 

clearly show that in the scattering environment found in urban and 

suburban areas, the lower resolution algorithms provide the most 

accurate bearing estimate. In rural areas the higher resolution 

techniques offer the superior resolution, although the problem of 

coherent multipath reflections will have to be overcome. 

• Field Trials 

In chapter 6, the construction of a DF receiver employing a four 

element linear array was described. Field trials were carried out 

to assess the performance of the DF algorithms in typical urban 

surroundings. The results clearly demonstrate the ability of the 

receiver to track the movements of a single mobile transmitting a 

CW tone, and confirm many of the findings from the computer 

simulations. In particular, the concept of a scattering volume 

associated with the position of the mobile due to the presence of 

buildings and other local scatterers in the immediate vicinity. 

The results also provide a unique insight into the scattering 

conditions which prevail in an urban locality. With the mobile at 

a distance of 1 km from the base-station antenna, the angular 

spread of the signals received at the base would typically be in 
o 0 

the range of 3 to 6 . 

• Implementation Issues 

Having established the ability to locate the position of a mobile 

source, chapter 6 addresses a number of implementation issues 
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which will affect the ultimate realisation of the "smart" 

base-station antenna system, e.g. the b t' ase-s at10n hardware 

currently available and the signal modulation format employed. In 

particular, the beamforming aspect of the proposed antenna system 

is discussed. A number of solutions were considered employing 

either fixed or agile beams, and potential system architectures 

were presented. 

In conclusion then, the study presented here has demonstrated the feasibility 

of a multiple beam (or "smart") base-station antenna system for future high 

capacity cellular networks. The work has primarily been targeted at a 

narrowband modulation format operating within either an FDMA or TDMA scheme, 

although an alternative system for a wideband format is discussed in 

chapter 7. In contrast to current methods of meeting growing public demand 

for service, the proposed system could adapt gracefully with the provision of 

additional beams at each base-station site. This would dramatically reduce 

the infrastructure costs associated with the acquisition of new base-station 

sites, as well as ensuring that the trunking efficiency of the network is not 

impaired (a result of an increased handover rate with the current methods of 

cell splitting and cell sectorisation). It must be recognised that the 

initial installation costs would be very high in comparison, although the 

investment would be more than repaid as the network expanded and the number 

of users grew. 

8.2 FUTURE WORK 

The development work so far has only concentrated on the ability to 

locate the position of a single mobile source. Therefore the next stage would 

be to synthesize a single beam to track the movements of the mobile, thereby 

closing the loop. A comparison can then be made between the adaptive 

base-station and a conventional omni -directional base-station by measuring 

the ability of the array to reduce the level of co-channel interference. A 

schematic of the modified receiver architecture is shown in figure 8.1. The 

signals received at each element in the array are split equally between the 

direction finding and beamforming processes, the OF process employing the 

1· t' t' n of the receiver hardware that has already been developed. On- me es Ima 10 

source bearing could be carried out on the existing transputer network 
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installed in a PC, and a digital interface provl'ded to 
control the values of 

the element weights. Initially only phase weights would be employed. although 

PIN diode attenuators could be included to enable lower sidelobe beams to be 

generated. In order to achieve the necessary azimuth scan 
of the beam. 

digital phase shifters employing hybrid couplers. PIN diode switches and 

different line lengths would be constructed. By measuring the received signal 

levels from the wanted mobile source and co-channel source independently the 

reduction in the interference level can then be determined. 

Once the beamforming principle has been established, the next stage 

would be to target the system for a particUlar network. e.g. the Pan European 

proposal, and develop full duplex voice channel operation. In parallel with 

this, the direction finding ability of the system could be developed and 

various value added services investigated. This particular aspect is 

discussed in the following section. At this stage however, the full potential 

of the proposed antenna system has yet to be realised, and the role it could 

play in the development of the personal communications dream discussed in 

chapter 1. The goal is to provide universal pocket sized communications by 

the end of the century. This implies first of all that the system must make 

very efficient use of the radio spectrum if it is to be made available to a 

large consumer base. It is also highly desirable that the portable 

communicator has a long duty cycle between battery recharging thus implying 

power efficient hardware and modulation [1]. The role of the adaptive antenna 

has already been discussed in terms of the former requirement. however the 

potential enhancement in the power efficiency obtainable using spatial 

filtering has not been fully assessed to date. The merits of the proposed 

multiple beam base-station antenna system in a rural service area are of 

particular interest. Here cell sizes can be of the order of 30km with greatly 

reduced user densities when compared with suburban and urban service areas. 

The antenna array at a rural base-station site could then be employed to 

constrain the signal energy (in both transmit and receive modes of operation) 

to a narrow beam directed towards a distant user, thereby reducing the 

required transmitted RF energy from the handheld transceiver. It is thus 

envisaged that this technique would yield significant benefits in terms of 

power consumption of the portable communicator. and would make a significant 

contribution towards the realisation of the truly universal personal 

communications network. 
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8.3 VALUE ADDED SERVICES 

There is currently a lot of interest within Europe in providing extra 

services for mobile users, and three programmes of work have recently been 

undertaken. These are Prometheus, Autoguide and DRIVE [2]. The aim is to make 

driving in Europe safer, more economical and more comfortable through the 

exchange of information between vehicles and between vehicles and roadside 

equipment. Within the European community it has recently been estimated [3] 

that the losses to the economy resulting from traffic congestion, difficult 

routing of vehicles and lost drivers amounted to a staggering $22 billion 

every year. Therefore, in addition to providing drivers with a navigation 

service, the Prometheus project plans to warn drivers of traffic jams and 

possible holdups as well as providing alternative routing information. The 

project is very ambitious and is still in the planning stage, but with 

substantial financial backing throughout Europe, is set to revolutionise 

motoring in the near future. 

The proposed base-station antenna system could provide a facility for 

determining the location of the mobile users within a network. This would be 

in terms of an azimuth bearing and a range, and a number of value added 

services could be provided as follows: 

• User location and navigation aid. 

• Provide traffic information/control. 

• Location of distress calls for the Emergency services. 

The users could request these services in the same manner as a normal request 

to set up a call. The voice channel, or a dedicated set of channels, would 

then be employed to enable a position fix of the user to be made and allow 
o 0 

the exchange of information. From the results of the trials a 3 to 6 

angular spread of signals can be expected in an urban environment at a 

distance of 1 kIn. This corresponds to a position uncertainty of between 50 m 

and 100 m and, combined with a range uncertainty, the position of the user 

can only be estimated as shown in figure 8.2. The provision of an additional 

base-station would remove some of the ambiguity as illustrated. 
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It remains to be seen whether the accuracy of the estimate would be 

sufficient to provide a reliable service. However, a rough estimate of the 

users location during a call would be 

information for network operators. In 

base-station antenna system, a number 

envisaged as follows: 

• Elegant handover mechanism. 

• Dynamic cell boundaries. 

• Dynamic channel assignment. 

an extremely valuable 

conjunction with the 

of additional benefits 

piece of 

proposed 

could be 

The handover mechanism and dynamic cell boundaries would utilise the ability 

to steer multiple independent beams to increase the effective coverage area 

of each cell. This will create regions of overlap as shown in figure 8.3, and 

the knowledge of the active mobile locations would enable two modes of 

operation. The first is when an active mobile is about to handover to an 

adjacent cell. Normally if there is no new channel available, there is a 
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possibility that the call would be dropped. However, the proposed with 
scheme, the current base-station could extend 

its coverage area to the active 
mobile, only handing over when a new channel 

has been made available . Hence 
the base-station effectively adapts the cell boundaries to 

accommodate 
handovers, thus reducing the number of dropped calls. In the 

second case , a ll 
the base-stations could adapt their coverage area accordl'ng 

to the loading of 
the network, and the local terrain. Hence the term dynamic cell boundaries. 

Mobile 

• Base-station 

Regions 01 
Overlap 

Figure 8.3: Overlapping cell boundaries. 

Potential 
Cell Boundan'es 

When the base-station is estimating the angle of arrival of the active 

mobiles, the resulting spatial spectrum would also reveal any sources of 

potential co-channel interference (as shown in the computer simulations of 

chapter 5). Hence, if the azimuth direction of the wanted mobile approaches 

an interfering source, the base-station could reassign channels to prevent a 

drop in the received signal-to-interference ratio, thus avoiding a 

degradation in the quality of service, possibly leading to a lost call. 

It is the intrinsic smartness of the proposed base-station that makes it 

so versatile, although intelligent antenna systems are not a new idea and 
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have been considered for numerous other applications. Sandler and Kokar [4] 

describe the use of an adaptive antenna in conjunction with an Artificial 

Intelligence system as an anti-jamming antenna for radar. Here the antenna 

has a wealth of stored data which is used to 'teach' the system about the 

various scenarios it will encounter. In thl·S w·t d ay 1 can a apt readily to 

every new situation as it presents itself and 'learn' from its mistakes. A 

similar proposal was put forward by Vannicola and Mineo [5] for a radar 

tracking antenna system for surveillance. 

8.4 CONCLUDING REMARKS 

The study presented here has considered a novel type of base-station 

antenna system for the future generation high capacity cellular and personal 

communication networks. The work has established the feasibility of such a 

scheme, although there is still much to be accomplished before it could be 

incorporated into a network. If the personal communications dream is to 

become a reality however, many new and innovative schemes will have to be 

given serious consideration by the network operators, and it is likely that 

the antenna array will play a crucial role in the future. 
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I APPENDIX A 

ADAPTIVE ANTENNA ARRAY FUNDAMENTALS 

The adaptive array consists of a number of antenna elements, not 

necessarily identical, coupled together via some form of amplitude control 

and phase shifting network to form a single output. The amplitude and phase 

control can be regarded as a set of complex weights, and is illustrated in 

figure A.I as a beamforming network. If the effects of receiver noise and 

mutual coupling are ignored, the operation of an N element uniformly spaced 

linear array can be explained as follows. Consider a wavefront generated by a 

narrowband source of wavelength A arriving at an N element array from a 

direction a off the array broadside. If the antenna spacing is d, the 
m 

electrical phase shift from element to element across the array can be 

expressed as 

2nd 
q,m = T sin am (A.I) 

Assuming constant envelope modulation of the source located at am' and taking 

the first element in the array as the phase reference, the signal at the 

output of each of the antenna elements can be expressed as 

x 
nm 

and the total array output in direction a as 
m 

N 

y (t) 
m =L 

n=1 

W 
n 

J(wt+(n-Oq, ) 
e m 

(A.2) 

(A.3) 

where w represents the value of the complex weight applied to the output of 
n 

the nth element. 

The weights are generated by the adaptive control processor and the 

d . I on the application and the degree of complexity of this unit depen s ent1re y 

k I d f the s1·gnal env1·ronment that is available. If. for a priori now e ge 0 
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example, the array is required to respond in a manner which does not depend 

on the received array data, the adaptive control processor can be dispensed 

with altogether and the weights calculated independently. Alternatively, the 

weights can be chosen based upon the statistics of the data received at the 

array, the aim being to optimise the beamformer response to reduce 

contributions from noise and other unwanted signals whilst maintaining 

reception of the wanted signal, i.e. optimum beamforming. The result can also 

be considered as adaptive spatial filtering and many algorithms have been 

developed for the calculation of the optimum beamformer weights (further 

details can be found elsewhere). Hence the array will accept a wanted signal 

from direction e and steer nulls towards interference sources located at a • 
1 m 

for m:l: 1. Likewise, the weighting network can be optimised to provide 

maximum gain in a specific direction, or directions. It can be shown that an 

N element array has N - 1 degrees of freedom giving up to N - 1 independent 

pattern nulls. 

Far Field 
Beamforming Network 

Signal Source ',-
1 xt",(t) 

(wavelength =~) 
wt 

"-
2 xJt) 

K2 

\ Ym(t) Array 

Output Amp/1tudtJ , 

PhsS6 W8Ights 

/ x,.{t) \ 
N 

Antenna Array 
(N elements) ........... 

Adaptive Control 
Processor 

Figure A.1: An adaptive antenna array. 
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... 
Abstract-The problem of meeting tbe proUferating demands for mo­

bile telephony withi~ tbe confinements 01 tbe Umited radio spectrum 
allocated to tbese services is addressed. A multiple beam adaptive base­
station antenna is proposed as a major system component in an attempt 
to solve tbis problem. This novel approach is demonstrated here by em­
ploying an antenna array capable of resolving tbe angular distribution 
of tbe mobile users as seen at tbe base-station site, and tben using this 
information to direct beams toward eitber lone mobiles, or groupings 
of mobiles, for botb transmit and receive modes 01 operation. The en­
ergy associated with each mobile is tbus confined witbin tbe addressed 
volume, greatly reducing tbe amount of co-channel interference experi­
enced from and by neigbboring co-channel c:elis. In order to ascertain 
tbe benefits of such an anteana, a tbeoretical approach is adopted wbk:b 
modeis tbe conventional and proposed amenu systems In a typlcal mo­
bile radio environment. For a given performance c:riterioa, this indicates 
tbat a significant increase ia tbe spectral effideacy, or capacity, of tbe 
network is obtaiaable witb tbe proposed adaptive bue-station amenaa. 

1. INTRODUCl10N 

THE FREQUENCY SPECTRUM is, and always will be, 
a finite and scarce resource, thus there is a fundamental 

limit on the number of radio channels that can be made avail­
able to mobile telephony. Hence, it is essential that cellular 
land mobile radio (LMR) networks utilize the radio spectrum 
allocated to this facility efficiently, so that a service can be 
offered to as large a subscriber community as possible. In­
deed, a major consideration of the second generation cellu­
lar discussions in both the US and Europe has focused on 
this point. However, present and proposed future generation 
cellular communication networks which employ either omni­
directional, or broad sector-beam, base-station antennas, will 
be beset with the problem of severe spectral congestion as the 
subscriber community continues to expand. 

A measure often used to assess the efficiency of spectrum 
utilization is the number of voice channels per megahertz of 
available bandwidth per square kilometer [1]. This defines the 
amount of traffic that can be carried and is directly related to 
the ultimate capacity of the network. Hence, as traffic de­
mands increase, the spectral efficiency of the network must 
also increase if the quality and availability of service is not 
to be degraded. At present this is overcome in areas with a 
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high traffic density by employing a technique known as cell 
splitting. However, the continuing growth in traffic demands 
has meant that cell sizes have had to·be reduced to a prac­
tical minimum in many city centers in order to maintain the 
quality of service. As well as increasing the infrastructure 
costs, the number of subscribers able to access these systems 
simultaneously is still well below the long-term service fore­
casts due to the reduced tronking efficiency of the network. 
This places great emphasis on maximizing the spectral ef­
ficiency, or ultimate capacity, of future generation systems, 
and thereby fulfilling the earlier promises of performance. 
There have already been significant developments in terms of 
spectral efficient modulation schemes, e.g., the proposed US 
narrow-band digital linear system [2], [3] and the second gen­
eration Pan-European cellular network [4]. Also, in the area 
of antenna technology, the use of fixed coverage directional 
antennas has been considered [5]. In particular, the use of 
fixed phased array antennas, with carefully controlled ampli­
tude tapers and sidelobe levels for the enhanced UK TACS 
network (ETACS) [6], are currently under evaluation. How­
ever, the application of adaptive antenna arrays in civil land 
mobile radio systems has hitherto received little attention, in 
spite of the significant advances made in this field for both 
military and satellite communications. 

In this paper a multiple beam adaptive base-station antenna 
is proposed to complement other solutions, such as spectrum 
efficient modulation, currently being developed to meet the 
proliferating demands for enhanced capacity in cellular net­
works. The feasibility of such a scheme is demonstrated, and 
a comparison made with existing conventional antennas ~n .a 
realistic mobile radio environment. Geometrical and stausu­
cal propagation models are used and a unique ~nsight is giv~n 
into the benefits of utilizing adaptive base-station antennas 10 

a cellular radio system. Finally, the concept of such a scheme 
is discussed and the integration of adaptive antenna ~y tech­
nology into a mobile communications environment conSidered. 

n. ADAPTIVE ANTENNA ARRAYS 

An adaptive antenna array may be defined as one t.'lat modi­
fies its radiation pattern, frequency response, or other param-

b means of internal feedback control while the :mtenna 
eters, y . uall d 'bed 
system is operating. The basic opera.tion IS us y ~n _ 
in terms of a receiving system steenng a nu/~,. that IS, a re 

• .... rta.!' angular posItion toward a duction In sensitiVity In a ce n , 
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source of interference. The first practical implementation of 
electronically steering a null in the direction of an unwanted 
signal, a jammer, was the HowellS-Applebaum sidelobe can­
celler for radar. This work started in the late 1950's and , 
a fully developed system for suppressing five jammers was 
reported in open literature in 1976 by Applebaum [7]. At 
about the same time Widrow [8] independently developed an 
approach for controlling an adaptive array using a recursive 
least squares minimization technique, now known as the LMS 
algorithm. rollowing the pioneering work of Howells, Apple­
baum, and Widrow, there has been a considerable amount of 
research activity in the field of adaptive antenna arrays, par­
ticularly for reducing the jamming vulnerability of military 
communication sYstems.- However, to date, there has been lit­
tle attention to the application of such techniques in the area 
of civil land mobile radio. 

Adaptive antenna arrays cannot simply be integrated into 
any arbitrary communication system, since a control process 
has to be implemented which exploits some property of either 
the wanted, or interfering, signals. In general, adaptive anten­
nas adjust their directional beam patterns so as to maximize 
the signal-to-noise ratio at the output of the receiver. Applica­
tions have included the development of receiving systems for 
acquiring desired signals in the presence of strong jamming, 
a technique known as power inversion [9]. Systems have also 
been developed for the reception of frequency hopping signals 
[10], [11], TDMA satellite channels [12] and spread spectrum 
signals [13]. Of particular interest for cellular schemes is the 
development of adaptive antenna arrays and signal processing 
techniques for the reception of multiple wanted signals [14]. 

A. FUndamentals oj Operation 

The adaptive array consists of a number of antenna ele­
ments, not necessarily identical, coupled together via some 
form of amplitude control and phase shifting network to form 
a single output. The amplitude and phase control can be re­
garded as a set of complex weights, as illustrated in Fig. 1. If 
the effects of receiver noise and mutual coupling are ignored, 
the operation of an N element uniformly spaced linear array 
can be explained as follows. Consider a wavefront generated 
by a narrow-band source of wavelength A arriving at an N el­
ement array from a direction (h off the array boresight. Now 
taking the first element in the array as the phase reference and 
letting d equal the array spacing, the relative phase shift of 
the received signal at the nth element can be expressed as 

III 27rd(n - 1) . () 
"t = A sm k· (1) 

Assuming constant envelope modulation of the source at ()k> 

the signal at the output of each ·of the antenna elements can 
be expressed as 

and the total array output in direction () k as 

N 

Yk(t) = L w"e)(wt+lJ!nk) 

,,=1 

(2) 

(3) 

ra: Field 
Signal Solr<e 

Jt't-~_+-(a.cm ra:ming Netw~ 

"'A 

~litude &I 
Phaa\Wei9hta 

Antenna may , =--,,;;~. :~~:J 
Processor : L--________________ -..J 

Fig. 1. An adaptive antenna array. 
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where w" represents the value of the complex weight applied 
to the output of the nth element. Thus by suitable choice of 
weights, the array will accept a wanted signal from direction 
() 1 and steer nulls toward interference sources located at 8 k , 

for k =I 1. Likewise, the weighting network can be optimized 
to steer beams (a radiation pattern maxima of finite width) in 
a specific direction, or directions. It can be shown [15] that 
an N element array has N -1 degrees of freedom giving up to 
N - 1 independent pattern nulls. If the weights are controlled 
by a feedback loop which is designed to maximize the signal­
to-noise ratio at the array output, the system can be regarded 
as an adaptive spatial filter. 

The antenna elements can be arranged in various geome­
tries, with uniform line, circular and planar arrays being very 
common. The circular array geometry is of particular interest 
here since beams can be steered through 360°, thus giving 
complete coverage from a central base-station. The elements 
are typically sited AI2 apart, where A is the wavelength of the 
received signal. Spacing of greater than AI2 improves the spa­
tial resolution of the array, however, the formation of grating 
lobes (secondary maxima) can also result. These are generally 
regarded as undesirable. 

B. Adaptive Antenna Arroys for Cellular Base-Stations 

Multiple beam adaptive antenna arrays have been consid­
ered by Davies et al. [16] for enhancing the number of simul­
taneous users accessing future generation cellular networks. It 
is suggested that each mobile is tracked in azimuth by a narrow 
beam for both mobile-to-base and base-to-mobile transmis­
sions, as shown in Fig. 2. The directive nature of the beams 
ensures that in a given system the mean interference power ex­
perienced by anyone user, due to other active mob~es, wo~d 
be much less than that experienced using convenuonal Wide 
coverage base-station antennas. It has already been stressed 
that high capacity cellular networks are designed to ~e inter­
ference limited, so the adaptive antenna would conSiderably 

increase the potential user capacity. . 
This increase in system capacity of the new base-staUon a.n­

tenna architecture was evaluated [17] by considering the spaual 
filtering properties of an antenna array. The results show that 
this type of base-station antenna could increase the spectral 
efficiency of the network by a factor of 30 or more. These .re­
suits were obtained for a hypothetical fast frequency hopping 
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Base-station 

/ 

Fig. 2. Tracking of mobilC(S with multiple beams. 

code division mUltiple access cellular network [18], assuming 
uniform user distribution and complete frequency reuse for 
the omnidirectional antenna case, i.e., adjacent cells are co­
channel cells. Complete frequency reuse is then assumed for 
each of the beams formed by the adaptive array, i.e., adjacent 
beams are co-channel beams. Further, it was shown that a 
similar enhancement of efficiency can be obtained for either 
an idealized multibeam antenna, or a realizable 128 element 
circular array [19]. 

It was recognized in the analysis, but not fully assessed, that 
this approach would greatly increase the level of co-channel 
interference. It was, therefore, suggested that this problem 
could be overcome using dynamic channel allocation to elim­
inate the so called common zones. This again introduces ad­
ditional hand-offs, reducing the trunking efficiency and avail­
able capacity of the network, as the mobile circumnavigates 
the cell. 

The only study previous to the work discussed above con­
sidering the use of an adaptive antenna array in land mobile 
radio was by Marcus and Das [20] in 1983. The analysis as­
sumed that the base-station, or repeater, sites could be placed 
closer together if an antenna array formed 20 dB nulls to­
ward co-channel sites. This effectively reduces the amount of 
co-channel interference at the output of the base-station as ex­
plained in Section II. It was suggested that in this system the 
beam steering information could be derived from the squelch 
tone injection which is presently used in the US FM land mo­
bile radio. 

In contrast with the null steering technique considered by 
Marcus and Das, here the ability of the adaptive array to steer 
radiation pattern maxima toward the mobiles is considered. 
In the limit it can be envisaged that individual beams will be 
formed towards each mobile as illustrated in Fig. 2. It has al­
ready been mentioned that adaptive antenna technology cannot 
be simply integrated into an arbitrary communication system, 
and at present no one particular modulation scheme, or ac­
cess technique, has been selected for the third generation of 

ceUul~ systems. However, some weU~blished trends are 
becommg apparent in the quest toward h· h '. Ig er spectrally effi-
cient modulation schemes [1] for the systems of the year 2000 
and beyond. It is thus vital during the initial stages of research 
to develop antenna architectures which are . 
I '. , In essence. mod-

u atlon scheme mdependent so that a figure f . b . . ' 0 ment can be 
o tamed for the multIbeam base-station antenna. 

m. REoUcrtON OF Co-CHANNEL INTERFERENCE USING AoAmvE 

ANlCNNAS 

. In this ~a~r the integration of an idealized adaptive array 
mto an. eXIstIng cellular network is considered. In order to 
as~ertam the benefi~ of this class of antenna system compared 
With that of conventional omnidirectional base-station antenna 
systems, the following network topology has been assumed. 

1) A cellular network consisting of hexagonal cells, with 
channel reuse every C cells (C is the cluster size). 

2) The base-station transmitters are centrally located within 
each hexagonal cell. 

3) There ~s a unifo~m distribution of users per cell. 
4) There IS a blockmg probability of B in all cells. 
5) The omnidirectional base-station antenna has an ideal 

beam pattern, giving a uniform circular coverage. 
6) The a~ptive base-station antenna can generate any num­

ber, m, of Ideal beams, with a beamwidth of 2rlm and a 
gain equal to the omni-antenna. ' 

7) Each adaptive beam will only carry the channels that are 
assigned to the mobiles within its coverage area. 

8) Any mobile (or group of mobiles) can be tracked by the 
adaptive base-station antenna. 

9) The necessary base-station hardware is available to en­
able beamforming and tracking. 

10) The same modulation scheme can be used with each 
antenna system. 

The blocking probability of B in assumption 4) is the frac­
tion of attempted calls that cannot be allocated a channel. If 
there are "a" Erlangs of traffic intensity offered, the actual 
traffic carried is equal to a( 1 - B) ErIangs. The Erlang is 
a measure of traffic intensity, and measures the quantity of 
traffic on a channel or group of channels per unit time. This 
gives an outgoing channel usage efficiency (or loading fac­
tor) [21J of 

,., =a(1 -B)jN (4) 

where N is the total number of channels allocated per cell. 
Assumptions 6), 7), and 8) imply the deployment of a some­

what hypothetical adaptive antenna system. This approach can 
be justified since a uniform user population has been assumed 
for both categories of antenna system. It is recognized that the 
dynamic, nonuniform, user distribution will have a significant 
effect on the results presented here. This will be considered 
in a subsequent more rigorous study. Also, in the analysis 
which follows only the base-to-mobile link has been studied, 
however, it can be shown that the analysis is also valid for the 

mobile-to-base link. 
Two different categories of co-channel interference models 

are used as the basis for the study presented here. The first 
is the geometrical model adopted by Lee [5], followed by a 
more rigorous statistical analysis [21 J-[23]. 
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o - Base station 

Wanted cell Interfering cell 

.. 
Fig. 3. Two co-clwmel cells. 

IV. GEOM~CAL PROPAGATION MODEL 

This approach considers the relative geometry of the trans­
mitter and receiver locations, and takes into account the prop­
agation path loss associated with the mobile radio channel. 

A. One Co-Channe/ Cell 

Consider one co-channel cell which foims part of a cellular 
network as shown in Fig. 3. By definition both the cells have 
the same channel allocation, and a reuse distance of D sep­
arating the base-station transmitters. The co-channe/ reuse 
ratio is defined as 

Q =D/R. (5) 

This ratio has also been termed the co-channe/ interference 
reduction factor [5] since the larger it is (i.e., the further 
apart the cells) the less the co-channel interference for a given 
modulation scheme. The level of acceptable co-<:hannel inter­
ference governs the value of this parameter and the overall 
spectral efficiency of the network. 

The area mean signal level experienced at the mobile is as­
sumed to be inversely proportional to the distance from the 
base-station raised to a power 1'. With the advent of smaller 
cells, the propagation path loss is close to the free-space value 
[24],. however, it is envisaged that the proposed base-station 
will initially operate in larger cells. Therefore, as a start,ing 
point for the comparison to follow, the commonly used ap­
proximation that the received signal power is inversely propor­
tional to the fourth power of range will be used [25]. Hence, 
the area mean signal level (in volts) received from the wanted 
base-station at a mobile a distance d w from the transmitter is 

mw = k/d~. (6) 

Similarly, the area mean signal level from the interfering base­
station transmitter at a distance d; is 

m; = k/df (7) 

assuming in each case identical radiated transmitter powers 
and signal propagation constants, as denoted by the constant 
k. 

Co-<:hannel interference will occur when the ratio of the 
received wanted signal envelope, sw, to the interfering signal 
envelope, s;, is less than some protection ratio, Pr, i.e.: 

Sw :S PrS ;. (8) 

S9 

Region of no Region of interference ;n,..-,.,-,n,) 

O-----k-----__ 
Wanted 

Ba.e-station 

Worst-case position 

Fig. 4. Contour defining interference regions. 

Int .... lcing 
Bal.-station 

The protection ratio is defined by the modulation scheme em­
ployed [1]. Considering only the propagation path loss the 
received signal envelopes are equal to the area mean signal 
levels, hence: 

Sw mw df 
- - - <p 
S· - m: - d2 - r· 

I I w 
(9) 

So, for a given protection ratio, a locus given by 

(10) 

can be drawn. This defines a region where no interference 
will occur, and where it will always occur, as illustrated in 
Fig. 4. For the worst-case position, which is in a direct line 
between the transmitters as shown, the co-cltannel reuse ratio 
is 

Q =D/R = 1 +d;jdw = I +.jji;. (11) 

For a given protection ratio and modulation scheme, this de­
fines the minimum spacing between co-<:hannel cells in order 
to avoid interference, and the maximum spectral efficiency 
obtainable. 

In this discussion it is assumed that the same modulation 
scheme is employed for both antenna systems under evalua­
tion. This implies that the protection ratio and reuse distances 
are identical in both cases. Therefore, there would appear 
to be no apparent benefit from employing adaptive antenna 
technology at the base-station site. However, the occurrence 
of co-channel interference is a statistical phenomena. Hence, 
when comparing omni- and adaptive antennas, it is necessary 
to introduce the concept of the probability 0/ co-channel in­
terference occurring, i.e., P(sw :S Prs;). This is often called 
the outage probability, which is the probability of failing to 
obtain satisfactory reception at the mobile in the presence of 
interference. 

If the cells are considered to be identical, i.e., have equal 
blocking probabilities, then on average, there will be N." ac­
tive channels in each cell ("1 is as defined in (4». So, in the 
case of the omnidirectional antenna, given that the wanted mo­
bile is already allocated a channel, the probability of that chan­
nel being active in an interfering cell is the required outage 
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Fig. S. Outage as a function of the number of beams. 

probability. Hence, when the wanted mobile is in the region 
of co-channel interference the outage probability is given by 

P( ) 
_ number of active channels _ N." _ 

Sw <Prs ; - - - -.". 
- total number of channels N 

(12) 

Now consider the case of the adaptive antenna as previously 
described, with m beams per base-station providing coverage 
of the whole cell, and with N.,,/m channels per beam, given a 
uniform distribution of users. The same regions of co-channel 
interference can be defined, however, when the wanted mobile 
is within the region where co-channel interference may occur, 
the outage probability is reduced. The wanted mobile is always 
covered by at least one beam from the co-channel cell, hence, 
the outage probability is equal to the probability that one of 
the channels in the aligned beam is the corresponding active 
co-channel l and is given by 

number channels per beam 
P( S < P S -) - ----:-------::-=-:-----:-­

w - r I - total number of channels 

N.,,/m ." 
= --;:;- = m (13) 

where the omnicase is given by m = 1. These results are pre­
sented graphically in Fig. 5, and show the strong influence of 
the number of beams, m, on the outage probability. The influ­
ence of the loading factor, .", is as expected, i.e., the less the 
loading, the fewer the number of active channels, and hence, a 
reduced chance of co-channel interference. This assumes that 
there are still m beams formed even though there are only 

I The "active co-channel" is the channel that has also been allocated to the 
wanted mobile. 

r!i ..... :./' 0'0 V ... /~~ . 
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Fig. 6. HexagOnal cellular layout showing tiers of interferers. 

a(l - B) active channels (or users). This is only really valid 
if a( 1 - B) > m and that the users are unifonnly distributed 
within the cell. If this were not the case, and the number of 
beams formed was less than m, the outage probability would 
be reduced even further since the wanted mobile will not be 
covered by a co-channel beam all the time. This situation will 
not be pursued further since this analysis can be regarded as 
worst -case situation. 

B. Six Co-Channel Cells 

The previous approach can now be simply extended to as­
sess the effect of six co-channel interferers, i.e., the first tier 
of co-channel cells in a conventional cellular scheme as shown 
in Fig. 6. It is considered that further tiers of interferers will 
not significantly affect the results except when reuse distances 
become small. Equation (9) can now be rewritten for this more 
realistic representation of the cellular network 

Sw mw d-2 
w 

~Pr (14) = 
Sf mf 

n 

L d j-2 

i=l 

where the total mean signal level from the interfering cells, 
ml, is the sum of the mean level from each ac:tive cell. Thus 
in a fully loaded system, the number of active users is six 
(i.e., n = 6). If all the d i are assumed to be equal and the 
wanted mobile is at the edge of a cell boundary, as for the 
case described in Lee [5], then the co-channel reuse factor 

can be expressed as 

(15) 

Subjective tests showed that over a mobile radio channel 
Sw/Sf ~ 18 dB (Le., PR = 18 dB) gave good speech trans­
mission for a 25-kHz FM channel operation. A value of Q can 
now be calculated to define the minimum cluster size, C. Us­
ing simple geometry it would be possible to evaluate the actual 
Sw /SI in the worst-case locations. Fr~m thi~, a contour may 
be drawn defining regions with and Without tnterference. For 
both classes of antenna systems the outage probability is still 
zero within the contour (i.e., when sw/s, > Pr), but outside. 
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in the region of interference: 

(16) 

where s I is the total co-channel interference and the omnicase 
is given by m = I. Since it is assumed that all m beams per 
cell are formed, there are six beams aligned onto the wanted 
mobile at any time. The outage probability within the region 
of interference is then found by considering the probability 
that the active co-channeI is in each of these beams. 

C. Analysis of Results 

The use of adaptive mUltiple beam-forming base-stations 
would, based upon the analysis presented so far, appear to 
give an improvement in performance with regard to the re­
duction of the probability of co-channel interference. The im­
provement depends on the degree of adaptivity used, Le., the 
number of ideal beams formed. However, the above approach 
is over simplistic and gives a rather optimistic view of the sit­
uation. Firstly, the beams are assumed to be ideal, giving an 
equal gain over the whole beamwidth. In practice this would 
not be the case. Also, a hypothetical situation could be en­
visaged where, if m is large enough to satisfy a given outage 
criterion,2 it would appear that the ultimate reuse distance 
(D I R = 2) is possible for any modulation scheme. Hence, 
adjacent cells are co-channel cells, the radius of which is de­
cided by the required coverage area of the base-station site. In 
spite of this though, the analysis has been useful in introduc­
ing some of the important factors that affect the performance 
of a mobile radio network which exploits frequency reuse as 
a means of increasing spectral efficiency. 

V. STATISTICAL PROPAGATION MODEL 

In the previous analysis only the path loss associated with 
the mobile radio environment was considered when calculat­
ing the level of co-channel interference. This was useful in 
demonstrating the principle benefits to be offered by adap­
tive antennas, although it is an over simplified approach and 
totally unrealistic of many land mobile radio environments. 
It was shown that a single contour defining regions of opera­
tion where co-channel interference would occur can be drawn, 
however, it is known that the signal levels fluctuate rapidly 
generating small isolated pockets of interference in an opera­
tional system. In some adverse environments these areas may 
be quite close to the base-station antenna. 

There is seldom a line of sight path between the base-station 
and the mobile, and hence, radio communication is obtained 
by means of diffraction and reflection of the transmitted en­
ergy. This produces a complicated signal pattern causing the 
field strength to vary greatly throughout the cell, and the re­
ceived signal at the moving mobile to fluctuate very rapidly. 
This is generally attributed to the superposition of two differ­
ent classifications of signal fading phenomenon: fast fading 
(or just fading) due to the multipath nature of the received 
signal, and slow fading (shadowing), the slower variations of 

2 If there are ten beams (m = 10) a 10% outage criterion could be satisfied 
in a fullv loaded sYstem (13). 
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the receiv~ si~ due to variations in the local terrain. In 
~eas expen~ncmg this type of signal variation, the area mean 
Slgnal le:vel IS essentially constant. In order to model these 
propag~tlOn effects, the are included in a statistical fashion, 
the fadm~ and shadowing described above being represented 
by Raylelgh and log-normal type distributions, respectively. 

A. One Co-Channel Cell 

Various s~dies [26]-[28] have been undertaken to analyze 
co-channel lnterference originating from a single co-channel 
interfering cell in an attempt to characterize the mobile radio 
environment. In particular the rigorous analysis presented by 
French [22] has been adopted here. The fast fading is the rapid 
fluctuation of the signal level s about the local mean $ ($ = 
(s), and is usually described by a Rayleigh type probability 
density function (pdf), i.e.: 

7f'S 
pes Is) = 1$2 exp [

_ 7(S2] . 
4s2 (17) 

Shadowing of the radio signal due to the terrain, i.e., by 
buildings and hills, causes the local mean level S to fluctu­
ate about the area mean. It has been generally accepted that 
this variation is log-normally distributed about the area mean 
md, where md = (Sd), the mean of S in decibels. (Note, a 
subscript "d" indicates that a signal is in decibels.) The area 
mean level is approximately proportional to the inverse of the 
distance from the base-station raised to the power "y, as de­
scribed in Section IV-A. Hence, the log-normal shadowing 
pdf is given by 

I [-(Sd-md)2] P(Sd) = ;;:c exp 2 • 
V 27r (I 2(1 

(18) 

The standard deviation, (I, describes the degree of shadow­
ing. This parameter typically varies from 6 to 12 dB in urban 
areas, the larger value being associated with very built up 
inner city areas. 

The combined pdf can now be expressed as 

pes) = i: P(sls) ,P(sd)dsd. (19) 

By substituting S = Hyd/20 (from Sd = 20 loglo s) into (17), 
the combined pdf becomes 

100 s [7f'S2] 
pes) = V7f/8(12 -d/20 exp (jd/20 

-00 lOS 4 x 1 

[
-(Sd -md)2] _ 

. exp 2(12 dSd. (20) 

1) Outage Probability With Fading and Shadowing: The 
outage probability with fading and shadowing is derived in 
French [22] and the resulting integral is 

. I 100 
exp( _u

2
) d (21) 

P(sw ~ p,Sj) = .Ji -00 1 + IO(zr20'U)/IO U 

where, Zd = mdw - mdi - PR, (I = aw = ai, and u is an 
internal variahle. 
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In many situations it is possible to greatly reduce the fading, 
e.g., antenna diversity at the mobile, and a similar result to 
that above can be derived [22] for shadowing only. Note that 
the result in (21) is for the case of the omnidirectional base­
station antenna. 

2) Outage Probability with an Adaptive Antenna: The 
outage probability for an adaptive antenna can be simply ex­
pressed as 

P(Sw ~ PrS;, m) = P(sw ~ PrSi) 

. (probability of an active co-channel) 

in the aligned beam 

(22) 

i.e., the probability that the ratio of the wanted signal to the 
interfering signal is less than some protection ratio (21) and 
the probability that the aligned beam actually contains the ac­
tive channel (13). Again, the outage probability is reduced 
by a factor m. This is illustrated grnphically in Fig. 7. The 
loading factor is fixed at 70% (7] = 0.7) and the fading and 
shadowing case is considered for (J = 6 dB. This represents a 
typical urban environment. These results have been obtained 
by solving (21) and (22) numerically with m = 1, 2, 4, 8, 
16, and 32. Note that m = 1 gives the omnicase. 

The outage probability varies as expected with Zd and, for 
the omnicase is consistent with French. Note, however, that 
for a given Zd the outage is reduced by a factor of m when 
an adaptive antenna is considered. 

3) Calculation of the Reuse Distance: When the fading 
and shadowing characteristics of the mobile radio channel are 
considered, it can be shown that no definite boundary ex­
ists between regions of interference, and regions of no inter­
ference. Co-channel interference can even occur close to the 
wanted transmitter if, for example, the wanted signals fades 
and the interfering signal peaks as illustrated in Fig. 8. Now, 
since co-channel interference is a statistical phenomena, it can 
be described by contours of outage probability. Using the def­
inition for Zd and (9) yields 

d; = .jZPr = v' 1O(zd+PR)/2o. (23) 
dw 

So for a given Zd, protection ratio P R, and outage probability, 
contours can be drawn as shown in Fig. 9. If an adaptive 
antenna is used, the value of each contour is reduced by a 
factor of m, hence, for a given outage criterion, the service 
area is increased. 

This can be represented graphically by substituting (23) into 
(11) and expressing the co-channel reuse ratio as 

(24) 

From this fonnula the outage probability against the reuse 
ratio for a given protection ratio can be obtained in a manner 
similar to that of French. 

4) Calculation of the Cluster Size: In a cellular network 
with a hexagonal layout, the cluster size is related to the reuse 

o 10 20 30 

Zd (dB) 

a = 6 dB 

n = 0.7 

50 

Fig. 7. Outage probability for one co-clIannel cell. 

Interference 

(a) 

Interference 

(b) 

o 
Int.er1';nQ 

Baw-otatJon 

o 
Interfrin9 

Ba.a-station 

150 

Fig. 8. Contour defining regions of interference. (a) With no shadowing or 
fading. (b) With shadowing and fading. 

distance by 

(25) 

Note that only certain values of C are possible in a hexagonal 
cellular network [25], i.e., C = (3, 4, 7, 9, 12, 13, 16, 19, 
21,·· .). Using (24) this can be expressed as 

(26) 

Again the outage probability can now be evaluated for various 
cluster sizes for a given protection ratio. 
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Outage Probability 

Contours ____ ...... Adoptive service area 
~~1.0 

\.,." ..................•.•..•. 
.................. 

o 
Interfering 

Bose-station 

.................... Omni- service area 

Fig. 9. Outage probability contours and service areas for a 10% chance of 
interference. 

5) Calculation of Spectral Efficiency: To gain a more 
meaningful interpretation when comparing different system 
architectures in a cellular network, the spectral efficiencies 
[1] of the various schemes are usually considered. This gives 
an unbiased measure of spectrum utilization, and is usually 
expressed as the number of channelslMHz of bandwidthJkm2 . ' I.e., 

. Bt/Be 1 
efficIency, E = = -- (27) 

Bt(CA) BeCA 

where 

Bt total available bandwidth, 
Be channel spacing in megahertz, 
C number of cells per cluster, 
A cell area (km2). 

To enable a simple comparison to be made between omni­
and adaptive antenna systems, it is necessary to assume that 
an identical modulation scheme will be employed in both 
cases. Thus E ex I /C, and the relative spectral efficiency 
can be expressed as 

E adapt C omni 

E omni = C adapt • 
(28) 

Equation (22) was solved numerically and then the clus­
ter size C, given by (26), was calculated for a fading and 
shadowing (6 dB variation) environment with a loading fac­
tor of 0.7. An outage criterion of 1 % is used and, although 
this value is quite low, it serves to give some idea of the 
advantages that can be obtained by using this new class 
of base-statbn antenna. Two values of protection ratio, 8 
and 20 dB, are considered in order to cover a variety of 
modulation schemes [1]. Then, using (28), the relationship 
between the relative spectral efficiencies was calculated for 
m = 1, 2, 4, 8, 16, and 32, and is shown in Fig. II. 

B. Six Co-Channel Cells 

In order to present a more realistic comparison between 
omnidirectional and adaptive base-station antennas, it is nec-

~~sary Ito consider interf~rence originating from multiple co-
anne ce~ls. Several dIfferent studies [21] (29J-[31 J h 

pursued th oal b . ' ave 
M IS g , ut of PartIcular interest is the work by 
th uammar.and Gupta [23]. This has been adopted here since 

e analYSIS follows d~rectly from the previous discussion. 
However, a f~w alteratIons have been necessary in order that 
a m~re mearungful comparison could be presented. 

Fig. 6 shows the cellular layout of a mobile radio netwo k 
for an arbitrary cell It' . . r c us er SIZe of C. It IS recogmzed th t 
there . f a are many. tIers 0 co-channel interferers present, but 
only the. first: I.e.,. cells at a distance D from the wanted 
base-sta~o~, It. c~nsldered here. This assumption was shown 
to be valid In Similar studies [29J, [31]. The wanted mobile in 
the centr~ cell receives a signal envelope s.., from the wanted 
base-statIon. It also receives unwanted signals from the co­
ch~ne.l cells ~ i, i = I, 2, ... , n, where n is the number of 
~CtIV~ Ir.rterf~nng co-channel cells (the maximum number be­
I~g SIX In thiS case). The total co-channel interference is thus 
given by 

" 
s, = LSi- (29) 

;=1 

Wh~n the ~anted signal does not exceed this value by the pro­
tectIOn ratiO, co-channel interference will occur. In order to 
calculate the total probability of co-channel interference (or 
simply the outage probability), it is necessary to consider the 
probability of there being co-channel interference and n inter­
fering co-channel cells. Using conditional probability theory 
this can be expressed as 

P«co-channel interference) n (n active co-channels» 

= P(s.., ~ p,st!n) . P(n). (30) 

Pen) is the PDF of nand P(sw ~ p,s, In) is the conditional 
outage probability (the probability of co-channel interference 
given that there are n active interfering cells). Hence, the total 
outage probability is given by 

" 
since all possible values of n must be taken into account. Here 
only the first tier is considered, so the maximum number for 
n is six. 

The pdf of the signal envelope s is as given by (20) and 
from here the conditional probability of co-channel interfer­
ence for multiple interferers, when considering both fading 
and shadowing, can be derived. This result is simply quoted 
here without proof as details [23] can be found elsewhere. 

I 100 

P(Sw ~ p,S, /n) = -2 dX 
r -00 

where 

20 10gIO K(X, u) = Zd + C . In (4/'lI"n
2

) 

1 2 2 
+O'X - (1NYU - - «(1NX - (1NY) (32) 

4C 
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and where CTFvx and CTF.,y are defined by Muammar and Gupta 
[23]. The variable Zd is as defined previously, and u and X are 
internal variables. This integral can be solved using various 
numerical techniques and the results are presented later. 

J) PDF of n, P(n): P(n) is the probability that the number 
of active interfering co-channel cells is n and so if the channels 
are assumed independent and identically distributed, this has 
the form of a binomial pdf: 

P(n) ~ C) p"(1 - p)'-" (33) 

where p is the probability of finding one interfering co­
channel active. Usin~ the loading factor 1], as defined before, 
the probability p that a single co-channel cell has an active 
co-channel, given that the wanted mobile has been assigned 
that channel already, is 

number of active channels a( 1 - B) 
p - - - 'f/ (34) 

- total number of channels - N -. 

The origination probability [21], or the probability that n 
co-channel interfering cells are using the same channel as the 
wanted mobile, can then be expressed as 

~ 
.J) 
o 

.J) 
o 
L­a.. 
CD 
0"1 
o :l 10 

o 

10 

10 20 30 40 

Zd (dB) 

a = 6 dB 

~ = 0.7 

Fig. 10. Outage probability with six eo<hannel cells. 

P(n) = C) ""(1 - ")'-". 

Hence, giving the total outage probability as 

(35) The overall outage probability can now be expressed as 

P(sw ~ Prs[, m) = LP(Sw ~ PrsJln) 

P(Sw ~PrSl) = LP(Sw ~Prsdn). 
n 

C) ""(1 - ")'-". 

(36) 

This can now be calculated for a given outgoing channel 
usage efficiency over the range of Zd. Alternatively, as be­
fore, the outage probability can be considered against the co­
channel reuse ratio Q, or the cluster size C. 

2) Integration of Adaptive Antennas: With an omnidi­
rectional antenna the probability of an active interfering co­
channel cell was given by 1], the outgoing channel usage effi­
ciency or cell loading factor. Since it is assumed that at any 
one time all m beams per cell are formed, there will always 
be six beams aligned onto the wanted mobile. Hence, for the 
adaptive antenna: 

_ (probability that the interfering co-channel is in the) 

P - beam pointing at the wanted mobile 

= 

= 

number of active channels in beam 

total number of channels 

a(l - B)/m 
N 

1] 

m 

Hence, the origination probability is given by 

(37) 

n 

where the omnidirectional case is given for m = 1. 
As before, when only one co-channel ceU was considered, 

a comparison can now be made between the two base-station 
technologies. Fig. 10 shows the variation of the total outage 
probability against Zd. The case with both fading and shad­
owing is considered here, hence, the results are obtained by 
numerically solving (32) and applying (39) for m = I, 2, 4, 8, 
16, and 32. From (26) and (28) the cluster size and the relative 
spectral efficiency can now be calculated for a given outage 
criterion (l %), and is shown in Fig. 11. An outgoing channel 
usage efficiency of 0.7 and a log-norma! shadowing standard 
deviation of 6 dB has been assumed. Protection ratios of 8 
and 20 dB have also been considered. 

3) Analysis of Results: It can be seen from Fig. 11 that 
for a given outage criterion and modulation scheme, the intro­
duction of an adaptive array capable of fonning eight tracking 
beams, into an existing network, would produce at least a 
threefold increase in efficiency. This can be equated to be 
three times the number of channels per megahertz per square 
kilometer, or simply as three times as many users in each cell. 
This result has been obtained by considering the co-channel 
interference originating from single and multiple co-channel 
cells. The propagation model employed here consid~rs both 
the fading and shadowing characteristics of the mobile chan-

nel. . "d 
Although the application of power control of the l~dlV1 -

Ual tracking beams has not been considered to date. thiS may 
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Fig. II. Relative spectral efficiency as a function of the number of beams 

formed. 

prove to be essential for future generation networks. It has 
been shown [21), [30) that base-station power control can sub­
stantially reduce co-channel imerference for omnidirectional 
antenna systems. It can thus be envisaged that power con­
trol of the mUltiple beam adaptive base-station antenna would 
greatly reduce energy "overspiU" into neighboring cells, The 
combination of the two adaptive techniques will be considered 
in a later study. 

VI. THE "SMART" BASE-STATION ANTENNA 

Adaptive antennas operate by exploiting some property of 
the signal environment present at the array aperture [7], [8], 
and it is due to this ability that they are often aptly referred 
to as "smart" arrays [32]. In the previous theoretical analysis 
it was assumed that the base-station antenna could track any 
mobile, or group of mobiles, within its coverage area. There­
fore, on reception, the array must be capable of resolving the 
angular distribution of the users as they appear at the base­
station site. Anned with this knowledge, the base-station is 
then in a position to fonn an optimal set of beams, confining 
the energy directed at a given mobile within a finite volume. 
This concept can be further illustrated by considering the se­
quence of events iIlustrated in Fig. 12, The scenario depicted 
is realistic of many operational systems where there are lone 
mobiles, or groups of mobiles, dispersed throughout the cell. 
Using the spatial distribution of the users acquired by the ar­
rayon reception, the antenna system can dynamically assign 
single narrow beams to iIluminate the lone mobiles, and broad 
beams to the numerous groupings along major highways. It 
can be seen that by constraining the energy transmitted to­
ward the mobiles, there are directions in which little or no 
signal is radiated. It is this phenomenon which gives rise to 

\ 
\ 

>--

~l Mobil .. 

~! 
/ 

o Bose-station 

Fig. 12. Optimal beam forming. 
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SOURCE 

ESTIMATION 

PROCESSOR 
~--~----~~ BEAMFORMER 

Mobile 
Location 

Data 
Fig. 13. The "sman" antenna. 
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the reduction in the probability of co-channel interference oc­
curring in neighboring cells, and thereby increasing the spec­
tral efficiency (or capacity) of the network as illustrated in the 
previous section. 

The realization of such an adaptive base-station antenna re­
quires an architecture capable of locating and tracking the 
mobiles, and a beam-forming network thus capable of produc­
ing the appropriate multiple independent beams. The fonner 
requirement can be broadly classified as that of a direction 
finding, or a spatial estimation problem. These two tasks are 
illustrated in Fig. 13 as a source estimation or direction find-
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ing (OF) processor and a beamformer. In recent publications 
[33]. [34] this concept was further extended to consider the 
implementation of such a base-station antenna. Also the re­
sults from some initial computer simulations were presented 
and these demonstrated the ability of the antenna array to re­
solve multiple mobile users in the signal fading conditions 
typical of the LMR scenario. Many of the popular superreso­
lution OF algorithms used in radar were evaluated, and some 
beam-forming techniques which could generate the optimal 
beam set using the knowledge of the mobile distribution were 
discussed. Finally, a proposal was put forward for a fully 
adaptive base-station antenna test rig to demonstrate the prin­
ciples of operation and show how such an antenna could be 
incorporated into the existing cellular network. The results of 
this work will form the basis for a future paper. 

Intelligent antenna systems have also been considered for 
numerous other applications. Sandler and Kokar [35] have de­
scribed the use of an adaptive antenna in conjunction with 
an artificial intelligence system as an antijamming antenna for 
radar. Here the antenna has a wealth of stored data which 
is used to "teach" the system about the various scenarios it 
will encounter. In this way it can adapt readily to every new 
situation as it is presented and "learn" from its mistakes. It 
is intended to exploit the synergy that exists between this ap­
plication and that of the proposed cellular mobile radio base­
station. Initially, the knowledge of the mobile locations within 
each cell could be utilized to provide an elegant hand-off mech­
anism as the mobiles cross cell boundaries. Also, combined 
with a knowledge of the local terrain and shadowing char­
acteristics, it should be possible to extend this technique and 
provide a cellular network with dynamic cell boundaries. This 
would thus allow the optimal usage of the available system ca­
pacity. 

VII. DISCUSSION 

The full potential of adaptive antenna technology in the 
future generation of ubiquitous portable communication net­
works is yet to be realized. The goal is to be able to provide 
universal pocket sized communications by the year 2000. This 
implies that the system must make very efficient use of the ra­
dio spectrum if it is to be made available to a large consumer 
base; thus making the portable equipment relatively cheap. 
Also, it is highly desirable that the portable communicator 
has a long duty cycle between battery recharging implying 
power efficient modulation. The role of adaptive antennas has 
already been discussed in terms of the former requirement, 
however, it must be emphasized that spectrum efficient mod­
ulation is still a vital parameter in the design of these systems. 
The potential enhancement of power efficiency obtainable us­
ing spatial filtering has not been fully assessed to date, and the 
merits of this technique in a rural service area are of particular 
interest. 

The study presented here has demonstrated the feasibility of 
an adaptive base-station antenna for cellular communications 
networks. A comparison made between the conventional and 
proposed schemes has shown that a marked improvemen~ in 
spectral efficiency and capacity can be obtained, e.g., an Ide­
alized eight beam antenna could provide a threefold increase 

in spectral efficiency. In addition to the other advantages that 
can be gained, as outlined in the previous section, the infras­
tructure costs incurred by this base-station antenna must also 
be considered. The majority of these costs are associated with 
the acquisition of the base-station site, construction of various 
buildings and antenna masts. When compared with existing 
schemes, such as ceU splitting, the overall cost is less, since 
fewer base-station sites are required for an equivalent user ca­
pacity. Also, unlike the techniques of cell splitting and cell 
sectorization, the mUltiple beam adaptive array would not im­
pair the trunking efficiency of the network. 
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APPENDIX C 

THE BASIC SIGNAL MODEL 

Consider a uniformly spaced linear array consisting of N ideal isotropic 

elements, with M plane waves incident onto the array. For the purpose of this 

analysis assume that all the incident plane waves are narrowband, with a 

carrier frequency f c ' Figure C.l illustrates the case for a single plane wave 

incident at an angle of e off the array broadside. Taking the first element 
m 

in the array as the phase reference, the noiseless signal produced at the nth 

element by this wave, denoted as the mth plane wave, is 

s (t) = A COS[2IIf t + (n-l)2II(d/A)sin(e )+ a ] 
nm m c m m (C.l) 

where n = 1,2,· . ·,N and m = 1,2,·· . ,M. 

The parameters A and a denote the amplitude and phase of the signal 
m m 

measured at the first element (n = 1) which shall be referred to as the phase 

reference. The electrical phase shift from element to element along the array 

can be expressed as 

<Pm = 2ITd sin e T m 
(C.2) 

and if the the complex notation for narrowband signals is adopted, 

equation (C.l) can be represented by its complex amplitude as 

(C.3) 

where, a = A exp [ja ] denotes the complex amplitude of the signal measured 
m m m 

at the first element. 

The actual signal measured at the output of each element differs from 

the received signal given by equation (C.3), due to an additive noise 

component. This noise component is usually assumed to be a spatially and 
2 'd' temporally white random process with zero mean and variance (j. ConSl enng 
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(wavelength =A) 

Antenna Array 
(N elements) 

• 
9", 

d 

Inter element phase shift 

¢ 2Trd '8 '" = T S1n 
'" 

Figure C.l: Linear array with a single incident plane wave. 

the M incident plane waves, the signal actually received at each element of 

the array can now be expressed as 

x = s + V 
n n n 

M 

= L snm 
+ v 

n 
m=l 

M 

= Lam exp [j(n-I)</> j 
n 

n=1,2,' . ·,N (C.4) + v 
m=l 

where v is the additive noise component. It is often easier to express this 
n 

in the more compact matrix form as follows 

X 
1 

X 
2 

X 
N 

= 

S 
1 

S 
2 

S 
N 

or, more simply as 

x = s + v 

+ 

V 
1 

V 
2 

V 
N 
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where, x is defined as the observed signal vector, 

s is defined as the received signal vector, 

v is defined as the noise vector. 

The bold lower case letters are used to denote column vectors and bold upper 

case to represent matrices. The observed signal vector x 
represents a 

snapshot of data corresponding to a particular instant in time. 
These 

snapshots would normally occur at the Nyquist sampling rate, corresponding to 
the receiver bandwidth. Usually several independent measurements are made and 

equation (C.S) can be expressed as 

x(k) = s(k) + v(k) 

= Ba(k) + v(k) k=1,2, .. ·,K 

where K is the total number of snapshots taken and 

a(k) = [a (k), a (k), ... , a (k)] T 
12M 

is defined as the signal-in-space vector, and 

B = 

1 

exp (j<l> J 
exp (j2<1> J 

1 

exp (j<l> 2) 

exp (j2<1> 2) 

is defined as the direction matrix. 

1 

exp (j<l>M) 

exp (j2<1>M) 

(C.6a) 

(C.6b) 

(C.6c) 

Using this set of data, temporal averaging may be used to improve the 

estimation of the angles of arrival (AOA) of the incident plane waves. It has 

been assumed in equation (C.6) that the source AOA's will not change 

significantly over the sampling period and so B is a slowly changing matrix. 

In contrast, the signal-in-space vector a(k) will generally vary rapidly with 

time, often unpredictably, and so it is modelled as a stochastic process. The 

spatial correlation matrix of the observed signal vector x is defined by 

(C.7) 
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transpose. 
where E is the expectation operator, and l' denotes the 

complex conjugate 

Employing 

matrix and 

This is also sometimes referred to as the 

temporal averaging results in the sampled 

this is defined as 

array covariance matrix. 

correlation or covariance 

K 

R = ~ L E[ X(klxt(kl] 

k=l 

Substituting equation (C.6) 

signal-in-space vector a(k) 
into (C.7), and recognising 

and the noise vector v(k) are 

independent, the spatial correlation matrix is given by 

R = E[ Ba(kla t (klB t] + E[ v(klv t (kl] 

= BR Bt + R 
a v 

where 

(C.S) 

that the 

statistically 

(C.9a) 

(C.9b) 

(C.9c) 

R and R are defined as the spatial correlation matrices of the a v 
signal-in-space vector a(k), and the noise vector v(k) respecti vely. The 
structure of these matrices depends on the assumptions made about the 

signaling conditions. If all the elements of the noise vector v(k) are 

assumed to have a zero mean and an identical variance (F2, then 

(C.lO) 

where I is the identity matrix. 

The structure of the spatial correlation matrix R depends whether there 
a 

exists any correlation between the sources. If they are all uncorrelated or 

incoherent, R will be a diagonal matrix, i.e. all off-diagonal elements are 
a 

zero. This will ensure that the spatial correlation matrix R is Toeplitz. On 

the other hand, if the sources are completely correlated or coherent, R is 

non-Toeplitz, and the received signal vector s is said to be spatially 

non-stationary. 
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APPENDIX D 

FORMATION OF VECTOR d FOR KuTu ALGORITHM 

The concept of signal and nOI'se subs . pace eigenvectors of the array 
covariance matrix R was introduced' . 

In section 4.1.4 and the following 
matrices were formed 

E = [e e s I 2 (0.1) 

(0.2) 

where E comprises of the M signal subspace eigenvectors and E comprises of 
S N 

the M-N noise subspace eigenvectors. E and E can then be partitioned as 
S N 

follows 

E = [{] S (0.3) 

E = [--f--] N 
(0.4) 

where T denotes the transpose operation and g and c contain the first row of 

E and E respectively in column format. The rest of E and E are then 
S N I I S N 

included in the matrices E and E . Since d is required to be orthogonal to 
S N 

the source direction vectors (equation (4.41), it will lie in the noise 

subspace defined by E and consequently be orthogonal to the signal subspace 
N 

eigenvectors. Hence, a vector d is required which satisfies the following 

equation 

(0.5) 

with ... denoting the complex conjugate transpose. Substituting in 

equation (D.3) for E, and remembering that the first element of d is set to 
S 
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unity. it is possible to express equation (O.S) above as 

(0.6) 

with • denoting the complex conjugate operation. This can now be rewritten as 

follows 

'1' 
E d s 

, • = -g 

or. with a change of variable. more simply as 

A x = b 

(0.7) 

(0.8) 

'1' 
Since A (which corresponds to E ) is a rectangular matrix of dimension s 
Mx(N-l) with rank(A) = M (M ~ N-l). the solution to the above equation 

reduces to a Least squares probLem. Le. finding a vector x which minimises 

the euclidean length of Ax -b. Kumaresan and Tufts employed the 

pseudo inverse approach U] to this problem. i. e. 

(0.9) 

where + denotes the pseudoinverse. The resulting Nxl vector d was shown to be 

given by 

(0.10) 

By exploiting the orthogonality that exists between the eigenvectors. it is 

possible to write 

E E1' + E E1' = I 
S S N N 

(0.11) 

which can be expressed in the following form 

[-:~tf---l [--:: K~:-l = I 

(0.12) 
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Hence, 

... 
c c 

, . 
E c 

N 

... 
= 1 - g g 

, . 
= -E g s 

(0.13) 

(0.14) 

The alternative expression for d in terms of the noise subspace can now be 

written as 

(0.15) 

REFERENCES 

[1]: C.L. Lawson and R.J. Hanson, "Solvi.ng Least Squares Problems", 
Prentice Hall, Inc., 1974. 
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APPENDIX E 

SUMMARY OF ALGORITHMS FOR AOA ESTIMATION 

Algorithm Spatial Spectrum 

Fourier Method (p 47) t P (,) = u R U 
FM 

Maximum Likelihood 
1 

P (,) = 
Method (p 51) 

ML t -1 
U R u 

1 
Maximum Entropy P (,) = 

Method (p 52) 
ME t t u w w u 

o 0 

1 
MUSIC Algorithm (p 57) P (,) = MU utE Etu 

N N 

1 

JoDeG Algorithm (p 59) P
JO

(') = N 

L lit 12 - u e 
A 1 

I=M+1 1 

1 
KuTu Algorithm (p 61) P (,) = 

IW 
lu

t
dl

2 

The basic steering or weight vector u is defined as 

U = [ 1 exp(j~) exp(j2f» exp(j:3~) ..... exp(j(N-t)~) ] 
T 
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APPENDIX F 

CALCULATION OF MUTUAL IMPEDANCE MATRIX FOR AN ANTENNA ARRAY 

The approach followed by Gupta and Ksienski [1] was adopted with the N 

element antenna array being represented by an N+ I terminal linear. bilateral 

network responding to an outside source as shown in figure F.1. Each of the N 

antenna ports is terminated in a known load impedance Z. and the driving 
L 

source generator has an open circuit voltage V and an internal impedance Z . 
g g 

Hence, by applying Kirchoffs law the output voltage at each of the N antenna 

ports can be written as 

v =iZ +"'+iZ +"'+iZ +iZ 
1 1 11 J IJ N IN s 1s 

v =iZ +"'+iZ +"'+iZ +iZ 
J 1 Jl J JJ N IN s Js 

v =iZ +"'+iZ +"'+iZ +iZ 
N 1 Nl J NJ N NN s Ns 

(F.I) 

where Z represents the mutual impedance between the ports i and j. Le. 
iJ 

between the antenna elements. The current at each of the antenna ports can 

then be expressed as 

v 
J 

i = -z: 
J L 

j=l,' .. ,N (F.2) 

If all the antennas are open circuited then i = 0 (j=l,··· ,N) and, from the 
J 

expressions in equation (F. I), the antenna output voltage becomes 

v =v =iZ 
J oj s Js 

j=l, ... ,N (F.3) 

(F.Z) and (F.3) into equation (F.U, and using vector Substituting equations 

and matrix notation, it is possible to write 
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Z 
21 

Z-
L 

Z 
Nl 

Z-
L 

Z 
12 

Z-
L 

Z 
N2 

Z-
L 

Z 
IN 

Z-
L 

Z 
2N 

Z-
L 

V 
1 

V 
2 

V 
N 

= 

V 
01 

V 
02 

V 
oN 

(F.4) 

which can be expressed more compactly as 

Zv=v 
o 0 (F.S) 

where Z represents the normalised impedance matrix, and v and v are Nxl 
o 0 

vectors representing the output voltages and open circuit voltages 

respectively. Hence, the output voltage across the array when mutual coupling 

is taken into account can be expressed as 

-1 
V = Z v 

o 0 

i 1 t + v, 

Zt 

. 

+ v •. 

N+1 Terminal 

linear Bilateral Network 

i l t + VI . 
.......... . ......... 

Zt 

(F.6) 

} Outside Source 

Antenna Array 

iNt 
+ VN • 

Zt 

Figure F.l: Representation of an antenna array. 

REFERENCES 

(1): J.J. Gupta and A.A. Ksienski, "Effect of MutuaL Coupling on the 
Performance of Adaptive Arrays", IEEE Transactions on Antennas & 
Propagation, Vol. AP-31, No.5, Sept. 1983, pp.785-791. 
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APPENDIX G 

FORWARD/BACKWARD SPATIAL SMOOTHING FOR AOA ESTIMATION 

IN A DISCRETE MULTIPATH ENVIRONMENT 

G.1 Coherent Signal Identification 

The degree of correlation that exists between the signal sources 

incident onto the array is reflected directly in the structure of the array 

covariance matrix R. Consequently, R will be diagonal and non-singular only 
a a 

if the signals are all uncorrelated. When they are only partially correlated, 

R will become non-diagonal but will remain non-singular, only becoming 
a 

singular if any of the sources are fully correlated (or coherent). Hence, the 

presence of multipath reflections with a high degree of correlation with the 

wanted signal will strongly affect the performance of the DF techniques. In 

order to understand how this comes about, consider M sources incident onto an 

N element array as before, but let two of them be coherent, e.g. 

a (k) = pa (k), where p is a complex scalar. The observed signal vector 
2 1 

across the array is given by equation (C.6a) in Appendix C as 

x(k) = Ba(k) + v(k) (G.l) 

where k represents the sampling instant. B is the NxM direction matrix 

containing the direction vectors b (em) for each of the M sources incident 

onto the array, a(k) is the Mxl signal-in-space vector and v(k) contains the 

additive sensor noise. The array covariance matrix is then given by 

R = E [X(k)'X t (k)] 

= BR B t + R (G.2) 
a v 

where R is the noise covariance matrix (often approximated by (izl) and 
v t h R = E [ a(k) . a (k)] is the MxM source covariance matrix (t denoting t e 

a 
complex conjugate transpose operation). With two coherent sources however, 

the signal-in-space vector a(k), defined in equation (C.6b), can be written 

as the (M-l)xl vector 
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a(k) = [a (k), a (k), ... , a (k)] T 
13M 

and, the direction matrix B as the Nx(M-I) matrix 

(G.3) 

(G.4) 

Hence, using the modified source vector given in equation (G.3) above, R can 
il 

be written as a (M-l)x(M-I) non-singular matrix instead of a MxM singular 

matrix. This ensures that BR B t will be of rank M-1 and, referring to the 
il 

description of the eigenstructure OF techniques given in chapter 4, the 

smallest eigenvalue of R will have a multiplicity of N-(M-I) as opposed to 

(N-M) for the uncorrelated case. Hence the number of signals detected is 

reduced by one and, since only the direction vectors corresponding to 

{e , ,e } are in the so called signal subspace (no linear combination of 
3 M 

two direction vectors will yield another valid direction vector), only these 

sources will successfully be resolved. In general terms, if there are M 
c 

coherent sources out of the total M, application of any of the eigenstructure 

techniques will produce the incorrect result since, of the (M-M )+1 sources 
c 

detected, only the (M-M) bearings corresponding to the incoherent sources 
c 

will be detected. 

G.2 The Spatial Smoothing Technique 

The principle behind the spatial smoothing technique is to preprocess 

the received data by partitioning the total array into subarrays, and to then 

form the overall array covariance matrix as the average of all the subarray 

covariance matrices. Consider splitting the complete N element array into L 

subarrays in both the forward and backward directions as depicted in 

figure G.1. If each subarray contains N B elements, 

subarrays L satisfies the following expression 

L=N-N +1 
s 

the total number of 

(G.S) 

The signal vector observed at each of the forward subarrays (denoted by the 

superscript f) is given by 
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N 

• 
Figure G.l: Forward/backward subarraying. 

1=1, ... ,L (G.6) 

1-1 
where D denotes the (l-lhh power of the MxM matrix 

(G.7) 

Note that B is the N x M direction matrix defined now for the subarray, and 
s 

multiplication of the signal vector a(k) by D1
-

1 ensures that the phase of 

each source is correct with respect to the phase reference (element number 

one in this case). The covariance matrix of the Ith subarray then becomes 

(G.8) 

The forward only spatially smoothed covariance matrix is then the mean of the 

forward subarray covariance matrices and is expressed as 
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L 

Rf 1 L Rf 
- L 1 

1=1 

BRfB 2 = + (j' I 
a (G.9) 

where the modified source covariance matrix is given by 

L 

R: = ~ L D1-1R
a 

(Dl-1) , 
(G.lO) 

1=1 

An alternative approach is to consider the L backward arrays (denoted by 

the superscript b) illustrated in figure G.l. Hence, the complex conjugate of 

the observed signal vector for each array becomes 

• + v (k) 
1 

1=1,· . ·,L 

and the covariance matrix of the Ith backward subarray is given by 

where 

R~ = D-(N-U E [a • (k) . aT (k)] (D-(N-U) , 

-(N-U .( -(N-I))' = D R D 
a 

(G.l1) 

(G.l2) 

(G.l3) 

T and • denoting the transpose and complex conjugate operations in the normal 

way. Hence, in the same manner as for the forward only case, the backward 

spatially smoothed covariance matrix is given by 

L 

Rb 1 L Rb 
= L 1 

1 = 1 

BRbB 
2 (G.14) = + (j' I 

a 
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where the modified source covariance matrix is given by 

L 

R: = ~ I D
1
-
1R: (Dl-1) l' 

(G.1SJ 
1=1 

If the number of subarrays L is greater than or equal to the number of 

signals M (L 2: M), then the modified source covariance matrices Rf and Rb, 
a a 

given in equations (G.lO) and (G.!S), will be non-singular regardless of the 

coherence of the signals (detailed proofs of this statement can be found in 

the referenced literature). Hence, by employing either the forward or 

backward spatial smoothing techniques, the eigenstructure DF algorithms can 

successfully resolve any coherent signal sources. The penalty for this 

improved resolution is a reduction in the available array degrees of freedom 

(DOF). Normally an N element array can successfully resolve up to N-l 

uncorrelated signal sources but, by employing one of the above spatial 

smoothing techniques, this is reduced to a maximum of N/2 sources. This 

follows from the condition that L 2: M and by recognising that the size of 

each subarray N must be at least one greater than the number of sources, 
s 

i.e. N 2: M+1. 
s 

In order to increase the available degrees of freedom, the forward and 

backward subarray smoothing techniques can be combined as follows 

Rfb Rf + Rb 
= 2 

BRfbB l' 
2 = + (J' I 

a 
(G.16) 

where 

Rfb = .!. (R f + R b) 
a 2 a a 

(G.17) 

gives the forwarci/backward smoothed source covariance matrix. It can be shown 

that the modified source covariance matrix, given by equation (G.17) above, 

will be non-singular regardless of the coherence of the M signal sources so 

long as 2L 2: M. Hence, the array can potentially resolve up to 2N/3 signal 

sources. Table G.! below includes a summary of all of the above results. 

- 253 -



Smoothing 
Conditions Ava i I able 

Technique DOF 

FORWARD L ~ M N/2 

BACKWARD L ~ M N/2 

F/B 2L ~ M 2N/3 

TabLe G.I: Properties of spatiaL smoothing techniques. 
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I APPENDIX H 

EXTENSION OF BASIC SIGNAL MODEL FOR MULTIPLE SOURCES 

IN AN FDMA COMMUNICATIONS SCHEME 

In order to simulate an FDMA communications scheme, consider a number of 

narrowband 

representing 

sources M, each allocated 

the communications channel. 

a unique 

As before, 

frequency w ... W 
l' , M 

the receiving array 

comprises of N elements, but now with a tapped delay line behind each element 

with P taps as shown in figure H.1 below . 

.......................... ~ 

x 1 (t-r) X 1 (t-(P-1)T) 

.......................... ~ 

X 2 (t-(P-1 )T) 

............... ~ 

x ,.;t-r) x ,/t-(P-1)T) 

Figure H.1: An antenna array with a tapped delay line. 
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Using the notation already developed in Appendix C, the signal observed at 

the pth tap of the nth sensor can be expressed as 

M 

xn (t-(p-l)T) = I Snm (t-(p-l)T) + Vn (t-(P-I)T) (H.l) 

m=l 

where s (t) is the signal produced at the nth sensor by the ffith source nm 
(defined in Appendix C, equation (C.l) and v (t) is the additive noise at 

n 
the nth sensor. Adopting the complex notation as before, equation (H.I) can 

be expressed as 

M 

xn(t-(p-I)T) = I ameXP[j(n-I)<I>jexp[-j(p-UWmT] + vn(t-(P-lh) (H.2) 

m=l 

with the time delay represented as a phase shift (a valid approximation with 

narrowband sources). The inter element phase shift is defined by <I> and, for 
m 

a linear array with the elements spaced a distance d apart, is given by 

2TTd 
<I> m - -;\- sin am 

m 

d . a = w - Sl..n 
m C m 

(H.3) 

where c = speed of light. If it is assumed that the received signals are 

sampled simultaneously at time instants denoted by k (k = 1,··· ,K), each 

snapshot of data will consist of NP components x (k) (n = 1,··· ,N; 
np 

p = 1, ... ,P). Consider first of all only the components associated with the 

nth sensor and place them in a PxI vector as follows 

x (k) = B a(k) + v (k) (H.4a) 
n n n 

where x (k) and v (k) are the Pxl vectors 
n n 

x (k) 
(H.4b) 

n 

v (k) (H.4c) 
n 

and a(k) is the Mxl signal-in-space vector 
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a(k) = [a (k) •.• a (k)] T 
1 ' 'M (H.4d) 

B n is the PxM direction matrix for the nth sensor and is given by 

B = 
n 

exp(j(n-1 )<I>J 

exp (j ( n -1)<1> 1) exp ( - jw 1 T) 
exp (j (n-1 ) <I> M) 

exp (j(n-1)<I>M)exp (-jw
M

T) 

[he N (Pxl) vectors xn (k) can now be placed in a single NPx1 vector, enabling 

:he complete observed signal vector at sampling instant k to be written as 

x(k) = Ba(k) + v(k) k=1, .•• K (H.Sa) 

['his is equivalent to equation (C.6a) given in Appendix C for the one 

iimensional case, except that x(k) and v(k) are now the NPx1 vectors 

x(k) = [x (kl ... x (k1r 1 ' , N (H.Sb) 

v(k) = [v (t) ..• v (k1r 1 ' , N (H.Sc) 

Lnd B is the NPxM direction matrix 

B 
1 

B 
B 

2 
(H.Sd) = 

B 
N 

., 
rhere, as before, each column of B defines the NPx1 direction vector b (a m' W m) ! 

ssociated with each signal source. The covariance matrix is then given in 

le usual way by 

(H.6) 
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which can be expressed as 

R = BR Bt + R 
a v (H.7a) 

where 

(H.7b) 

(H.7c) 

are the signal and noise covariance matrices respectively. If it is assumed 

that the noise is spatially and temporally white, with zero mean and variance 

(J'2, it can be represented, as before, by (J'21, 

In order to simulate an FDMA scheme, the received signal vector for the 

mth source at the pth tap of the nth sensor can be written as 

s (k) = a (k) 0 exp [j (n-UtI> - (p-l)w T)] 
nmp m m m (H.8) 

If the phase shift associated with each delay tap is equivalent to the phase 

shift between adjacent elements in an array when a signal at the centre 
o • frequency of the sources, w , is incident from B = 90 , 1. e. 

o 

2IId d 
WT=~=W 

o ~ 0 c 

~ T = 
d 
c 

o 

then equation (H.8) can be rewritten as 

s (k) = a (k)oexp[j (n-Ow (d/c)sinB - (p-Uw (d/C»)] 
nmp m m m m 

= a (k) 0 exp [jW (d/c) (n-l)sinB - (P-U)] 
m m m 

(H.9) 

(H.lO) 

Each source has a unique frequency channel allocation which can be expressed 

as a function of the centre frequency w of the system and the channel 
o 

spacing 
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FnJquency channels S c (Channel spacing) 

H 

I -DB o c I-S I I+S o coo c InJquency 

Figure H.2: Channel allocation for an FDMA type scheme. 

w = w ± Q2JTB 
m 0 c 

2ITfo[l 
B 

= ± or) (H.11) 
0 

where B is the channel spacing and 0 is the channel number as depicted in c 

figure H.2. Hence equation (H.lO) can be expressed as 

(H.l2) 

An FDMA type scheme can now be set up which is defined by the ratio of the 

channel spacing B to the centre frequency f. The inter element spacing d is 
c 0 

usually expressed as a fraction of the wavelength at the centre frequency and 

is typically O.SA . 
o 

The estimation of the eigenstructure of the sampled covariance matrix R 

and the number of sources M proceeds as before for the algorithms described 

in section 4.1.4. 

wi th the source 

estimate, i. e. 

The orthogonality of the noise subspace eigenvectors E 
N 

direction vectors is then exploited to form the spatial 
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P (q"W) = 
20 

1 
NP-M 

t lu ul 

where u is the ideal NPxl steering vector and is given by 

u = 

I 

exp( -j(P-l )WT) 

exp(jq,) 

exp (j q,) exp ( - j (P -1 )WT) 

exp(j(N-U) 

exp (j (N-l ) q,) exp( - j (P-l)WT) 

(H.I3) 

(H.I4) 

The angles of arrival of the sources a and their corresponding centre 
m 

frequencies ware then determined by the highest peaks of the 2D function 
m 

given in equation (H.I3) above. In the paper of Wax et al [1], different 

estimators were also given, but for the purposes of this piece of work only 

the above estimate, corresponding to the "arithmetic mean metric" in [1], 

will be employed. The maximum number of sources that can be handled is NP-I, 

although the maximum number of co-frequency sources is N-I as before. 

REFERENCES 

UJ: M. Wax, T.J. Shan and T. Kailath, "Spatio-Temporal Spectral Analysis 
by Eigenstructure Methods", IEEE Transactions on Acoustics, Speech & 
Signal Processing, Vol. ASSP-32, No.4, Aug. 1984, pp.817-827. 
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APPENDIX I 

CALCULATION OF SIGNAL-TO-NOISE RATIO AT RECEIVER INPUT 

The ratio of the received signal power to the transmitted power defined 

in section 6.1 is given by 

p 

GTGR(4~Rr R 
p = 

T 

G G 
T R 

= 
L (I.1) 

FS 

where LFS = ((4ITR)/;\.) Z is the free space loss. In reality additional losses 

are also present, therefore the total loss will be expressed as L = L x L 
FS A' 

where LA defines the additional losses. The ratio of the received signal 

power to the noise power in the receiver bandwidth can then be expressed as 

P 
R 

N = 
P G G 

T T R 

LkTB 
IF 

where the total noise power is given by 

N = kTB 
IF 

(1.2) 

(1.3) 

where k is the Boltzmann constant, B is the noise equivalent bandwidth of 
IF 

the receiver as defined by the IF amplifier (s:; 4 MHz), and T represents the 

total noise temperature at the receiver input. Figure 1.1 shows a schematic 

of the receiver front end, and includes the relevant parameters for the 

calculation of the total noise temperature T. Each block has associated with 

it a signal gain (or loss when considering the cable), and an effective input 

noise temperature which defines the noise contribution to the signal of that 

block. The noise figure is another frequently used quantity which gives a 

measure of the degradation in the signal-to-noise ratio between the input and 

output of the device or network and is calculated directly from the noise 

temperature. The total noise temperature at the receiver input is calculated 

from the following equation [1] 
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Mobile Source 

Pr= +7dBm 

Gr =3.3dB 
(AI", monopole) 

s 
Line of Sight Path 

R t:11470m -I 
Lossy Cable 

RFFrontEnd 

Receive Antenna 

P
R

s-75dBm 

GR= 7.6 dB (dipole) 

1A = 290K 

LcS 0.1 dB 
= 1.02 

'smb= 290K 

G = 53 dB 

TR= 116K 

Downconversion 
10 70 MHz IF 

Figure 1.1: Parameters for the calculation of the input SNR. 

T = T /L + T (1 - 1/L) + T 
A C amb C R 

(I.4) 

where T is the ambient temperature which will be close to 290 K in this 
amb 

case. L is the loss associated with the cable connecting the antenna to the 
C 

LNA and, as can be seen from equation (I.4), has a strong influence on the 

overall noise performance of the receiver and so is ideally kept to a 

minimum. The noise figure for the RF front end of each channel was measured 

and the results are included in table 6.1 in section 6.1. As can be seen, 

Channel D has the worst noise performance with a noise figure of 1.5 dB, 

corresponding to an effective input noise temperature of 116 K. If it is 

assumed that the antenna temperature T is 290 K, the overall receiver noise 
A 

temperature is calculated as 

T = 283.5 + 6.5 + 116 

= 406 K (1.5) 

From equation (I.2), the received signal power to noise power spectral 

density N (N/B ) can be expressed in decibels as 
o IF 
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4TIR GR 
10logP TGT - 20logT + 10logr - 10logL A - 1000gk (16) 

When the A/D converters are being driven with ±4 volts, the received signal 

power can be assumed to be approximately -75 dBm. Hence, combining the first 

four terms from equation (1.6) above and substituting in the value for the 

total noise temperature T, the signal power to noise power spectral density 

can be calculated as follows: 

(:: L.HZ = -lOS 

lOlogP 
R 

26.1 + 228.6 = 97.5 dBHz (I. 7) 

1 
1010g- 101 ogk 

T 

Therefore, the received signal-to-noise ratio within the receiver bandwidth 

(set equal to the bandwidth of the IF stage, Le. a!! 4 MHz) is given as 

SNR ~ 31 dB (I. 8) 

If the digitisers are driven with a ± 4 volts signal, the received signal 

power is approximately -75 dBm and the corresponding thermal noise level 

within the IF bandwidth is then -106 dBm. This is rather an optimistic value 

since many additional losses have been ignored in the calculation. For a more 

thorough treatment of this subject please refer to the text of Maral and 

Bousquet [1]. 
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