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ABSTRACT

The overall objective is to provide a theoretical basis for a case-based learning
model of the technical and business processes in an organisation. As a result of this
work, it will be possible to design a prototype system for capturing case histories in
a corporate memory to support organisational decision making. The specific
objectives are to present a model of knowledge as a set of interacting processes with
emergent properties and to describe how a grounded theory methodology provides
the basis for an appropriate and formal explanation of the interactions and

meanings of these interacting processes.

The representational relevance of the form and vocabulary of the Process Model
explanation as defined by a grounded methodology is demonstrated. This includes
a description of how a Process Model explanation can be used to represent emergent
properties in a machine-based system. A formal method that discriminates
between stored Process Model explanations using a measure of connectivity 1s
presented. Finally, the way in which a Reflective Process Memory may aid

corporate decision making i1s discussed.

To gauge the dependability of competing decision paths, a decision maker needs to
have experiences of decision expectations. Expectation failures are used to
discriminate between competing decision paths. An explanation serves as a
reminder that indicates how and why the expectation failed and what was done to
resolve that failure. It 1s hypothesised that these contextual explanations should
consist of interacting processes. The relevance of selected failed explanations relies
on appropriate indices of features that are related to those expectation failures and
grounded 1n experiences of those failures. It is suggested that notions of
dependability and justification are used within a reflective activity to re-evaluate
the relevance of the actual versus the predicted expectation failures of previous

decisions.

If case-based systems are to help human decision makers question the effectiveness
of the proposed solution, then these systems must include a representational
structure that can capture, identify and then recognise those emergent properties

in other case-histories. The representational appropriateness of this model

depends upon the model being able to express not only the emergent properties of
the external object, but also the interacting processes that connect those emergent
properties. A grounded theory analysis 1s used to define those aspects of a situation
that are responsible for causing a particular problem. The results are expressed as
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a Process Model. Aspects that are considered responsible for causing a problem are
categorised as being predictive of a problem. The recognition of predictives 1n a
new decision path will help in the selection of case histories. The uncertainty of the
selection process is represented by a discrimination measure that selects and ranks

case histories on the basis of the connectivity of these predictives.

In conclusion, the Process Model explanations that are selected could, (i) provide the
user with relevant reflections and actions on how, when, where and why a problem
has previously occurred; (ii) point out to the user which aspects are responsible for
the problem and; (iii) suggest to the user relevant questions that were needed to be
asked (but were not), during the initial decision path. Thus, dependable evidence
of failure surrounding similar situations could be added (by the user) to judgements
about the present situation (through an audit) and future projections (from
judgements about future opportunities). The diagnostic use of those Process Model
explanations leading to the anticipation of potential problems in future engineering
projects would be especially valuable to the user. It is anticipated that the next

stage of the work is the building and testing of a prototype corporate memory of
case histories to aid decision making.
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INTRODUCTION:
CASE FOR SUPPORT

OBJECTIVES OF THESIS
The objectives of this thesis are;

® to present a model of knowledge as a set of interacting processes with emergent
properties;

® to describe how a grounded theory methodology provides the basis for an
appropriate and formal explanation of the interactions and meanings of these
Interacting processes in context;

* to demonstrate the representational relevance of the form and vocabulary of the
Process Model explanation as defined by the grounded methodology;

® to describe how a Process Model explanation can be used to represent these
emergent properties in a machine-based system:;

® to present a formal method that discriminates between stored Process Model
explanations as defined by a measure of connectivity between predictive-
processes;

® to present a critical analysis of the way in which a Reflective Process Memory may

aid corporate decision making.

THE NATURE OF THE PROBLEM

1. WATSON [1997] has argued that the commercial success of some case-based
problem-solving systems 1s based 1n part on their successful implementation in
shallow problem-solving exercises using simple case representations. These
representations “will usually be flat file structures based on relational data-base
technology” [WATSON, 1997]. The knowledge structure of a flat file format forms
part of a consensus concerning, (1) a measure of usefulness; (1) defined by a degree of
similarity as a function of a nearest-neighbour or induction metric and; (iii)
governed by the shared data attributes of the flat file format [HAMMOND, 1989;




KOLODNER & MARK, 1992; HENNESSY & HINKLE, 1992; PEARCE ET AL, 1992;
WATSON & MARRIR; 1994; WATSON, 1997]. In this respect, the use of case-based
reasoning (CBR) in such shallow domains represents a “high, hard ground” 1n which

“manageable problems lend themselves to solution” [SCHON, 1987].

2. BARR & MAGALDI [1996] have suggested that the traditional business
environment is being replaced by a state that can be “characterised by instability,
rapid technological advances and uncertainty”. In this “swampy lowland” [SCHON,
1987] of uncertainty, problem solving or decision making is composed of knowledge
that is of a more imprecise, fuzzy and ambiguous nature. Therefore just as
individuals within this domain provide complex and highly contextual explanations
when deriving solutions [DUNCAN, 19871, then case histories should be “enhanced by
supplementing them with descriptions of the informal rationale by which the final
decision was made” [BARR & MAGALDI, 1996]. They suggest that this requires “a
fundamentally new knowledge management technology infrastructure not currently

met by conventional data-focused systems”.

3. Consider a geophysicist assessing the geology of competing field developments.
In such an uncertain environment a geophysicist needs to have experiences of
differing expectations of reservoir complexity. To discriminate between these
competing expectations, then the geophysicist also needs experiences of the many
failures of those expectations. An explanation serves as a reminder that indicates
how and why the expectation failed and what the individual did to resolve that
failure. It i1s hypothesised that these rickh contextual explanations may consist of
interactive processes with emergent properties. Some of these emergent properties

of the problem-solution environment may represent the reasons behind that failure.

These interactive processes and emergent properties have not previously been
thought significant. Expressed in case-based terms, this requires an appropriate
representational format (storing and indexing) and the means of 1dentifying those

explanations that are relevant to the particular problem under consideration.

4. The relevance of selected failed explanations relies on appropriate indices for
those emergent properties. They have to be related to those expectation failures
and grounded in experiences of those failures. The explanation of expectation
failures 1s connected with the notion of justification. That is, the ability to defend a
decision. It 1s suggested that this forms part of a reflective activity. In which the
actualities of the expectation failures of previous decisions are compared with the
predicted expectation failures of future decision. It is hypothesised that the
prognostic use of previous qualitative event sequences could lead to the anticipation
of potential problems in future projects. This would be especially useful if this

prognoses could identity relevant questions that should have been asked at the time

2




but were not.

5. If case-based systems are to help human decision makers question the
effectiveness of the proposed solution, then these systems must include a
representational structure that can capture, identify and then recognise those
emergent properties in other case-histories. In addressing these i1ssues the author
has , (1) considered the identification of information uncertainty as it impinges upon
the way management decisions are made and how appropriate actions are
1dentified, planned and executed; (11) proposed a formal methodology to capture,
1dentify and recognise the emergent properties of previous decisions and; (111)

considered the representational appropriateness of this formal methodology.

F'OCUS AND STRUCTURE OF THESIS
The layout of the thesis i1s as follows;

¢ In Chapter 1 current theories of expert reasoning and decision making are

reviewed. Explanations of rule and model based reasoning and their accounts of

expert performance during problem-solving tasks in an uncertain world are

examined. This review leads to the conclusion that the way in which expert’s

categorise objects will critically influence how expert’s reason about them.

e In Chapter 2 the linguistic aspects 1n the categorisation of objects are discussed.
It 1s suggested that when an expert uses a concept description to reason about an
external object, he is testing a hypothesis about the meaning and the dependence
of that concept on the content and context of the object situation. This testing 1s
a function of the expert using past knowledge in deciding if he/she has or has not
seen this concept description before. It is hypothesised that decision making is a

type of reflective-explanation.

¢ In Chapter 3 the reflective-explanation model of decision making is presented. It

is hypothesised that individuals use their experiential memory to identify pivotal
events (or emergent properties) of the problem. The chapter concludes with a

discussion on the representational structure that a reflective-explanation may

need and how the reflective-explanation must include a vocabulary for describing
those experiences.

e In Chapter 4 a formal representation of reflective-explanation called a Process
Model explanation is presented. It is argued that a grounded theory methodology
provides a formal explanation of the interactions and meanings of emergent
properties as they relate to the content and context in which they occur. This
analysis will result in the generation of an array of concepts, categories and their
processes and process-interactions that provide the building blocks of the Process

Model explanation.




 In Chapter 5 the representational appropriateness of the form and vocabulary of
the Process Model explanation as defined by a grounded methodology 1s
demonstrated. It is suggested that a grounded Process Model explanation can
represent experiences in a machine-based Reflective Process Memory. The
Reflective Process Memory could create an index of Process Model predictives that
are associated with previous failure conditions. By recognising those predictives,
the Reflective Process Memory will be able to anticipate similar failure-conditions

1n other Process Model explanations of decision problems.

® In Chapter 6 a formal methodology that discriminates between stored Process
Model explanations is presented. This discrimination may be defined by a
measure of connectivity that exists between predictive processes and process-
interactions. A comparison algorithm that selects Process Model explanations as

defined by their relevance to the problem is introduced.

e In Chapter 7 a series of case studies of a frequent petroleum engineering problem
[implementing time-depth conversion] are presented. The case studies represent
open world decision problems in the field of reservoir evaluation. These case
studies are used to demonstrate the complete methodology from knowledge
acquisition to the selection of the most-relevant Process Model explanation of the
decision problem.

e In Chapter 8 the conclusions of the thesis are presented. These conclusions lead
to a critique of the thesis and number of alterations to the existing work are
presented. The possible use of a Reflective Process Memory in capturing corporate

experiences and how this may aid organisational decision making is discussed.




1. THE REPRESENTATION OF KNOWLEDGE

1.1 OBJECTIVES

e To review critically some current theories of human reasoning.

e To explore the nature of the internal models representation of the external object.

1.2 INTRODUCTION

1. RUMELHART & NORMAN [1985] have stated that, “most of the
representational systems that have been developed and evaluated to date fall into the
category of propositional representations”. Further, “these representational systems
all share the characteristic that knowledge is represented as a collection of symbols”
consisting “of formal statements that reflect the represented world” [RUMELHART &
NORMAN, 1985]. These propositional representations may be divided into separate
and possibly two distinct categories. These categories may be classified as mental
logic (or rule-based) theories [RIPS, 1983] and mental model (or knowledge-based)
theories [JOHNSON-LAIRD, 1983].

2.  Mental logic theories of human reasoning state [RIPS, 1983] that
individuals continuously develop and refine a mental logic representation of the
problem. It is assumed that inferences are drawn from conditional statements. For
example, if p then q. RIPS [1983] suggested that the reasoning mechanism applies
this mental logic to an abstract form of the problem. This abstraction is defined by
an encoding device, which has extracted this abstraction from a given information
set. Some followers [BRAINE & O’BRIEN, 1991 ; OSHERSON, 1975; RIPS, 1983] of the
mental logic argument have suggested that human subjects use a natural logic. It
is assumed that this mental logic forms a direct, but abstract correspondence to the
external object. Furthermore, this natural logic consists of a set of general inference

rules. Only a small number of rules are necessary, since they could be applied

iteratively and in combinations thereof. For example, consider the following;




If there is an A, then there is a B.
There is an A.

Therefore, there is a B.

3.  The testability of this argument relies on the application of an appropriate
rule. In this example, such a rule could be defined by the {implication} connection.
If we let p represent there is an A and q represent there is a B. Then following, if p
then q, the conclusion; therefore, there is a B is readily asserted. This relatively
simple example adequately demonstrates the deductive methodology of rule-based
theories. If inference rules have an abstract form, then some mechanism must
encode the domain specific problem into an abstract format. This mechanism must
then decode the generated abstract solution. However, what are the operational
requirements of this encoding and decoding mechanism? Consider the notion of
appropriateness. How does the reasoning mechanism generate the most-
appropriate inferences from this abstract representation? In the example above,
the most-appropriate inference was the {implication} connection. How did the
reasoning mechanism know this? How does the reasoning mechanism know that
the {implication} connection is more-appropriate than a {conjunction} connection?
RIPS [1983] suggested that a combination of forward and backward reasoning
operations can be applied, until each assertion has been proved true or false.
However, in an open world full of incomplete and inconsistent information, what do
the terms true and false (as defined by RIPS) mean? As Evans [1989] points out “the
results of the many hundreds of such experiments that have been reported in the
psychological literature indicate that subjects’ responses very frequently deviate from

the logically prescribed answers”.

4, In an attempt to overcome these difficulties, JOHNSON-LAIRD [1983] has
proposed an alternative theory. He suggested that human reasoning is not based on
mental logic, but upon the manipulation of mental models [JOHNSON-LAIRD, 1983;
JOHNSON-LAIRD & BYRNE, 1991 ; JOHNSON-LAIRD, SCHAEKEN & BYRNE, 1992]. The
generation of these models are defined by fokens and tokens represent all possible
states of the problem. These tokens (although not explicitly stated) are probably
abstract representations of the problem. In this way the mental model represents
an abstract plan of the problem. Therefore, when the human subject reasons, the
individual constructs a mental model that represents the various ways in which the
premise of an argument could be true or false. Problems are solved by reading a
semantically informative [JOHNSON-LAIRD & BYRNE, 1991 ] statement, that 1s
developed during the manipulation phase of the model’s construction. Some
followers [JOHNSON-LAIRD, SCHAEKEN & BYRNE, 1992] of this hypothesis assume
that this semantic information (which has not been explicitly stated during the

construction phase) is derived from information that is implied by the premise. If a




conclusion is derived from information implied by a premise, how is this different
from mental logic theories? How does the semantically informative statement know
that the {implication} connection is more-appropriate than a {conjunction}

connection? How does this statement deal with incomplete and inconsistent
information?

5.  JOHNSON-LAIRD [1983] suggests that in any inference task the human
subject will attempt to formulate other models as a search for counter examples.
These other models will be consistent with the given premises. JOHNSON-LAIRD &
BYRNE [1991] believe that human subjects having formed a provisional conclusion
will actively search for other models, that while compatible with the given premises,
can be used to invalidate the inference. If no counter examples are found, then the
inference is deemed appropriate. However, it is worth noting here, that the

constraints of the working memory may restrict the number of models available for

comparison.

6. Consider the following example;

If C is greater than B and A is less than B.
Then C 1s greater than A.

1. In the mental logic approach a rule may be defined by the assertion, (p N g)
— r. Therefore, if we let p represent the statement C is greater then B and ¢
represents the statement A is less than B, then the application of this rule to the
premise C is greater than B and A is less than B implies r which represents the

conclusion C is greater than A. See truth table below.

p i q pMg r pMg—>r
T T T T T
|
8. However, in the mental model approach it is assumed that human subjects

will attempt to construct a complete representation of the external world problem.
This representation will integrate (or combine) the two separate premises.
Therefore, the first premise would allow the human subject to form a model as
shown by the representation ¢ > b in which ¢ (representing C) holds a relationship
with b (representing B). The second premise will extend the model

c>b>a




9.  When the human subject interrogates the model, ¢ > a (representing C is
greater than A) may easily be derived. However, as EVANS points out; “the basic
problem is that the theories are formulated in very general terms which are
necessarily augmented by many ad-hoc assumptions when applying the theory to
model in any given context” [EVANS, 1991]. He then goes on to state that “it seems
very likely that models based on either set of principles will be able to be constructed
to fit any given set of data” [EVANS, 1991].

10. ROBERTS, has argued that “if a theory of reasoning is being proposed that is
intended to describe the processes used by all people for all reasoning tasks, then
what is the status of this theory if it is subsequently found that not all people are
using the same processes?” [ROBERTS, 1993]. For example, research by GALOTTI ET
AL (1986) indicates that when human subjects use mental models in problem
solving tasks, they may also discover logic rules. If mental models can be used to
identify logic rules, then human reasoning must depend upon mental models and
rule-based reasoning is a function of the underlying mental model reasoning
mechanism. However, research undertaken by SHAVER ET AL [1974] appears to
demonstrate the complete opposite. According to SHAVER ET AL [1974], mental
model reasoning 1s a function of the underlying rule-based reasoning mechanism.

Reasoning by rules and reasoning by models, offer incomplete and incompatible

explanations of human reasoning.

11. A considerable amount of attention has been directed towards deciding
whether the fundamental reasoning mechanism is based upon mental logic or
mental models. Unfortunately, the existence of differences presents problems when
judging the universality of one theory over an other. If individual differences exist,
then reasoning theories cannot be universal. A universal reasoning theory will
always be weakened by its persistent failure to account for the irregular
performance of human subjects. Notions of personalised representations
[BANNISTER & FRANSELLA, 1971] and reasoning strategies I[ROBERTS, 1993] may
account for the differences shown by individuals and may be viewed as a

mechanism by which individuals solve reasoning tasks.

12. DUNCAN, (1987); RASMUSSEN, (1987); REASON, (1987) suggest that humans
have developed reasoning strategies that attempt to match current problems with
previous solutions. These stored solutions may be viewed as a set of personalised
representations. The appropriateness of those representations are dependent upon
the point-of-view of the individual and the role-requirements ot the problem-solution
environment. In this context, a problem-solution environment consists of the

problem inputs and the solution outputs with the transtormation in-between. This



represents a holistic view of the problem-solution domain. For example, this view
may be a closed world, deterministic problem-solution domain, in which the
appropriateness of the solution outputs can be defined by comparison with the
problem inputs. It could also be an open world, non deterministic problem-solution
domain, in which case a comparison may not be possible. In each case, the role-
requirements will differ. In a closed deterministic problem-solution domain, the
role-requirements may be defined by the need for a correct solution and the means
for checking on the correctness of that solution. However, in an open problem-

solution domain, the role-requirements may be defined by the degree of acceptable
uncertainty in the solution outputs.

13. These role-requirements may help the individual in deciding ~ave they or
have they not [REASON, 1987] come across this particular problem before. For
example, conclusions could be compared with previous conclusions derived from
similar inferences. This would help the human subject when choosing if a
conclusion is believable, or unbelievable. If from a [PETROLEUM ENGINEERING]
point-of-view, the individual recognizes particular role-requirements of problem-
solution environment, then this may aid the individual in determine if they have a
pre-formed corrective solution available. However, it is worth noting, that although
problems may be the same, individuals rarely are. Consequently, individuals may
have differing points-of-view, they may recognize differing role-requirements of the
problem-solution environment and therefore the re-called solution may also differ.
For example, a [PETROLEUM ENGINEERING] solution will be defined by a
[PETROLEUM ENGINEERING] point-of-view. An [RESERVOIR ENGINEERING] solution
will be defined by a [RESERVOIR ENGINEERING] point-of-view. Consequently, the
[PETROLEUM ENGINEERING] solution may not be the same as the [RESERVOIR
ENGINEERING] solution.

14. These personalised representations could act as an operational definition of
the task under consideration. For example as ROUSE & MORRIS state (when talking
about mental models) such representations must include “knowledge about the
system to be controlled, knowledge about the properties of disturbances likely to act
on the system, and knowledge about the criteria, strategies, and so forth associated
with the control task” [ROUSE & MORRIS, 1986]. Individuals will “use their
knowledge of the language and their general knowledge to understand the premises;
they construct an internal model of the state of affairs that the premises describe”
[JOHNSON-LAIRD & BYRNE, 1991]. When “interacting with the environment, with
others and with the artefacts of technology, people form internal, mental models of
themselves and of the things with which they are interacting” [NORMAN, 1983] and
that, “these models provide a predictive and explanatory power for understanding
the interaction” [NORMAN, 1983]. This construction will have to be consistent with



the individuals understanding of the role-requirements of problem-solution
environment, in which personalised representations are used for explaining
observed events, predicting future events and determining appropriate actions to
alter those events. However, while this hypothesis presents a reasonable
understanding of the human reasoning processes, how do human subjects develop

and modify their strategies? What factors constrain the development and

modification?

15. BRECHTEL [1990] has argued that solving problems and the way in which
the problem solving task is performed, appear to be dependent upon the nature of
the problem and the way in which the individual understands the problem. He
states that the “perspective which characterises people and the information they
have about their environment plays a critical role for those developing any internal
processing”. Hence, the selection of an appropriate strategy may be constrained by
the task that the human subject needs to perform. So how do individuals select the
most appropriate reasoning strategy? It has been previously suggested by REASON
[1987], that individuals confront a task by deciding have they, or have they not come
across this particular problem before. If a particular problem is recognized, then
the individual will determine if they have a pre-formed problem-solution pattern
available. However, there may not be an available match or the match may be only
partial. In this situation the individual (in an attempt to generate a solution), may
modify an internal representation of the problem. This modification may reflect a
more abstract representation of the problem-solution environment. DUNCAN [1987]
believes that this decision to generate a more abstract form of the problem-solution
pattern depends upon a complex interaction between uncertainty and stress. For
example, the failure of successive attempts at a problem solution, will increase the
stress levels and hence this interaction. This in turn, will trigger the focus of the
problem-solution response to become more abstract. Consequently, the generation
of an appropriate strategy may be constrained by the problem-solution
environment, the role-requirements of that environment and the point-of-view of

the individual. Such a strategy represents the individuals understanding of the

problem-solution environment.

UNDERSTANDING THE PROBLEM-SOLUTION ENVIRONMENT

1.3

16. Understanding may be described as a highly developed repertory of
pattern-oriented representations [REASON, 1987] of the problem-solution
environment. Experts (when reasoning at the knowledge-based level), have been
shown to develop conceptually abstract models of the task that confronts them

[RASMUSSEN, 1987]. These representations allow experts to encode new information
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quickly and completely. For example, research [DREYFUS & DREYFUS, 1986] has
demonstrated that expert chess players were able to recall clusters of information,
that represented entire attack or defence configurations. BRECHTEL [1990] has
argued that “if Dreyfus and Dreyfus are right, pattern recognition may figure in even
what seemed to be exemplars of high-level reasoning tasks”. Consequently,
reasoning, problem-solving and decision-making, may be dependent upon the
individual discriminating between a selection of retrieved conceptual patterns and
recognizing “a situation as being like certain previous ones and responding to it in
similar ways” [BRECHTEL, 1990]. However, this discrimination and recognition
process may place a heavy burden upon the capacity of the working memory. It is
possible therefore, that tasks may be pattern-limited, that is, tasks may have a

limited range of available patterns, or (given the limitations of the working

memory), a limited range of feasible patterns.

17. Research by BREHMER [1986] & TVERSKY & KAHNEMAN [1986] into
decision-making demonstrates that irrespective of how individuals cope with
familiar problems, tasks or situations, performance will begin to deteriorate once
the repertoires of patterns and models are exhausted by the demands of problem.
One explanation of this stems from “that of generalisation from experience” [EVANS,
1989]. For example, EVANS [1989] suggests that “a young child whose experience
has been largely confined to cats might well over-generalise and classify the first dog
it sees as a cat”. Hence “this false deduction implies possession of an incorrect rule
which is consequently revised” [EEVANS, 1989]. TVERSKY & KAHNEMAN [1986] have
suggested that individuals rely on heuristics or rules of thumb because of the
limited cognitive processing capacity of human subjects. As TVERSKY & KAHNEMAN
state, “these heuristics are highly economical and usually effective, but they lead to
systematic and predictable errors” TVERSKY & KAHNEMAN [1986]. Further, “a better
understanding of these heuristics and of the biases to which they can lead could
improve judgements and decisions in situations of uncertainty” [TVERSKY &
KAHNEMAN, 1986]. This argument is continued by BREHMER [1986], who suggested
that the reason why individuals have difficulty with uncertainty is, “¢hat they lack
the necessary basic schemata to help them understand and use the information
provided by their experience”. He goes on to state that “if we do not learn from

experience, this is largely because experience often gives us very little information to
learn from” [BREHMER, 1986].

18. For example, when solving well-structured exercises, the expertise consists
in identifying the correct procedure to obtain a solution and then applying it. The
procedure may be learned by experience or instruction. The procedure is known to

provide a correct solution and provides the means of checking on the correctness of
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the solution. However, when problems are solved or decisions are made under
uncertainty, the correct procedure remains unknown and unclear. There is no
definitive way of evaluating the effectiveness of the modified model on the outcome
of the task. Therefore, the degree of model manipulation remains unknown and
unclear. Consequently, the amount of manipulation may be too little or too much,
resulting in under or over estimations of the problem solution. CAMERER &
JOHNSON, [1991]; indicated that expert decision making under uncertainty may be
influenced by their attention to different variables within the model. While REASON
has suggested that, “accuracy of reasoning performance is a consequence of whether
the problem solver’s attention is directed to the logically important rather than to the
psychologically salient aspects of the problem” [REASON, 1987].

19. Gaven that some domain specific information may be uncertain, then how
can individuals use that information to represent the properties of the problem-
solution environment. If the degree of representation becomes more abstract, at
what basic abstract level will the human subject acquire the most relevant
information? How is this level designated? When BRECHTEL [1990], argues that
how we categories objects (or items), will eritically influence how we reason about
them, 1t will also influence how we develop and modify our conceptual patterns.
Hence, any generated explanations (and therefore solutions) can be dependent upon

the nature of the task representation.

1.4

THE NATURE OF THE TASK REPRESENTATION

20. As RUMELHART & NORMAN [1985] state “the problem of representation is
one of determining a mapping between the concepts and relations of the represented
world and the concepts and relations of the representing world”. They have
suggested that this problem has resolved itself into a debate “over the distinctions
between representational formats: propositional versus analogical, continuous

versus discrete, and declarative versus procedural”. The nature of the declarative
and procedural representations will be discussed in more detail in Chapter 4, but in
essence this controversy “really reflect differences in the accessibility of the
information to the interpretative structures” [RUMELHART & NORMAN, 1985]. Some
of the issues of the propositional versus analogical controversy have been discussed
above. In this respect a distinction can be drawn between “formal statements that
reflect the represented world, either in the form of networks, schema-based structures,
or logical formulae”, and those representation formats that attempt “a direct
mapping between the characteristic of the represented world of primary importance

and the represented world” [RUMELHART & NORMAN, 1985]. However this

distinction may be meaningless since the very nature of a representational format
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1s “to capture the essence of the represented world” and is therefore analogous of that
world [RUMELHART & NORMAN, 1985]. The following will concentrate on the

discrete versus continuous controversy.

21. 'THE SHORTER OXFORD ENGLISH DICTIONARY defines representation as, “the
action of presenting to the mind or imagination; an idea thus presented; a clearly
conceived idea or concept”. PALMER states that a “representation is something that
stands for something else” [PALMER, 1978]. In this context, a representation may be
viewed as an implied agreement, or understanding between an object and a related
but separate object that represents it. These have previously been termed
represented and representing worlds. However, in this thesis, they shall be referred
to as the external problem-solution environment and the internal conceptual
pattern respectively. In which the conceptual pattern reflects (or symbolizes) some
aspect of the problem-solution environment. PALMER suggests that, “the nature of
representation is that there exists a correspondence (mapping) from objects in the
represented world to objects in the representing world, such that at least some

relations in the represented world are structurally preserved in the representing
world” [PALMER, 1978].

22. For example, let a relationship Rg, symbolize an information set of a

problem-solution environment.

Rr ={xp,yg} In which xg and ygr are external information.

23. The representational mapping would therefore require a corresponding

relationship Ry. Where Ry symbolizes the information set of the conceptual pattern.

Furthermore, there must also exist a corresponding agreement between R and Ry,

such that R; may represent Rg.

R;={xy, y;} In which x| and y | are internal information.

24. Therefore, “world X, is a representation of another world, Y, if at least some

of the relations for objects of X are preserved by relations for corresponding objects of

Y” [PALMER, 1978]. However, while in this example the internal conceptual pattern

conforms to the external object, there may be times in which representations can
differ. One way to account for human inconsistencies and the consequences of such

inconsistencies (the generation of errors), is that the information remains the same,

but the representations differ. Therefore, conceptual patterns may differ in the

representations that they represent. This may be defined as the difference between

specified and realized representations. If a problem-solution environment specifies
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particular information, then the conceptual pattern could either realize different
relationships of the problem-solution environment, or realize the same relationships
in different ways. Therefore, if each representation realizes different relationships
of the same specified information, then each conceptual pattern would not be able to
provide the same answer to the same question. PALMER [1978] suggested that one
way to account for the differences between specified and realized representations
will rely on the notion of qualitative differences. Some aspects of the problem-
solution environment may be symbolically different in each representation.
However, these representational differences may also be a result of a conceptual
pattern only storing some of the problem-solution information. For example, let

some problem-solution environment be specified as, [PALMER, 1978]

Rg = {xp, yp} {relative mass of object, relative gravity }.

25. During the representational transformation phase, two conceptual patterns
are realized. Which are,

Ri' ={xy} {relative mass of object } and

R12 = {yy} ({relative gravity }.

26. Consequently, the differences in these representations, would make it
impossible to answer (is it heavier than) questions much less (how heavy is it)

questions about particular objects.

27. Representations may not have similar values of categorization. For
example, in one, mass may be categorized into a big and small value hierarchy. In
another internal representation, mass could be categorized into an infinite number
of values. These representations are non-equivalent. Similar questions will provide
different answers. For example, objects classified as having either a big weight, or
small weight, when using the two-valued representation, will be classified as having

different weight categories when using the infinite value representation. (Unless,

the two objects are 1dentical.)

28. Representations may not have similar types of categorization and may not
contain information sets that correspond to the same information sets in the
problem-solution environment. For example, road maps may have different types of
categorization representing the same road type or city size [PALMER, 1978]. In one
map, the cities may be represented by dots of differing sizes. In this map the larger
the city the larger the dot. However in another map, the city size is symbolized by
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different colours. Unless a key indicates a size-to-colour relationship, then all the
information that this map can provide is when city sizes are similar and when they

are different. Without the key the two maps are not equivalent. For the

representations to be compatible, then the number of representational levels and

the categorization of these levels must be similar.

29. Representations may not be numerical. For example, representations could
be classed as concept’s, theories and knowledge. While numerical representations
maybe able to confer meaning to similar concepts, how will non-numeric
representations perform the same task? Human subjects must be able to identify
the mutual and reciprocal relationships of non-numerical transformations and
thereby assign a meaning value to these concepts, theories and knowledge. Note, 1t
cannot be assumed that similar concepts will result in similar representations. In
Chapter 2, the manner of this categorization, the way in which individuals assign
meaning and the implications this may have on the representation of knowledge
will be discussed. For the moment, it is accepted that representational methods
may differ and it 1s assumed that any reflections of the problem-solution

environment that they represent will remain the same. Consider the following
conditional example [PALMER, 1978].

CONDITION 1: ASYMMETRY.

If object x is larger than object y, then y cannot be larger than x. Therefore in this
representation, the IS LARGER than relationship may be logically defined as
ASYMMETRIC, that is the relationship only holds for one way.

CONDITION 2. TRANSITIVITY.
If object x is larger than object y, and vy is larger than z, then x is larger than z. In
this representation, the IS LARGER than relationship may be logically defined as
TRANSITIVE. Such that if the relationship holds between the first element and the
second element, and between the second element and the third element, it also holds

between the first and third elements.

30. PALMER [1978] has suggested that these asymmetric and transitivity
relationships are constraints of the internal model. For example, if the {is larger
than} relationship is represented by two relationships, then both relationships will
need to be asymmetric and transitive. The {is larger than} relationship may be
replaced by a {is longer than} relationship. If the internal model’s information set
represents a {is longer than} relationship for object [x] and object [y], then [y] cannot
be longer than [x]. Let the information set now represent a {is longer than}
relationship for objects [x] [y] and [z]. If [x] {is longer than} [y] and [y] {is longer
than} [z], then the internal model must also represent the conclusion that [x] {is
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longer than} [z]. Therefore, this new {is longer than} relationship could also be
considered to be both asymmetric (CONDITION 1) and transitive (CONDITION 2). This
method of knowledge storage (or intrinsic representation) allows the stored
information set to be categorized as belonging to the essential nature of the concept

being represented.

3l. PALMER [1978] has extended this hypothesis by suggesting that in a
different model a {is connected to} relationship now represents the {is larger than}
relationship. Consequently, [x] {is connected to} [y] will now allow [y] to be or not to
be connected to [x]. Previously, the {is larger than} relationship is deterministic and
[x] {is larger than} [y], could be measured, evaluated and analysed. However, as
PALMER [1978] argues, just because [x] {is connected to} [y], does not mean that [y]
{is connected to} [x]. Similarly, if [x] {is connected to} [y] and [y] {is connected to} [z]
then [x] might or might not be connected to [z]. This connectivity “is not necessartly
either asymmetric or transitive, although it is possible for it to be either or both”
[PALMER, 1978]. Further, he suggests that “asymmetry and transitive can be
literally imposed on it by requiring that it preserves the structure of its represented
relation”. To ensure that both asymmetry and transitivity are imposed, then any
representation must reflect the total knowledge structure of the problem-solution
environment. According to PALMER [1978] the internal representation “cannot be
dissociated from the operators that define the information it contains”, and “once the
information content has been discovered, it must be related back to the world it
represents”. In this respect “the most important point of a representation is that it
allows us to reach conclusions about the thing being represented by looking only at
the representing world” [RUMELHART & NORMAN, 1985]. From this it could be
surmised that the representation can only be considered complete, if and only if, the
constraints of the conceptual pattern are a reflection of similar constraints of the
problem-solution environment. For example, if there exists a relationship [x] {is
connected to} [y] and this relationship is constrained by the relationship [y] {is
connected by} [x], then the conceptual pattern must also reflect these constraints.
Consequently, the conceptual pattern can easily answer any connected-to and
connected-by questions. How will these constraints be imposed? To address this

issue, in the next section consideration will given to the nature of the relationship

between the external world and the internal model.

1.4.1. THE EXTERNAL OBJECT & THE INTERNAL MODEL

32. A theory is essentially an abstract description of principles offered to

explain a phenomenon. A model 1s a concrete embodiment of a theory. The

relationship a model holds with the theory must satisfy specific assumptions of that
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theory. In this respect, the internal model is a representation of the external object
and the cognitive model is in turn a representation of that internal model. Thus the
cognitive model is a representation of a representation of the external object. Both
the internal model and the cognitive model are representations of the same external
object. As RUMELHART & NORMAN [1985] state “in studying representational
systems, it 1s important to realise that there are several different pairs of representing
and represented worlds, and that our theories of representation are in actuality
representations of a representation: that is representations of the mental activity that
in turn 1s a representation of the environment”. Therefore, what sort of equivalence
can be achieved between the internal model and the hypothetical cognitive model of
that model? This equivalence must be at a level of abstraction that is appropriate

and this appropriateness must be of such a level, so that the cognitive theory can
simultaneously describe both the internal and cognitive models.

33. It 1s suggested that the development of appropriate theory of
representation will have to address the nature of the correspondence between the
object meaning of the external object, the represented meaning of the internal model
and the represented meaning of the cognitive model. Where does this
correspondence exist? Does it exist in language or does it exist in human thought?
Furthermore, how does this correspondence become known? How do individuals
come to know the correspondence shared by all [MOTORCYCLES]? For example, to
grasp a concept such as [MOTORCYCLE], is 1t necessary to have some knowledge
about individual [MOTORCYCLES]? Is it necessary to understand the concept
[MOTORCYCLES] to recognize that individual [MOTORCYCLES] all share something?
This has been previously defined as the learning paradox. Note, this paradox 1s not
new, 1n 1ts earliest form 1t was considered by PLATO 1n his dialogue The Meno [DAY,
1993]. For PLATO [DAY, 19931, the learning paradox arises from the situation, in
which to learn something new, a human subject must already know something old.
However, how 1s this something old related to the something new. For example, let
something old be [x] and something new be lyl. If [x] and [y] are identical, then an
individual knows what they need to know about [x] to understand [y], since [x] and
[y] are identical. If [x] and [y] are different, then an individual does not know what
they need to know about [x] to understand [y], since they do not know what [y] is.
PLATO [DAY, 1993] gets around this paradox by simply suggesting that human
subjects are able to grasp the structure of more complex objects then they presently
know, since they have buried within their minds remembrances of past lives that
have not been washed down, what PLATO terms the river of forgetfulness. It would
appear that individuals are able to grasp these complex structures because we
begin to remember our past lives. This theory of recovery has been embraced (in a

modified form) by people such as CHOMSKY [1967,1968] and FODOR [1981, 1990]
when they talk about a public and private language and the language of thought
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respectively. However, while they are able to explain the use of this sub-language
by individuals, they have to yet adequately define where this sub-language comes
from. FODOR [1981, 1990] looks upon this sub-language as an innate quality that
we have and which is universal to all human subjects irrespective of creed, colour or
religion. However, if individuals use their private language of thought to grasp the
structure of more complex objects that they already know, then their private
language of thought must be a conceptual richer language than their public
language of actions. How might this be so? This may be a function of the social and
cultural aspects of knowledge growth. In other words a social and cultural
construct [BANNISTER & FARNSELLA, 1971] forms a link between the knowledge in
the environment and the knowledge in the mind. Therefore, an attempt to solve
this paradox may be made by considering the social and cultural mechanism of

knowledge acquisition (or learning). This will be considered in more detail in
Chapter 2.

34. In this respect, the hypothesized conceptual patterns may be said to form a
connection between the knowledge of the problem-solution environment and the
individual. This connection should reflect the (1) situation deseription
(categorization process); (11) situation format (classification process); (111) situation
function (operational process) and; (iv) situation status (condition process) of that
environment. This connection should be consistent with individuals understanding
of the premises, context and content and should reflect relevant and appropriate
information about the problem-solution environment. This consistency may be
viewed as a relationship between the knowledge 1n the environment and the
knowledge in the individual. In this respect, knowledge as represented by a
conceptual pattern involves a dynamic interaction between<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>