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#### Abstract

We investigate the simple harmonic oscillator in a 1-d box, and the 2 -d isotropic harmonic oscillator problem in a circular cavity with perfectly reflecting boundary conditions. The energy spectrum has been calculated as a function of the self-adjoint extension parameter. For sufficiently negative values of the self-adjoint extension parameter, there are bound states localized at the wall of the box or the cavity that resonate with the standard bound states of the simple harmonic oscillator or the isotropic oscillator. A free particle in a circular cavity has been studied for the sake of comparison. This work represents an application of the recent generalization of the Heisenberg uncertainty relation related to the theory of self-adjoint extensions in a finite volume.


## 1 Introduction

Studying quantum systems confined to a finite volume is not a new problem. There is a collection of articles studying this subject [1-13]. These articles cover especially the hydrogen atom in a finite volume. In addition, there are articles that cover the isotropic harmonic oscillator in a finite volume [14-21]. Studying the isotopic harmonic oscillator energy spectrum in confinement falls in line with contemporary applications in the areas of mesoscopic scale semiconductor structures like quantum dots containing one to a few electrons. The isotropic harmonic oscillator has been used as a model to study the molecular vibration spectrum in solids, and the magnetic properties of an electron gas confined in a semiconductor structure [20, 22]. In all the previous studies of this problem, it was assumed that the wave function vanishes at the boundaries. This condition is known as the Dirichlet boundary condition.
In a previous paper [23], we studied the problem of a particle in a box not by assuming that the wave function necessarily vanishes at the boundaries, but by assuming that there is no probability leaking outside the box. This means that the probability density at the boundaries is not necessarily zero. This is consistent with the classical intuition of a ball bouncing off a perfectly reflecting wall. The condition at the boundaries is dictated by demanding that the Hamiltonian is self-adjoint. This boundary condition is known as a Robin boundary condition. The results of [23, 24] were applied to the free particle and the hydrogen atom in 3 -d in our previous article [25]. In this work, we study the free particle in a circular cavity in $2-\mathrm{d}$, the simple harmonic oscillator in 1-d, and the isotropic harmonic oscillator in 2-d by using the general Robin boundary condition.
The totally reflecting boundaries could have an infinite number of features, because there is an infinite number of potentials at the wall that can make the wall totally reflective. The feature of a boundary influences the energy spectrum, and this influence can be described elegantly by a self-adjoint extension parameter [23]. One of the motivations for this article is to understand the relation between the energy spectrum of the simple harmonic oscillator in a 1-d box, and a 2-d isotropic oscillator in a circular cavity and the value of the self-adjoint extension parameter. The free particle in 2-d is studied for the sake of comparison with the 2-d isotropic harmonic oscillator.

Now consider a self-adjoint extension parameter $\gamma(\vec{x})$ that specifies the physical properties of the reflecting wall [23]. The corresponding general Robin boundary condition takes the form

$$
\begin{equation*}
\gamma(\vec{x}) \Psi(\vec{x})+\vec{n}(\vec{x}) \cdot \vec{\nabla} \Psi(\vec{x})=0, \quad \vec{x} \in \partial \Omega, \tag{1.1}
\end{equation*}
$$

where $\partial \Omega$ is the boundary of a spatial region $\Omega$, and $\vec{n}(\vec{x})$ is the unit-vector normal to the surface. In the textbook case one sets $\gamma(\vec{x})=\infty$, which implies that the wave function $\Psi(\vec{x})$ vanishes at the boundary. However, this is not necessarily the case
because eq.(1.1) always guarantees that

$$
\begin{equation*}
\vec{n}(\vec{x}) \cdot \vec{j}(\vec{x})=0, \quad \vec{x} \in \partial \Omega, \tag{1.2}
\end{equation*}
$$

where the current density $j(\vec{x})$ is defined by the following equation

$$
\begin{equation*}
\vec{j}(\vec{x}, t)=\frac{1}{2 M i}\left[\Psi(\vec{x}, t)^{*} \vec{\nabla} \Psi(\vec{x}, t)-\vec{\nabla} \Psi(\vec{x}, t)^{*} \Psi(\vec{x}, t)\right] . \tag{1.3}
\end{equation*}
$$

Eq.(1.2) ensures that the component of $\vec{j}(\vec{x})$ normal to the surface vanishes. Hence, together with the continuity equation

$$
\begin{equation*}
\partial_{t} \rho(\vec{x}, t)+\vec{\nabla} \cdot \vec{j}(\vec{x}, t)=0, \quad \rho(\vec{x}, t)=|\Psi(\vec{x}, t)|^{2}, \tag{1.4}
\end{equation*}
$$

the boundary condition eq.(1.1) ensures probability conservation. This is the key feature that guarantees the self-adjointness (rather than just the Hermiticity) of the Hamiltonian

$$
\begin{equation*}
H=\frac{\vec{p}^{2}}{2 M}+V(\vec{x})=-\frac{1}{2 M} \Delta+V(\vec{x}) \tag{1.5}
\end{equation*}
$$

To understand the delicate issue of Hermiticity versus self-adjointness, let us first consider

$$
\begin{align*}
\langle\chi| H|\Psi\rangle & =\int_{\Omega} d^{d} x \chi(\vec{x})^{*}\left[-\frac{1}{2 M} \Delta+V(\vec{x})\right] \Psi(\vec{x}) \\
& =\int_{\Omega} d^{d} x\left[\frac{1}{2 M} \vec{\nabla} \chi(\vec{x})^{*} \cdot \vec{\nabla} \Psi(\vec{x})+\chi(\vec{x})^{*} V(\vec{x}) \Psi(\vec{x})\right] \\
& -\frac{1}{2 M} \int_{\partial \Omega} d \vec{n} \cdot \chi(\vec{x})^{*} \vec{\nabla} \Psi(\vec{x}) \\
& =\int_{\Omega} d^{d} x\left\{\left[-\frac{1}{2 M} \Delta+V(\vec{x})\right] \chi(\vec{x})^{*}\right\} \Psi(\vec{x}) \\
& +\frac{1}{2 M} \int_{\partial \Omega} d \vec{n} \cdot\left[\vec{\nabla} \chi(\vec{x})^{*} \Psi(\vec{x})-\chi(\vec{x})^{*} \vec{\nabla} \Psi(\vec{x})\right] \\
& =\langle\Psi| H|\chi\rangle^{*}+\frac{1}{2 M} \int_{\partial \Omega} d \vec{n} \cdot\left[\vec{\nabla} \chi(\vec{x})^{*} \Psi(\vec{x})-\chi(\vec{x})^{*} \vec{\nabla} \Psi(\vec{x})\right] \tag{1.6}
\end{align*}
$$

The Hamiltonian is Hermitian if

$$
\begin{equation*}
\int_{\partial \Omega} d \vec{n} \cdot\left[\vec{\nabla} \chi(\vec{x})^{*} \Psi(\vec{x})-\chi(\vec{x})^{*} \vec{\nabla} \Psi(\vec{x})\right]=0 . \tag{1.7}
\end{equation*}
$$

Using the boundary condition eq.(1.1), the integral in eq.(1.7) reduces to

$$
\begin{equation*}
\int_{\partial \Omega} d^{d-1} x\left[\vec{n}(\vec{x}) \cdot \vec{\nabla} \chi(\vec{x})^{*}+\gamma(\vec{x}) \chi(\vec{x})^{*}\right] \Psi(\vec{x})=0 \tag{1.8}
\end{equation*}
$$

Since $\Psi(\vec{x})$ itself can take arbitrary values at the boundary, the Hermiticity of $H$ requires that

$$
\begin{equation*}
\vec{n}(\vec{x}) \cdot \vec{\nabla} \chi(\vec{x})+\gamma(\vec{x})^{*} \chi(\vec{x})=0 \tag{1.9}
\end{equation*}
$$

For $\gamma(\vec{x}) \in \mathbb{R}$, this is again the boundary condition of eq.(1.1), which ensures that $D\left(H^{\dagger}\right)=D(H)$, such that $H$ is indeed self-adjoint.

## 2 The Energy Spectrum of the Simple Harmonic Oscillator in 1-D Confinement

In 1-d, eq.(1.1) can be written as

$$
\begin{equation*}
\gamma(x) \Psi(x)+\partial_{x} \Psi(x)=0, \quad x= \pm L / 2, \tag{2.1}
\end{equation*}
$$

where $L$ is the size of the finite interval in which the particle is confined. The two real-valued parameters $\gamma(L / 2)$ and $\gamma(-L / 2)$ represent one parameter families of self-adjoint extensions of the Hamiltonian at each of the two ends of the interval $\Omega$. In order not to break parity via the boundary conditions, the following restriction must be taken into consideration [23]

$$
\begin{equation*}
\gamma(L / 2)=-\gamma(-L / 2)=\gamma \in \mathbb{R}, \tag{2.2}
\end{equation*}
$$

such that

$$
\begin{equation*}
\gamma \Psi(L / 2)+\partial_{x} \Psi(L / 2)=0, \quad-\gamma \Psi(-L / 2)+\partial_{x} \Psi(-L / 2)=0 . \tag{2.3}
\end{equation*}
$$

Consider a simple harmonic oscillator with the center of force located at the center of a 1-d box. The Schrödinger equation for a particle in an energy eigenstate state is [26]

$$
\begin{equation*}
E \Psi(x)=-\frac{1}{2 M} \frac{\partial^{2} \Psi(x)}{\partial x^{2}}+\frac{1}{2} k x^{2} \Psi(x), \tag{2.4}
\end{equation*}
$$

where $k$ is Hooke's constant, and $M$ is the mass of the particle. The general solution for the above equation is

$$
\begin{equation*}
\Psi_{\nu}(x)=A D_{\nu}(\sqrt{2} \alpha x)+B D_{\nu}(-\sqrt{2} \alpha x) \tag{2.5}
\end{equation*}
$$

where $D_{\nu}(\sqrt{2} \alpha x)$ is the parabolic cylindrical function [27], $A$ and $B$ are constants, and $\alpha=\sqrt[4]{M k}$. The energy spectrum is given by the following equation.

$$
\begin{equation*}
E=\omega\left(\frac{1}{2}+\nu\right), \quad \omega=\sqrt{\frac{k}{M}}, \tag{2.6}
\end{equation*}
$$

Bear in mind that the value of $\nu$ need not be an integer. We have to remember that in the infinite volume, $\nu$ was put to an integer to ensure that the wave function vanishes at infinities. In fact, for integer $\nu$, the parabolic cylindrical function can be written as [27]

$$
\begin{equation*}
D_{n}(\sqrt{2} x)=2^{-\frac{n}{2}} \exp \left(-\frac{x^{2}}{2}\right) H_{n}(x), \tag{2.7}
\end{equation*}
$$

where $H_{n}(x)$ is the Hermite function that appears in the expression of the simple harmonic oscillator wave function in the infinite volume.
For the wave function in eq.(2.5) to be either an odd or even, $A$ and $B$ must be
restricted. For an even wave function $B=A$, and for an odd wave function $B=-A$. For even states, the wave function is written as

$$
\begin{equation*}
\Psi_{\nu}(x)=A\left(D_{\nu}(\sqrt{2} \alpha x)+D_{\nu}(-\sqrt{2} \alpha x)\right) \tag{2.8}
\end{equation*}
$$

By substituting eq.(2.8) in the boundary condition of eq.(2.1), we get the transcendental equation that determines the spectrum for this case, which is

$$
\begin{equation*}
\left(\frac{L \alpha^{2}}{2}+\gamma\right)\left(D_{\nu}\left(-\frac{L \alpha}{\sqrt{2}}\right)+D_{\nu}\left(\frac{L \alpha}{\sqrt{2}}\right)\right)+\sqrt{2} \alpha\left(D_{\nu+1}\left(-\frac{L \alpha}{\sqrt{2}}\right)-D_{\nu+1}\left(\frac{L \alpha}{\sqrt{2}}\right)\right)=0 \tag{2.9}
\end{equation*}
$$

For odd states, the wave function is written as

$$
\begin{equation*}
\Psi_{\nu}(x)=A\left(D_{\nu}(\sqrt{2} \alpha x)-D_{\nu}(-\sqrt{2} \alpha x)\right) \tag{2.10}
\end{equation*}
$$

By substituting eq.(2.10) in the boundary condition of eq.(2.1), we get

$$
\begin{equation*}
\left(\frac{L \alpha^{2}}{2}+\gamma\right)\left(-D_{\nu}\left(-\frac{L \alpha}{\sqrt{2}}\right)+D_{\nu}\left(\frac{L \alpha}{\sqrt{2}}\right)\right)+\sqrt{2} \alpha\left(D_{\nu+1}\left(-\frac{L \alpha}{\sqrt{2}}\right)+D_{\nu+1}\left(\frac{L \alpha}{\sqrt{2}}\right)\right)=0 \tag{2.11}
\end{equation*}
$$



Figure 1: Top: Spectrum of the simple harmonic oscillator with even wave functions in a 1-d box of width $L=5 \alpha^{-1}$ with general Robin boundary conditions as a function of the self-adjoint extension parameter $\gamma$, rescaled to $\arctan (\gamma L / 2)$. The energy is given in units of $\omega$. The dotted lines represent the spectrum for $\gamma=\infty$. Bottom: Wave functions of the four lowest even states with $n=0,1,2$, and 3 for $\gamma=\infty, 0,-2 / L$, and $-\infty$.


Figure 2: Top: Spectrum of the simple harmonic oscillator with odd wave functions in a 1-d box of width $L=5 \alpha^{-1}$ with general Robin boundary conditions as a function of the self-adjoint extension parameter $\gamma$, rescaled to $\arctan (\gamma L / 2)$. The energy is given in units of $\omega$. The dotted lines represent the spectrum for $\gamma=\infty$. Bottom: Wave functions of the four lowest odd states with $n=0,1,2$, and 3 for $\gamma=\infty, 0,-2 / L$, and $-\infty$.

For even states, the energy spectrum as a function of the self-adjoint extension parameter $\gamma$ and the corresponding wave functions of the states with $n=0,1,2$, and 3 are illustrated in figure 1. For odd states, analogous results are shown in figure 2. In both of these figures at the top, we notice avoided level crossings, which correspond to simple harmonic oscillator states that resonate with states localized at the walls due to the introduction of the Robin boundary condition. Figure 3
magnifies the resonance effect by reducing the width of the box to $L=1.25 \alpha^{-1}$. The avoided level crossing is more obvious between the ground state and the first


Figure 3: Top: Avoided level crossing between the lowest two states for even wave functions of the simple harmonic operator centered in a 1-d box of width $L=1.25 \alpha^{-1}$ indicating a cavity resonance. The energy is given in units of $\omega$. Bottom: Wave functions of the two states for $\gamma=-0.04 \alpha$, which are localized both near the center and at the walls of the box.
excited state. The corresponding wave functions are illustrated at the bottom of figure 3. It is obvious from the bottom of figure 3 that a cavity resonance occurs for a negative value of $\nu$, which corresponds to a certain value of $\gamma$. By using numerical methods, and calculating the values of $\gamma$ for which the wave function shows a similar shape as the one at the bottom of figure 3 , for different box sizes we obtain table 1 for even states.

| $L$ | $\gamma$ | $\nu$ | $E$ |
| :---: | :---: | :---: | :---: |
| 8 | -3.7288 | -0.0014 | 0.49858 |
| 7 | -3.1715 | -0.00795 | 0.49205 |
| 6 | -2.5657 | -0.0334 | 0.4666 |
| 5 | -1.8735 | -0.0962 | 0.4038 |
| 4 | -1.1366 | -0.1985 | 0.3015 |
| 3 | -0.5349 | -0.3192 | 0.1808 |
| 2 | -0.1641 | -0.4168 | 0.0832 |
| 1 | -0.0206 | -0.4790 | 0.021 |

Table 1: From the left: $L$ is the width of the box in units of $\alpha^{-1}, \gamma$ is in units of $\alpha$, $\nu$ is the main quantum number, and $E$ to the right is the resonance energy for the ground state in units of $\omega$.

## 3 Free Particle in a Circular Cavity with General Reflecting Boundaries

To put the problem of the oscillator in good perspective, we consider first the problem of a free particle in a circular cavity with general reflecting boundary conditions specified by the self-adjoint extension parameter $\gamma \in \mathbb{R}$.

### 3.1 Energy spectrum

The Hamiltonian of a free particle of mass $M$ is,

$$
\begin{equation*}
H=-\frac{1}{2 M} \Delta=-\frac{1}{2 M}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}-\frac{L^{2}}{r^{2}}\right) \tag{3.1}
\end{equation*}
$$

with angular momentum $L_{z}$ in a circular cavity of radius $R$. As usual, the wave function can be factorized as

$$
\begin{equation*}
\Psi(\vec{x})=\psi_{\nu m}(r) \exp (i m \varphi), \quad m=0, \pm 1, \pm 2, \ldots \tag{3.2}
\end{equation*}
$$

where the angular dependence is described by the function $\exp (\operatorname{im\varphi })$, and the radial wave function $\psi_{\nu m}(r)$ satisfies the following relation

$$
\begin{equation*}
-\frac{1}{2 M}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}-\frac{m^{2}}{r^{2}}\right) \psi_{\nu m}(r)=E \psi_{k m}(r), \quad E=\frac{k^{2}}{2 M} . \tag{3.3}
\end{equation*}
$$

For positive energy, there are two linearly independent solutions to the above differential equation. Only one is finite at the origin. It takes the form

$$
\begin{equation*}
\psi_{k l}=A J_{|m|}(k r), \tag{3.4}
\end{equation*}
$$

where $J$ is the $J$-Bessel function. For a spherical cavity, the most general perfectly reflecting boundary condition of eq.(1.1) takes the form

$$
\begin{equation*}
\gamma \psi_{k m}(R)+\partial_{r} \psi_{k m}(R)=0, \tag{3.5}
\end{equation*}
$$

The energy spectrum is thus determined from

$$
\begin{equation*}
\gamma J_{|m|}(k R)+\partial_{r} J_{|m|}(k R)=\left(\gamma-\frac{|m|}{R}\right) J_{|m|}(k R)+k J_{|m|-1}(k R)=0, \tag{3.6}
\end{equation*}
$$

which is a transcendental equation for $k \in \mathbb{R}$. Let us consider $\gamma \rightarrow \infty$. The boundary condition then reduces to the textbook case $\psi(R)=0$. The corresponding energies are then given by the roots of the $J$-Bessel function, i.e.

$$
\begin{equation*}
J_{|m|}(k R)=0 . \tag{3.7}
\end{equation*}
$$

Unlike in the $3-\mathrm{d}$ case, in $2-\mathrm{d}$, there are no simple expressions for the energy of a particle for special values of $\gamma$. An interesting case is $\gamma=-|m| / R$. Then, the energy spectrum can be evaluated from the equation

$$
\begin{equation*}
k J_{|m|+1}(k R)=0, \tag{3.8}
\end{equation*}
$$

The above equation is satisfied for zero energy states $(k=0)$. The above equation also tells us that for $k \neq 0$, the energy spectrum for $\gamma=-|m| / R$ is the same as the energy spectrum for the textbook case $(\gamma \rightarrow \infty)$ with angular momentum quantum number $|m|+1$. For example, for the case $m=0$, the energy spectrum for $\gamma=0$ is the same as the energy spectrum for $\gamma \rightarrow \infty$ with $|m|=1$.
Interestingly, for $\gamma<-|m| / R$, there are even negative energy states, although the particle only has kinetic energy. This is a consequence of the general Robin boundary conditions. While they are perfectly reflecting for positive energy states, they may still bind negative energy states to the wall. The negative energy states simply follow by analytic continuation of $k$ to $i k$. For $\gamma \rightarrow-\infty$ there is a bound state for each angular momentum $m$, with the energy

$$
\begin{equation*}
E_{0 m} \rightarrow-\frac{\gamma^{2}}{2 M} \tag{3.9}
\end{equation*}
$$

Analogous results are shown in figure 5 for $|m|=1$.

### 3.2 Generalized Uncertainty Relation

It is counter intuitive to have a free particle with negative energy when it is confined to a circular cavity with general Robin boundary conditions. This apparently contradicts the Heisenberg uncertainty relation, because the necessarily finite uncertainty of the position of a confined particle seems to imply a positive kinetic energy.


Figure 4: Top: Spectrum of $m=0$ states for a free particle in a circular cavity with general boundary conditions as a function of the self-adjoint extension parameter $\gamma$, rescaled to $\arctan (\gamma R)$. The energy is measured in units of $\pi^{2} / 2 M R^{2}$. The dotted lines represent the spectrum for $\gamma=\infty$. Bottom: Wave functions of the four lowest $m=0$ states with $n=0,1,2$, and 3 for $\gamma=\infty, 0,-1 / R$, and $-\infty$.

However, this is not necessarily the case because the standard Heisenberg uncertainty relation was derived for an infinite volume and thus does not apply in a finite cavity. We have derived a generalized uncertainty relation valid in an arbitrarily shaped finite region $\Omega$ with the unit-vector $\vec{n}$ perpendicular to the boundary $\partial \Omega[23]$

$$
\begin{equation*}
2 M E_{n}=\left\langle\vec{p}^{2}\right\rangle \geq\left(\frac{2+\langle\vec{n}\rangle \cdot\langle\vec{x}\rangle-\langle\vec{n} \cdot \vec{x}\rangle}{2 \Delta x}\right)^{2}+\langle\gamma\rangle+\frac{\langle\vec{n}\rangle^{2}}{4} \tag{3.10}
\end{equation*}
$$



Figure 5: Top: Spectrum of $|m|=1$ states for a free particle in a circular cavity with general boundary conditions as a function of the self-adjoint extension parameter $\gamma$, rescaled to $\arctan (\gamma R)$. The energy is measured in units of $\pi^{2} / 2 M R^{2}$. The dotted lines represent the spectrum for $\gamma=\infty$. Bottom: Wave functions of the four lowest $|m|=1$ states with $n=0,1,2$ and 3 for $\gamma=\infty, 0,-1 / R$, and $-\infty$.
where we have defined

$$
\begin{align*}
& \langle\vec{n} \cdot \vec{x}\rangle=\int_{\partial \Omega} d \vec{n} \cdot \vec{x} \rho(\vec{x}) \\
& \langle\gamma\rangle=\int_{\partial \Omega} d s \gamma(\vec{x}) \rho(\vec{x}) \\
& \langle\vec{n}\rangle=\int_{\partial \Omega} d \vec{n} \rho(\vec{x}), \quad \rho(\vec{x})=|\Psi(\vec{x})|^{2} . \tag{3.11}
\end{align*}
$$

Here $d s$ is a length element of the circular cavity. In the infinite volume limit, for localized states (with momentum expectation value $\langle\vec{p}\rangle=0$ ), the probability density vanishes at infinity, and we obtain $\langle\vec{n} \cdot \vec{x}\rangle=0,\langle\gamma\rangle=0$, and $\langle\vec{n}\rangle=0$, such that we recover the usual Heisenberg uncertainty relation in two dimensions

$$
\begin{equation*}
\left\langle\vec{p}^{2}\right\rangle \geq \frac{1}{(\Delta x)^{2}} \Rightarrow \Delta x \Delta p \geq 1 \tag{3.12}
\end{equation*}
$$

For a free particle confined to a circular cavity in an energy eigenstate, we obtain

$$
\begin{equation*}
\langle\vec{n} \cdot \vec{x}\rangle=R\left|\psi_{k m}\right|^{2}, \quad\langle\gamma\rangle=\gamma R\left|\psi_{k m}\right|^{2}, \quad\langle\vec{n}\rangle=0 . \tag{3.13}
\end{equation*}
$$

We are particularly interested in the zero-energy states, i.e. $k \rightarrow 0$, which arise for $\gamma=-|m| / R$. In that case, we obtain

$$
\begin{equation*}
\langle\vec{n} \cdot \vec{x}\rangle=2|m|+2, \quad\langle\gamma\rangle=(2|m|+2) \frac{\gamma}{R}=-\frac{|m|(2|m|+2)}{R^{2}}, \quad \Delta x=R \sqrt{\frac{|m|+1}{|m|+2}} \tag{3.14}
\end{equation*}
$$

Substituting eqs.(3.14) in the generalized uncertainty relation eq.(3.10) gives

$$
\begin{equation*}
0 \geq \frac{1}{R^{2}}\left(\frac{|m|^{2}(|m|+2)}{|m|+1}-2|m|(|m|+1)\right) \tag{3.15}
\end{equation*}
$$

The above inequality is satisfied for all values of $|m|>0$, because

$$
\begin{equation*}
0>-|m|^{2}-2|m|-2 \tag{3.16}
\end{equation*}
$$

For $m=0$ the inequality is saturated. This means that the corresponding wave function, which is constant for $\gamma=0$, represents a minimal uncertainty wave packet in the finite volume. A similar result has been found for a free particle in 3-d [25]

## 4 An Isotropic Harmonic Oscillator in a Circular Cavity with General Reflecting Boundaries

In this section, we consider the problem of an isotropic harmonic oscillator in a circular cavity with general reflecting boundary conditions, where the center of the potential is at the center of the cavity. Again here we specify the self-adjoint extension parameter as $\gamma \in \mathbb{R}$.

### 4.1 Energy spectrum

For the case of the isotropic harmonic oscillator in 2-d, the Hamiltonian takes the following form,

$$
\begin{equation*}
H=-\frac{1}{2 M} \Delta+\frac{1}{2} k r^{2}=-\frac{1}{2 M}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}-\frac{L^{2}}{r^{2}}\right)+\frac{1}{2} k r^{2} . \tag{4.1}
\end{equation*}
$$

The wave function can be factorized into a radial part and an angular part

$$
\begin{equation*}
\Psi(\vec{x})=\psi_{\nu m}(r) \exp (i m \varphi), \tag{4.2}
\end{equation*}
$$

and the radial part of the Schrödinger equation for the Hamiltonian of eq.(4.1) is

$$
\begin{equation*}
\left[-\frac{1}{2 M}\left(\partial_{r}^{2}+\frac{1}{r} \partial_{r}-\frac{m^{2}}{r^{2}}\right)+\frac{1}{2} k r^{2}\right] \psi_{\nu m}(r)=E \psi_{\nu m}(r) . \tag{4.3}
\end{equation*}
$$

In this case, the energy is

$$
\begin{equation*}
E=\omega(\nu+1) . \tag{4.4}
\end{equation*}
$$

Unlike in the infinite volume case, here $\nu$ is not necessarily a positive integer. It can take any negative or positive real value. It is useful to remember that in an infinite volume the energy can be written as $E=\omega\left(2 n_{r}+|m|+1\right)$, where $n_{r}$ is the radial quantum number, which is a positive integer. It is obvious that in an infinite volume, $m$ and $n_{r}$ can take different values corresponding to the same energy level. That is why the the energy levels are degenerate. This degeneracy is removed in general in a finite volume.
By solving eq.(4.3) we get two linearly independent solutions. One of them is discarded because it is infinite at the origin. Accordingly, the solution of eq.(4.3) is

$$
\begin{equation*}
\psi_{\nu m}(r)=A \exp \left(-\frac{\alpha^{2} r^{2}}{2}\right)(\alpha r)^{|m|}{ }_{1} F_{1}\left(\frac{1}{2}(|m|-\nu),|m|+1, \alpha^{2} r^{2}\right), \tag{4.5}
\end{equation*}
$$

where ${ }_{1} F_{1}$ is the confluent hypergeometric function [28].
As before, for a circular cavity with the most general perfectly reflecting boundary condition we have

$$
\begin{equation*}
\gamma \psi_{\nu m}(R)+\partial_{r} \psi_{\nu m}(R)=0, \tag{4.6}
\end{equation*}
$$

By substituting eq.(4.5) in the boundary condition of eq.(4.6), we get the transcendental equation that determines the spectrum in this case. The equation is

$$
\begin{align*}
(1+|m|)\left(R \alpha^{2}-\frac{|m|}{R}-\gamma\right)_{1} \widetilde{F}_{1}\left(\frac{1}{2}(|m|-\nu),|m|+1, R^{2} \alpha^{2}\right) & + \\
R \alpha^{2}(\nu-|m|)_{1} \widetilde{F}_{1}\left(\frac{1}{2}(|m|+2-\nu),|m|+2, R^{2} \alpha^{2}\right) & =0, \tag{4.7}
\end{align*}
$$

where ${ }_{1} \widetilde{F}_{1}$ is the regularized hypergeometric function [27].
The finite volume effects on the energy spectrum are illustrated for the standard Dirichlet boundary condition (with $\gamma=\infty$ ), and for Neumann boundary conditions (with $\gamma=0$ ) in figure 6. In both cases, the accidental degeneracy between states of different angular momentum, which is generated by the Runge-Lenz vector, is removed. It is obvious that, in the case of Dirichlet boundary conditions, all the energies are shifted upward with the decreasing of $R$. On the other hand, the Neumann boundary conditions may lead to a downward shift of the energy for certain values of $R$, and to upward shifts for other values of $R$. The energy spectrum for


Figure 6: Top: Spectrum of the isotropic harmonic oscillator centered in a circular cavity with Dirichlet boundary condition (i.e. $\gamma=\infty$ ) as a function of $1 /(R \alpha)$. The energy is in units of $\omega$. The dotted lines represent the spectrum of the infinite system. Bottom: Spectrum of the isotropic harmonic oscillator centered in a circular cavity with Neumann boundary condition (i.e. $\gamma=0$ ). Here, $s, p, d, f$, and $g$ stand for states with $|m|=0,1,2,3$, and 4 respectively.
$m=0$ as a function of the self-adjoint extension parameter $\gamma$, and the corresponding wave functions of the states with $n=0,1,2,3$ are illustrated in figure 7 . Analogous results are shown in figure 8 for $|m|=1$. The avoided level crossings can be noticed in these figures. It is more clearly visible in the higher energy levels. The reason


Figure 7: Top: Spectrum of the $m=0$ states of the isotropic harmonic oscillator centered in a circular cavity of radius $R=2.5 \alpha^{-1}$ with general boundary conditions as a function of the self-adjoint extension parameter $\gamma$, rescaled to $\arctan (\gamma R)$. The energy is given in units of $\omega$. The dotted lines represent the spectrum for $\gamma=\infty$. Bottom: Wave functions of the four lowest states with $n=0,1,2$, and 3 for $\gamma=$ $\infty, 0,-1 / R$, and $-\infty$.
for that is that the higher the energy, the more likely is it that the particle interacts with the wall, the more likely is it that bound states resonate with states localized at the cavity wall. The fact that resonances in a finite volume manifest themselves as avoided level crossings is familiar from quantum field theory, in particular, lattice field theory [29, 30]. Figure 9 (top) zooms in on an avoided level crossing between a 0 s and a 2 s state in a circular cavity of radius $R=1.25 \alpha^{-1}$. The corresponding


Figure 8: Top: Spectrum of the $|m|=1$ states of the isotropic harmonic oscillator centered in a circular cavity of radius $R=2.5 \alpha^{-1}$ with general boundary conditions as a function of the self-adjoint extension parameter $\gamma$, rescaled to $\arctan (\gamma R)$. The energy is given in units of $\omega$. The dotted lines represent the spectrum for $\gamma=\infty$. Bottom: Wave functions of the four lowest states with $n=0,1,2$ and 3 for $\gamma=$ $\infty, 0,-1 / R$, and $-\infty$.
wave functions are illustrated at the bottom of figure 9 .


Figure 9: Top: Avoided level crossing between 0s and a 2s states for an isotropic harmonic oscillator centered in a circular cavity of radius $R=0.625 \alpha^{-1}$ indicating a cavity resonance. The energy is given in units of $\omega$. Bottom: Wave functions of the two states for $\gamma=-0.0307 \alpha$, which are localized both near the center and at the wall of the cavity.

It is obvious from the bottom of figure 9 that a cavity resonance occurs for a negative value of $\nu$, which corresponds to a certain value of $\gamma$. By using numerical methods, and calculating the values of $\gamma$ when the wave function shows a similar shape as the one in the bottom of figure 9 , for different cavity radii we obtain table 2.

| $R$ | $\gamma$ | $\nu$ | $E$ |
| :---: | :---: | :---: | :---: |
| 4 | -3.4609 | -0.0099 | 0.9901 |
| 3.5 | -2.8662 | -0.0466 | 0.9534 |
| 3 | -2.2280 | -0.1450 | 0.855 |
| 2.5 | -1.5504 | -0.3196 | 0.6804 |
| 2 | -0.8986 | -0.5254 | 0.4746 |
| 1.5 | -0.4070 | -0.7232 | 0.2768 |
| 1 | -0.1240 | -0.8753 | 0.1247 |
| 0.5 | -0.0157 | -0.9688 | 0.0312 |

Table 2: From the left: $R$ is the radius of the circular cavity in units of $\alpha^{-1}, \gamma$ is in units of $\alpha, \nu$ is the main quantum number, and $E$ to the right is the resonance energy in units of $\omega$.

### 4.2 Integer $\nu$ for special values of $R$

For the standard Dirichlet boundary condition (with $\gamma=\infty$ ), there are special values of $R$ that lead to integers value of $\nu$. We will not cover this case here because it was studied in [19]. However, there are special values of $R$ that give integer values of $\nu$ in the case of general Robin boundary conditions. To find these values, consider eq.(4.7). For $\nu=|m|$, the second term in eq.(4.7) vanishes. The confluent hypergeometric function series in the first term terminates. Accordingly, we get the following relation

$$
\begin{equation*}
|m|-R^{2} \alpha^{2}+\gamma R=0 \tag{4.8}
\end{equation*}
$$

The solution for the above equation gives

$$
\begin{equation*}
R=\frac{\gamma+\sqrt{4|m| \alpha^{2}+\gamma^{2}}}{2 \alpha^{2}} \tag{4.9}
\end{equation*}
$$

This means that if the radius of the cavity satisfies eq.(4.9) then there is one energy level with an integer value $\nu=|m|$.
The other possibility is to take $\nu=2+|m|$. In this case, the confluent hypergeometric function in the second term of eq.(4.7) is equal to 1 , while the confluent hypergeometric function series in the first term terminates. This leads to the following relation

$$
\begin{equation*}
-2 R^{2} \alpha^{2}+\left(1+|m|-R^{2} \alpha^{2}\right)\left(|m|-R^{2} \alpha^{2}+R \gamma\right)=0 \tag{4.10}
\end{equation*}
$$

The above equation is an algebraic equation of fourth order in $R$. The solution is available, but the expression is not very illuminating. However, there are cases for special values of $\gamma$ for which the expression for $R$ is representable. For example, when $\gamma=0, R$ takes the following expressions

$$
\begin{equation*}
R=\frac{1}{\alpha \sqrt{2}} \sqrt{3+2|m|+\sqrt{9+8|m|}}, \quad R=\frac{1}{\alpha \sqrt{2}} \sqrt{3+2|m|-\sqrt{9+8|m|}} . \tag{4.11}
\end{equation*}
$$

Another special case that gives a short expression for $R$ is $\gamma=R \alpha^{2}$. For this case, $R$ takes the form

$$
\begin{equation*}
R=\frac{1}{\alpha} \sqrt{\frac{|m|(1+|m|)}{(2+|m|)}} \tag{4.12}
\end{equation*}
$$

Accordingly, if the radius of the cavity obeys eq.(4.10), or the special cases in eq.(4.11), and eq.(4.12), then we have one energy level with integer main quantum number $\nu=|m|+2$.

### 4.3 Self-Adjointness of the Runge-Lenz Vector

For the isotropic harmonic oscillator in 2-d, there are three conserved operators. The three operators are the one-component angular momentum operator, and the two components of the Runge-Lenz vector (technically speaking, it is a tensor). These operators generate an $S U(2)$ symmetry. The components of the Runge-Lenz operator are

$$
\begin{align*}
R_{x} & =\frac{1}{2 M} \cos (2 \varphi) \partial_{r}^{2}-\frac{1}{2 M r^{2}} \cos (2 \varphi) \partial_{\varphi}^{2}+\frac{1}{M r^{2}} \sin (2 \varphi) \partial_{\varphi} \\
& -\frac{1}{2} M \omega^{2} r^{2} \cos (2 \varphi)-\frac{1}{M r} \sin (2 \varphi) \partial_{r} \partial_{\varphi}-\frac{1}{2 M r} \cos (2 \varphi) \partial_{r}, \\
R_{y} & =\frac{1}{2 M} \sin (2 \varphi) \partial_{r}^{2}-\frac{1}{2 M r^{2}} \sin (2 \varphi) \partial_{\varphi}^{2}-\frac{1}{M r^{2}} \cos (2 \varphi) \partial_{\varphi} \\
& -\frac{1}{2} M \omega^{2} r^{2} \sin (2 \varphi)+\frac{1}{M r} \cos (2 \varphi) \partial_{r} \partial_{\varphi}-\frac{1}{2 M r} \sin (2 \varphi) \partial_{r} . \tag{4.13}
\end{align*}
$$

The accidental symmetry leads to additional degeneracies. Consider a state in the infinite volume with quantum number $n$. Taking into account that energy levels have the same value when we replace $m$ with $-m$, an energy level with main quantum number $n$ has an ( $n+2$ )- fold degeneracy for even $n$, and an ( $n+1$ )- fold degeneracy for odd $n$.
In a finite volume, when the isotropic harmonic oscillator potential is centered in the circular cavity, the domain of the Hamiltonian is subject to the condition in eq.(1.1). In order to investigate the symmetry of the system in this case, we must see which operators are still conserved. Let us first take any component of the Runge-Lenz vector acting on the set of wave functions satisfying the condition in eq.(1.1) at $r=R$. When $R_{x}$ in eq.(4.13) acts on any wave function of eq.(4.5) which is in $D(H)$, it transforms it into another function that does not satisfy eq.(1.1). This can be elucidated by the following.

$$
\begin{equation*}
R_{x} \Psi_{\nu l}(r, \varphi)=\Phi_{\nu l}(r, \varphi), \tag{4.14}
\end{equation*}
$$

where $\Psi_{\nu l}(r, \varphi)$ satisfies the conditions in eq.(1.1). The expression for the new wave function $\Phi_{\nu l}(r, \varphi)$ is complicated. However, it can be proved that it does not satisfy the boundary condition in eq.(1.1). Accordingly, the operator $R_{x}$ maps the wave
functions out of the domain of the Hamiltonian $H$. If we say that the components of the Runge-Lenz operator are conserved because they commute with the Hamiltonian

$$
\begin{equation*}
\frac{d R_{x}}{d t}=i\left[H, R_{x}\right]=i\left(H R_{x}-R_{x} H\right)=0 \tag{4.15}
\end{equation*}
$$

then this statement is meaningless in this case, because $R_{x}$ maps the wave functions outside the domain of $H$, and thus $H$ cannot even act on the result. The same argument applies to the $R_{y}$ component. This means that the symmetry associated with the Runge-Lenz vector is broken in this case.
However, this is not the case for the angular momentum, because

$$
\begin{equation*}
\frac{d L_{k}}{d t}=i\left[H, L_{k}\right]=i\left(H L_{k}-L_{k} H\right)=0, \quad k=1,2,3, \tag{4.16}
\end{equation*}
$$

and this statement is still meaningful because

$$
\begin{equation*}
L_{z} \Psi_{n l}(r, \varphi)=\Phi_{n l}(r, \varphi) . \tag{4.17}
\end{equation*}
$$

Here $\Phi_{n l}(r, \varphi)$ still satisfies eq.(1.1), and therefore it is still in $D(H)$. Accordingly, the rotational $S O(2)$ symmetry is still preserved. As a result of this, for a certain energy level with main quantum number $n$, the degeneracy of the two states with $m$ and $-m$ is not removed. The previous argument implies that, in general, an energy level $n$ splits into $(n+2) / 2$ levels for even $n$, and $(n+1) / 2$ for odd $n$ in a finite volume. This can be seen in figure 6 .
Here it is important to mention that in the case of the hydrogen atom in 3-d, two fold application of the operator $R_{+}=R_{x}+i R_{y}$ on the wave function brings it back to $D(H)$, provided that $R=(l+1)(l+2) / 2,[9,12,13]$ which means that, there is an accidental symmetry under such special conditions. However, this is not possible in this case because of the expression of the Runge-Lenz vector given in eqs.(4.13), which contains a double derivative with respect to $r$. This makes it impossible to find a special value for $R$ that is energy-independent, under which $R_{+}^{2}$ returns the wave function into $D(H)$.

## 5 Physical Significance of $\gamma$

The significance of the self adjoint extension parameter $\gamma$ was addressed in [23]. To make the present paper self-contained, the essential arguments are reproduced here.

### 5.1 Constructing a Wall with $\gamma<\infty$

The previous studies of the self-adjoint extension parameter $\gamma$ characterizing a perfectly reflecting wall provoke an important question: whether $\gamma<\infty$ is just a
mathematical curiosity or whether such boundary conditions can be constructed physically. Of course, it is clear that, independent of the value of $\gamma$, a perfectly reflecting wall is always a mathematical idealization. Any real wall will eventually be penetrable if it is hit by a sufficiently energetic particle.

However, $\gamma$ appears as a natural mathematical parameter characterizing a perfectly reflecting wall in the von Neumman theory of self-adjoint extensions. There is no reason to expect that it cannot be physically realized. To show this explicitly, we now construct a wall with an arbitrary value of $\gamma$ as a limit of square-well potentials in 1-d.


Figure 10: A deep and narrow square-well potential $V(x)$ with depth $-V_{0} \rightarrow-\infty$ and width $\epsilon \rightarrow 0$ mimics a boundary with non-standard self-adjoint extension parameter $\gamma<\infty$. The wave function $\Psi(x)$ and its first derivative are continuous at $x=\epsilon$. In the example shown here, $\gamma<0$, such that a bound state is localized at the boundary.

Let us consider the potential illustrated in figure 10 [23], which consists of a perfectly reflecting wall at $x=0$ with the standard textbook value $\gamma=\infty$, and a very narrow and very deep square-well potential of size $\epsilon>0$ and depth $-V_{0}<0$ next to it. As we shown in [23], by sending $V_{0} \rightarrow \infty$, in such a way that

$$
\begin{equation*}
V_{0}=\frac{1}{2 m}\left(\frac{\pi}{2 \epsilon}-\frac{2}{\pi} \gamma\right)^{2} \tag{5.1}
\end{equation*}
$$

One effectively realizes a perfectly reflecting wall with any desirable value of $\gamma$.

### 5.2 Experimental Determination of $\gamma$

It is natural to ask how one can determine the value of $\gamma$ for some perfectly reflecting wall that can be investigated experimentally. In this subsection we discuss two possible approaches. The first one is based on studying the reflection of an incident plane wave on a wall characterizes by a material-specific value of $\gamma[23]$. The second approach is based on measuring $\gamma$ by using the results of this article and [25].
The first approach is explained here in 1-d. However, generalizing the argument to higher dimension is straightforward. For a planar homogeneous perfectly reflecting wall, the material-specific parameter $\gamma$ can be determined from the scattering phase shift $\delta(k)$ of an incident plane wave that propagates perpendicular to the surface. As it was shown in [23], the measurable phase shift is related to $\gamma$ by the following relation

$$
\begin{equation*}
\delta(k)=2 \arctan (k / \gamma)+\pi, \tag{5.2}
\end{equation*}
$$

and hence, one can determine the material-specific self-adjoint extension parameter $\gamma$ experimentally.
Another way to measure $\gamma$ is suggested by the current work and [25], provided that it is possible to confine a molecule or a hydrogen-like atom in a small cavity, such that the center of force is at the center of the cavity, and then study the emission or the absorbtion spectrum of the molecule or the atom in question. Though it seems that locating a molecule or an atom at the center of a cavity is a difficult task, the spectrum it self indicates whether the center of force is at the center of the cavity. If it is not, the rotational symmetry is broken, and the otherwise degenerative energy levels are split. By filtering out the off-center cases, we can compare the spectrum of different materials with theoretical predictions like the ones derived in this article and [25] for the energy versus $\arctan (R \gamma)$. For a cavity with known radius, the energy spectrum depends on the value of $\gamma$. If we are talking about molecular vibrational spectrum that can be


Figure 11: Spectrum of the $m=0$ states of the isotropic harmonic oscillator centered in a circular cavity of radius $R=2.5 \alpha^{-1}$ with general boundary conditions as a function of the self-adjoint extension parameter $\gamma$, rescaled to $\arctan (\gamma R)$. Along the vertical dashed $A$ and $B$ lines, we have placed experimental results for the energy levels of two materials, in a hypothetical experiment.
approximated by the problem of an isotropic harmonic oscillator. Then the experimentally measured spectrum for a certain material must fit the corresponding theoretical spectrum for a certain value of $\gamma$. It is possible that by repeating the same experiment for a different cavity material with the same radius, the measured spectrum fits the theoretical prediction for another value of $\gamma$. In such an experiment, the theory of the self-adjoint extension parameters can be verified. In addition, the characteristic value $\gamma$ for different materials can be measured. In figure 11, a hypothetical experiment is elucidated by showing the measured values of the energy for the $s$-states. For a given material, the values lie on a vertical line with a specific value of $\gamma$.

## 6 Conclusions

A free particle confined to a circular cavity with general perfectly reflecting boundary, characterized by a self-adjoint extension parameter $\gamma$, can have negative energy for negative values of $\gamma$. This is because it can be bound to the wall of the cavity. However, we proved that this does not violate the Heisenberg uncertainty relation when we used the version of this relation in a finite volume. When the isotropic harmonic oscillator is placed in a circular cavity, the degeneracy of the energy levels
associated with the Runge-Lenz vector is removed. On the other hand, the degeneracy associated with the rotational symmetry stays intact. The energy spectrum in our study takes a drastically different form than the one obtained with the standard Dirichlet boundary condition. It is especially characterized by an avoided level crossing when the particle is bound to the wall as well as to the center of force. This leads to a cavity resonance. The resonance energy has been calculated for different values of the cavity radius $R$. The same resonance arises in the case of the simple harmonic oscillator.
The vibrational spectrum of confined molecules in a semiconductor structure can offer a possibility of verifying the influence of the self-adjoint extension parameter on the vibration spectrum, for example, in an absorbtion frequency measurement, one can examine molecules confined to a cylindrical semiconductor structure with known radius and negligible height relative to the radius.
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