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ABSTRACT

The rise in the importance of social media platforms as communication tools has been both a

blessing and a curse. For scientists, they offer an unparalleled opportunity to study human social

networks. However, these platforms have also been used to propagate misinformation and hate

speech with alarming velocity and frequency. The overarching aim of our research is to leverage

the data from social media platforms to create and evaluate a high-fidelity, at-scale computational

simulation of online social behavior which can provide a deep quantitative understanding of adver-

saries’ use of the global information environment. Our hope is that this type of simulation can be

used to predict and understand the spread of misinformation, false narratives, fraudulent financial

pump and dump schemes, and cybersecurity threats. To do this, our research team has created an

agent-based model that can handle a variety of prediction tasks.

This dissertation introduces a set of sampling and deep learning techniques that we developed to

predict specific aspects of the evolution of online social networks that have proven to be chal-

lenging to accurately predict with the agent-based model. First, we compare different strategies

for predicting network evolution with sampled historical data based on community features. We

demonstrate that our community-based model outperforms the global one at predicting population,

user, and content activity, along with network topology over different datasets.

Second, we introduce a deep learning model for burst prediction. Bursts may serve as a signal of

topics that are of growing real-world interest. Since bursts can be caused by exogenous phenomena

and are indicative of burgeoning popularity, leveraging cross-platform social media data is valuable

for predicting bursts within a single social media platform. An LSTM model is proposed in order

to capture the temporal dependencies and associations based upon activity information. These

volume predictions can also serve as a valuable input for our agent-based model.
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Finally, we conduct an exploration of Graph Convolutional Networks to investigate the value of

weak-ties in classifying academic literature with the use of graph convolutional neural networks.

Our experiments look at the results of treating weak-ties as if they were strong-ties to determine

if that assumption improves performance. We also examine how node removal affects predic-

tion accuracy by selecting nodes according to different centrality measures. These experiments

provide insight for which nodes are most important for the performance of targeted graph convo-

lutional networks. Graph Convolutional Networks are important in the social network context as

the sociological and anthropological concept of ’homophily’ allows for the method to use network

associations in assisting the attribute predictions in a social network.
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CHAPTER 1: INTRODUCTION

The proliferation of social media platforms and the increase in their usage has attracted much re-

search attention. Activity on these platforms often mirrors what happens in the real world, making

them a valuable tool for the scientific study of human behavior. Social networks can be extracted

from the data on these platforms; they consist of two types of entities: users and content. In the

traditional WWW, content is the main entity, but on social media platforms users are dominant

first-class entities or are co-equals with content.

These platforms have become important information sharing networks. For instance, Reddit and

Twitter boast millions of monthly users and are among the most visited websites in the US. Ad-

ditionally specialized platforms such as GitHub have been created to support other collaborative

activities such as software engineering. The environment can be used for discussion and shar-

ing and is not limited to software development. As of May 2019, GitHub reports having more

than 30 million users and over 50 million repositories; it is the largest host of source code in the

world. Social networks extracted from these platforms are extremely dynamic, changing over time

in response to external events. Predicting the network dynamics is valuable for a variety of tasks

including advertising, comment moderation, and bot detection. Culivating an in-depth understand-

ing of online social network structure and growth assists with both evaluating the current systems

and designing future social media platforms.

The goal of this research is to contribute to the Computational Simulation of Online Social Be-

havior (SocialSim) project. SocialSim is a challenge started by the Defense Advanced Research

Projects Agency (DARPA) with the goal of engendering a deep quantitative understanding of the

global information environment. Our team has created a large agent-based simulation for model-

ing the spread and evolution of information across multiple social media environments at a global
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scale. Leidos has provided several datasets from multiple social media platforms to be used in this

modeling effort. This dissertation introduces techniques in sampling, time series modeling, and

deep learning that were created to supplement the agent-based simulation.

The work elaborated in this thesis can be divided into three parts. The first part introduces sampling

approaches to simulate a social network; these approaches have lower computational complexity

than other techniques for network modeling. The second part aims for an effective prediction

approach for tracking social network dynamics. Inspired by the recent success of deep neural

networks in a wide range of computing applications combined with the availability of data from

multiple social networks, we propose a sequence learning model to predict the network dynam-

ics. Next, we investigate the usage of Graph Convolution Networks for predicting unknown node

attributes in social networks.

This document is organized into the following parts: (a) discussions of background, data and

related work (b) measurements and metrics; (c) a description of our stochastic sampling technique

for modeling social network dynamics; (d) our LSTM model for predicting cross-platform bursts

of social media activity and (e) an exploration of weak-ties using Simplified Graph Convolutional

Neural Network. In the following, we describe each part in detail.

Background, Data and Related Work

This thesis begins with a brief description of the online social platforms that have been investigated

in this work and a discussion of research related to this thesis. Chapter 2 presents our motivation

for this work as well as the background on online social platforms and their networks. We also

describe the data used in this dissertation. In Chapter 3 we present a review of related work from

graph theory, sociology, agent-based modeling and deep learning. We detail previous work on
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studying and modeling online social networks and the approaches for predicting social network

dynamics and evolution.

Measurements and Metrics

To be able to compare our models’ performance, we first describe our measurements as well as our

metrics. In contrast to most previous studies, we examine multiple social media platforms. Using

multiple platforms allows us to identify how activities on one platform affect the others. To capture

this correlation, we use various measurements to measure the network characteristics and employ

different metrics to compare the results with ground truth and other benchmarks. A measurement is

a value corresponding to a data point at a single point in time; metrics reflect the changes. Several

measurements and metrics have been employed to evaluate the models. In Chapter 4 we detail our

measurements and metrics. These are divided into baseline and network structure measurements.

Measurements can be in the form of scalar values, discrete distributions, continuous distributions,

time series and ranked lists.

Sampling From Historical Data

Chapter 5 focuses on how historical data from a social platform can be used to simulate its future.

Communities are components of great importance within a social network. They are significant for

a variety of reasons. Users usually belong to at least one community; they normally tend to interact

and share their information or interests with other members of their own community. Therefore,

communities are a vital topic of study for understanding information dissemination and acquisition.

Our work uses communities to sample data to model the future of the network. We tested multiple

sampling approaches which we describe in detail in Chapter 5. Our tests have revealed the truth

3



of the saying “the world is its own best model” and thus our simulation directly employs sampled

historical data to create the simulation at scale.

Burst Prediction

Chapter 6 presents our model for predicting if a burst is going to occur in one of the networks in

the future. For this application, our model exploits parallel streams from different social platforms

and maintains the correlation between them to address the problem of predicting irregular burst

occurrence.

Burst analysis and prediction are fundamental problems in social network analysis. This is due to

the fact that user activities have been shown to have an intrinsically bursty nature; yet bursts may

also be an signal of topics that are of growing real-world interest. Since bursts can be caused by

exogenous phenomena and are indicative of burgeoning popularity, we hypothesize that leveraging

cross platform social media data may be valuable for predicting bursts within a single social media

platform.

Exploring weak-ties with Simplified Graph Convolutional Neural Networks

The Graph Convolutional Network (GCN) methodological framework can be used to predict user

attributes in a social network by considering the features of neighboring nodes. The sociological

and anthropological concept of ’homophily’ allows for the method to use network associations

in assisting the attribute predictions. In Chapter 7 we explore the value of weak-ties in classify-

ing academic literature with the use of graph convolutional neural networks. We also examine

how node removal affects prediction accuracy by selecting nodes according to different centrality

measures.
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The final chapter concludes the dissertation with a summary of contributions and a description of

future research directions.
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CHAPTER 2: BACKGROUND AND DATA

In this section, we first give a brief review of the SocialSim challenge, and next we detail the data

that was used for our investigation. An external provider (Leidos) harvested the cross platform

data used in the SocialSim challenge. Our research was conducted on GitHub, Reddit and Twitter

data collected from three different domains described in Section 2.

SocialSim

The Computational Simulation of Online Social Behavior (SocialSim) aims to develop innovative

technologies to support a high-fidelity computational simulation of online social behavior with a

focus on information spread and evolution. The percentage of the world’s population connected

via the global information environment is increasing rapidly and as a consequence information

spread speed has been significantly boosted. DARPA launched the Socialsim challenge to address

these challenges. Our team at University of Central Florida (UCF) is developing an agent-based

simulation of information spread and evolution in online social networks. Our comprehensive

model employs a combination of many sub models alongside machine learning approaches and

data analytics. It uses massive parallel computing to explore, test and validate many models against

a large set of target behaviors or phenomena happening in the world. Each sub model relies on

one or more psychological theories drawn from previous research. This multi layer development

provides a quantitative understanding of global information spread.
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GitHub

GitHub is one of the most commonly used services for asynchronous team-based software devel-

opment. It provides a space for developers to store source code and interact with collaborators to

complete software engineering projects. GitHub has more than 14 event types to track the devel-

opers’ activities. Developers create their repositories and later clone, change, collaborate, receive

changes, make code public, and monitor other repositories. GitHub networks are composed of

users (e.g. developers) with repositories as nodes and events as links. Following are the most

commonly created events (also summarized in Table 2.1).

• Create: represents a created repo, branch, or tag.

• Public: is triggered when a private repository is open sourced.

• Watch: is related to starring a repository.

• Push: triggered on pushes on the files to a repository branch.

• Pull request: lets you inform others about changes you’ve pushed to a branch in a repository

on GitHub.

• Issues: triggered when an issue is assigned, unassigned, labeled, unlabeled, opened, edited,

milestoned, demilestoned, closed, or reopened

• Commit Comment: this call is triggered when a commit comment is created.

• Fork: creates a copy of a repository

• Issue Comment: triggered when an issue comment is created, edited, or deleted.

• Release: triggered when a release is published.

• Member: triggered when a user is added or removed as a collaborator to a repository, or has

their permissions changed.

• Delete: triggered when when a branch or tag was deleted.

• Gollum: triggered when a Wiki page is created or updated.
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Table 2.1: GitHub event types

Event type For
Create representing a created repo, branch, or tag
Watch starring a repository
Push propagating changes on the files to a repository branch
Pull request alerting others about changes pushed to a branch
Issues triggered when an issue is assigned, unassigned, labeled, unlabeled,

opened, edited, milestoned, demilestoned, closed, or reopened
Commit Comment commiting comment
Fork creating a copy of a repository
Issue Comment creating, editing and deleting an issue comment
Release publishing a release
Member triggered when a user is added or removed as a collaborator to a repository,

or has their permissions changed
Delete deleting a branch or tag
Gollum creating or updating Wiki page

8



Reddit

Reddit is a social news propagation and discussion website. Each registered user can submit con-

tent including text, image, and links; others can vote content up or down. Reddit users can post

content; they can also post on other users’ content through subreddits. The Reddit network is com-

posed of users and subreddits as nodes and their events as network links. The following terms are

used when discussing Reddit:

• Comment: Users trigger this event when they comment on existing content.

• Post: Users trigger this event when they upload new content or when they create a new

content node.

Twitter

Twitter is another commonly used social networking service. People use messages known as

”tweets” to interact with each other. Tweets were originally limited in terms of characters. For-

merly, they were restricted to 140 characters and later in 2017 this limit was extended to 280 for

most languages [4].

Data Domains

At the time GitHub has been reported to have over 37 million users and more than 100 million

repositories. It offers plans for free, professional, and enterprise accounts, and its users work on

various topics. Out of the wide range of topics, our simulation focuses on three main topics as

described below:

9



• Software Vulnerability The Common Vulnerabilities and Exposures (CVE) system pro-

vides a reference-method for publicly known information-security vulnerabilities and expo-

sures. Data in this domain was collected by pattern matching against activities related to

2600 CVEs.

• Cryptocurrency Data in this domain was collected by all activities related to Cryptocur-

rency coins such as Bitcoin.

• Cybersecurity This data set includes activities related to cyber security, starting with cyber-

security seeds such cybersecurity and Netsec. All of the other cybersecurity activities were

identified using Jaccard similarity.
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CHAPTER 3: LITERATURE REVIEW

In this chapter, we first review the history of social networks, what characteristics they normally

have and why they grow quickly. Then, we provide a review of various approaches that have been

presented to model and simulate them. Next, we describe applications of online social networks

and prediction tasks in this realm, motivating why providing an effective approach to forecast the

future of a social network is a necessary step to building models. Finally, we provide background

on neural networks and their applications to prediction tasks.

History of Social Networks

A social network is a network created with the use of Internet-based social media platforms by

users with the purpose of staying connected with family, friends, colleagues, professionals, etc.

It allows users to communicate with people who are a part of their extended network or upload

content to share with their network members [5]. Social networks emerged in 1995 with the cre-

ation of Classmates.com that was the first web site allowing its users to communicate with each

other. Classmates.com [6] users were limited to link to only those who attended the same schools.

Therefore, former classmates used it to stay connected to each other. Later in 1997, a recognizable

social media site, Six Degrees [7] enabled its users to upload a profile and to connect to other

users regardless of their profile. From then, social networks started to grow quickly. In the early

2000s, several social sites were spawned. They were mainly designed for making new friendships.

Match.com, Ryze [8], CyWorld [9] and LinkedIn [10] were among the best known ones. In 2003,

MySpace emerged and rapidly became the most famous social network. Later social sites began

to expand the networking features and become larger and larger. LiveJournal [11], Zoomr [12],

BlogSpot [13], LinkedIn, Ryze, Digg [14] and Reddit were among pioneering sites that added fea-
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tures such as multimedia content sharing, blogging features, news aggregation, and professional

networking.

In addition to social networks which were mainly used for identifying people with common inter-

ests, social coding platforms emerged to change the developer community, ushering in a new era

of collaborative coding. GitHub is the largest social coding platform; it was developed by Chris

Wanstrath, P. J. Hyett, Tom Preston-Werner and Scott Chacon in February 2008. GitHub provides

distributed version control and source code management as well as access control and several col-

laboration features including bug tracking, feature requests, task management, and wikis [15]. We

refer the reader to these papers on the history of social networks [16, 5, 17, 18, 19, 20] for more

information.

Social Network Analysis (SNA)

Social Network Analysis (SNA) refers to the process of carrying out a systematic or formal in-

quiry to discover and examine social structures through the use of networks and graph theory. It

characterizes networked structures in terms of nodes and their connections. The more dynamic-

ity a social network exhibits the more difficult it is to understand how it will evolve, change, and

adapt [21]. SNA is a powerful tool for capturing a representation of social reality. Many formal

models including graph theory and algebraic topology [22, 23, 24] have been employed for social

network analysis.

Social Network Models

Existing work on simulating online social networks can be categorized into three main approaches:

statistical analysis/machine learning, physics models, and agent-based simulation [25, 26, 27, 28,
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29, 30]. Works which use the first method, mainly focus on a particular phenomenon and then fit a

statistical model to data corresponding to its information evolution [31, 32]. Within machine learn-

ing, recommender systems are commonly employed to predict future network links [33, 34, 35].

Assuming data availability, statistical analysis works well for studying a single phenomenon [36],

but can encounter problems at simulating complex interactions. A popular statistical physics ap-

proach is based on simulating the behavior of Brownian agents [37]. The Brownian agents are

embedded into a specific framework and are restricted by its stochastic physics. As such they

can only model the limited range of behavior options encoded into the framework. The third op-

tion is to use a multi-agent system to simulate a theoretical social model [38, 39]. This approach is

very powerful and can simulate multiple phenomena simultaneously but requires careful parameter

tuning.

Prediction in Social Networks

Social media forecasting has been employed for a broad range of purposes. Prediction market

models, survey models, and statistical models are among the most popular models that have been

applied to election outcomes [40], stock market prediction [41], disease outbreak prediction [42],

and to forecast box-office revenues for movies [43]. Social media has been used widely for predict-

ing future outcomes in this context and has been shown as a reliable source of data for prediction

tasks [44]. [45, 46] applied prediction models on blogs; web search scope has been investigated in

[47, 48, 49]; message boards were the target of [50, 51]. However, to best of our knowledge there

are a few works examining cross platform social media prediction.
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GitHub Models

One locus of interest is understanding social behavior and teamwork in GitHub communities, using

approaches such as regression modeling to investigate key drivers and behaviors in projects and

teams [52]. Ecosystems in social coding platforms, emerge from commonalities in programming

language and topic, along with code dependencies; it is possible to study their evolution over time

using networks extracted from the GitHub event data [53, 54].

In addition, there has been research investigating the impact of utilizing social coding platforms

on the software development process [55, 56, 57, 58]. These studies highlight the benefits and

challenges of completing complex software development projects in this space. Much of the work

in this area utilizes data-driven approaches that leverage the available data to investigate behaviors

such as on-boarding, pull-requests, and documentation evolution [59, 60, 61]. While many of the

studies on GitHub utilize data-driven techniques to investigate these phenomena, there are also sev-

eral examples of survey and interview studies that aim to develop a more nuanced understanding of

these events [62, 63, 64]. Prior work on GitHub popularity prediction demonstrated that the frac-

tion of fork events a repository has received in the past is an effective heuristic for predicting the

relative distribution of fork events across repositories in the future [65]. However this popularity-

based model of network evolution was only used to predict the general structure of the repo-user

network rather than future event sequences. There has also been research on modifying the recur-

rent neural network architecture to improve prediction performance. Wu et al. recently introduced

a new network architecture, Deep Temporal Context Networks, for predicting social media popu-

larity [66]. Rather than using a single time representation, DTCN uses multiple temporal contexts,

combined with a temporal attention mechanism, to improve performance over a standard LSTM

at ranking the popularity of photos on Flickr. Other types of prediction techniques, such as point

process models, have been used to predict tweet popularity, measured by retweeting [67]. The key
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contribution of our work is illustrating the value of cross-repository information, in any prediction

model employed.

Burst Prediction

Burst analysis has been applied to many diverse data sources including neural firing activity [68]

and social network analysis [69, 70, 68]. Myers and Leskovec found that the dynamics of network

structure can be characterized by a stable pattern of changes punctuated by sudden bursts [70].

Since the nature of the Facebook platform facilitates information transmission to many friends at

once, thousands of rumors are constantly appearing there. [69] tracks the propagation of these

rumors and examines the rate of bursts created by rumors via uploading and re-sharing.

Information sharing cascades tend to be bursty and many approaches have focused on detecting

the basic rising-and-falling pattern that characterizes the initial onset of a cascade [71, 72, 73, 74].

[75] used characteristics of a cascade’s initial burst to predict whether it will recur in the future.

[76] notes that rumors exhibit bursty temporal fluctuations and that this temporal feature has a high

predictive power. We employ our recurrent neural networks based model for predicting bursts from

cross-platform data.

Graph Convolutional Neural Networks (GCNs)

Recently, Graph Convolutional Networks (GCNs) have attracted the attention of researchers who

analyze social networks. They are able to leverage graph structures and use them alongside node

feature information to model information diffusion and have shown promising results in this con-

text [77]. The work of [78] introduces how graph based methods can be used with convolutional

neural networks (CNNs). These graph based methods are spectrally defined and their use within a
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spatial application utilizes recursive polynomials on the graph Laplacian. This enables spectrally

motivated approaches to handle heterogeneous graphs. Convolutional neural networks [79] are em-

ployed as they provide a good architecture for extracting meaningful statistical patterns in large,

high-dimensional datasets and have been successfully applied to many big data applications [80].

The application of CNNs to learn local stationary structures and apply them to hierarchical pattern

searches has driven many advancements in ML tasks [81]. A key contribution of [78] is using lo-

calized graph filters instead of the CNN localized convolution filter (or kernel) to extend the model

to graphs. They present a spectral graph formulation and demonstrate how filters can be defined

with respect to individual nodes in the graph with a certain number of ’hops’ distance. An intro-

duction to the field can be found in [82], where the reader can find a motivation for the fundamental

analysis operations of signals from regular grids (lattice structures) to more general graphs. The

authors of [83] show that a shift-invariant convolution filter can be formulated as a polynomial of

adjacency matrices. These filters are defined as polynomials of functions of the graph adjacency

matrix, which describes an intuitive spatial formulation of the graph convolutional neural network.

Our work also utilizes a similar adjacency matrix and builds upon the work of [84] which relies on

the adjacency matrix for filtering. The filter uses the adjacency matrix and defines the exponent of

the matrix as the degree polynomial. Effectively these exponents in the polynomial represent the

number of edges (’hops’) from any node.

Allowing for graph data that is heterogeneous is a flexibility which can produce more interesting

applications. Our research contrasts the benefits of taking the single hop (defined edges) and

the ’2-hop’ edges; using the ’2-hop’ edges allows an extended radius of features influence the

classification. The concept of using the adjacency matrix powers is also explored in our work

where the exponent is taken over a range of values which represents the number of ’hops’. The

authors of [85] also use this concept of the hop number that relies on the number of hidden-layers

in the neural network; this is the basis for the comparison approach employed in Chapter 7.
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Weak-Ties

After the publication of Granovetter’s seminal work on the importance of weak ties [86] there have

been multiple follow-up studies exploring how social links affect a member’s ability to interact

with others in the network and how different types of edges serve disparate roles in transmission

and collaboration. Weak ties are important in many types of organizational structures; for instance,

Patacchini et al. [87] studied the role of weak ties in criminal collusion. Since innovation requires

teamwork and collaboration, organizations need to empower their workers to leverage their weak

ties as described in [88]. The work of [89] looks at the effect of weak-ties on the job search process.

Extracting information from the network of interactions is not a straightforward process and the

work of [90] examines how this can be performed. Given recent evidence for increased social

contention [91, 92], the research of [93] considers the important question of how weak-ties can

facilitate the increase of emotions such as anger on social media. Although weak-ties can be found

to play a role in negative situations, there are other contexts where they play an important positive

role, such as psychological well being where casual friendships add to happiness (strong ties plus

weak ties) [94].
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CHAPTER 4: MEASUREMENTS AND METRICS

For this exploratory analysis, we construct and analyze networks from different domains and so-

cial platforms. Specifically, we examine user networks on Twitter, GitHub and Reddit during the

training data periods. The three targeted domains are CVE, Cyber and Crypto. We analyze these

networks using five types of measurements. We begin by providing details on the network con-

struction. We then provide definitions and some interpretations of these measurements. Finally,

we describe each of the networks with all the measurement values, annotated with interpretations

specific to the measurement values for these networks.

GitHub networks are typically bipartite networks with edges between users and repos. We con-

struct a user-user network based on the bipartite projection on the user nodes’ side. This process

connects users who have had interactions with common repo / repos. The edges for the Twitter

networks are constructed by linking participating users based on retweet / mention / reply activity,

after filling in the cascade reconstructions for the retweet activity. Finally for Reddit, the edges

are constructed by linking comment authors with the parent comment / post authors. For this

exploration, we treat all the networks as undirected and unweighted.

Measurements

We use several measurements which are widely employed in literature for a robust understanding

of the network characteristics as follows:

• Mean shortest path length: This quantity measures the average shortest path length be-

tween nodes in the graph. The shortest path between two points is called the geodesic. It is

likely that many geodesics exist between a pair of nodes, but, by definition, they all have the
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same length dij . We consider our GitHub network as an undirected graph. Given N users,

the mean path length is

` =
1

N(N − 1)

∑
i 6=j

dij,

where the sum is over all pairs of distinct nodes.

• Clustering coefficient: measures the nodes tendency to cluster together; it is a way to de-

termine the importance of a user in our network. The average clustering coefficient is a

scalar value between 0 to 1 and represents the ratio of the actual number of triangles in the

neighborhood of a node to the possible number of triangles.

For our undirected GitHub projected graph G = (U ;E), assuming the neighbor set of ui ∈

U , denoted by Nui , to be the set of users connected to ui:

Nui = {uj|(ui, uj) ∈ E}.

the clustering coefficient of ui, denoted by CC(ui), is the fraction of user pairs in Nui that

share an edge and eventually are connected to a common repository:

CC(ui) =
|{(uj, uk)}|(|Nui |

2

) : uj, uk ∈ Nui , (uj, uk) ∈ E. (4.1)

• Degree distribution: measures the distribution of the number of users that each user is

connected to.

• Assortativity: with assortativity we measure the preference for a user to attach to others

that are similar in terms of degree. Here assortativity is the Pearson Correlation Coefficient (

which ranges from -1 to +1) evaluated over all pairs of degree values of users that are linked.
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A large positive value of the assortativity coefficient signifies that high degree users tend to

get connected to high degree users and similarly low degree users tend to connect to other

low degree users whereas a large negative value means the opposite.

• Modularity: Modularity values range from -1 to +1 and measures the strength of division

of a network into modules. High modularity indicates dense connections between the users

within modules but sparse connections between users in different modules. Formally, we

calculate it as the fraction of edges that lie in the same community for the given graph

minus the fraction of edges in the same community for a null model with equivalent degree

distribution.

Several measurements have been employed to evaluate model accuracy via measuring engage-

ment, reputation and trust, and popularity measurements which we elaborate as follows. Measure-

ments include scalar values, discrete distributions, continues distribution, time series sequences

and ranked lists.

• Engagement: user engagements over time affects their aptitude of information spread. We

measure the engagement by the following measurements.

– The ratio of the probability that a user’s next action will be an Issues event to the

probability that it will be a Push event as a function of how many previous interactions

the user has had with a repo in GitHub

– Repo growth: the number of daily contributions to a repo as a function of time

– Number of daily unique contributors to a repo as a function of time

– Distribution of total events by week day/hour

– Counts of specific events by repo
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– Number of unique repos that users contribute to

– Daily contribution counts of the user over time

• Reputation:

– Top K users with the highest ratio of accepted pullRequests for users with at least a

certain level of pull request activity

– Top K repos with the highest ratio of accepted pullRequests for repos with at least a

certain level of pull request activity

• Popularity:

– Distribution of watch events across repos

– Top K of most watched repos

– Distribution of fork events across repos

– Top K most popular users: number of fork events plus number of watch events across

repos that the users own

Table 4.1 show the measurements and how they were used briefly.

Metrics

The measurements are not only scalar values, but also include time series and ranked lists; hence

we use several metrics to compare model performance against real data. Our metrics consist of

absolute difference, Jensen-Shannon divergence, Kolmogorov-Smirnov test, Coefficient of deter-

mination, Root-mean-square deviation and rank-biased overlap.
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• Absolute difference: is used to measure the difference between two continuous variables

observed in ground truth and simulation.

• Jensen-Shannon divergence (JSD): is used to compare two distributions [95]. It measures

the similarity between two distributions observed in the ground truth and the simulation.

Assuming P represents the distribution of a target phenomena in the ground truth and S

corresponds to the simulated network. Given sample x is to occur in either P or S, the

likelihood-ratio (LR) where LR = P (x)/S(x) measures how likely is x happens in ground

truth vs. the simulation. If LR > 1, P (x) is more likely while LR < 1 indicates S(x) is

more likely. Formally, the overall ratio for the data set x, is:

LR =
n∏
i=1

(P (xi)

S(xi)

)
(4.2)

Log ratio improves the calculation:

log(LR) =
n∑
i

log
(P (xi)

S(xi)

)
(4.3)

Where log(LR) values> 0 indicate that P (x) better fits while values> 0 indicates that S(x)

better fits the data. Using this value, we can better quantify how much better one model is

over the other by answering how much will each sample on average indicate that P (x) better

describes the data than S(x) if you sample from P (x), also called its predictive power.

log(LR) =
1

n

n∑
i

log
(P (xi)

S(xi)

)
=

∫
P (x)log

(P (x)

S(x)

)
dx (4.4)

When n→∞ the expected value is:

D(P (x), S(x)) = Ep(x)
{
log
(P (x)

S(x)

)}
(4.5)
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JSD symmetrizes and smooths this by:

JSD(P (x), S(x)) = 1/2D
(
P (x), 1/2P (x), S(x)

)
+D

(
S(x), 1/2P (x), S(x)

)
(4.6)

JSD(P (x), S(x)) ranges from 0 to 1 given that the distributions use base 2 logarithms.

• Kolmogorov-Smirnov test (KS-test): The Kolmogorov-Smirnov Test is based on the cu-

mulative distribution function of the underlying distribution [96]. We use it to quantify the

distance between the distributions of a given sample from simulation and its reference prob-

ability distribution from ground truth. Having the cumulative distribution function F (x),

KS-test calculates the maximum absolute difference between the two cumulative probabili-

ties of the ground truth and simulation.

• Coefficient of determination: The coefficient of determination (R2) quantifies how good

the simulation is compared to a baseline model with no independent variables that always

predicts the expected value of y [97]. We use in regression, one-to-one comparisons between

the predicted value and ground truth value.

R2 = 1−
∑n

i=1(yi − ȳ)2∑n
i=1(xi − x̂)2

(4.7)

R2 is any value between 0 and 1, where values closer to 1 indicate a greater proportion of

variance accounted for by the model.

• Root-mean-square deviation: Root mean squared error (RMSE) is the measurement of the

difference between a predicted value from a simulation and a ground truth value. Its main

use is for regression on scalar values. The first step to calculating the RMSE is by calculating

the residuals ŷt − yt.

RMSE =

√∑T
t=1(ŷt − yt)2

T
(4.8)
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The next step is to average the squares of those residuals and then then taking the square root

of that average. The purpose of the square and then square root is to remove negative values.

• Rank-biased overlap: Ranked-biased overlap (RBO) measures similarity between infinite

ranked lists e.g. top K most active users in ground truth and simulation which may or may

not contain the same items by calculating overlap at various depths, bounding the average

overlap of those depths by using a geometric series, a type of convergent series. RBO falls

in the range 0 to 1 where 0 means maximally disjoint and 1 means identical.
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Table 4.1: Evaluation measurements

Measurement category Measurement

Engagement

The ratio of the probability that a user’s next action will be an Issues event to the probability that it will be a Push event
Repo growth: the number of daily contributions to a repo as a function of time
Number of daily unique contributors to a repo as a function of time
Distribution of total events by week day/hour
Counts of specific events by repo
Number of unique repos that users contribute to
Daily contribution counts of the user over time

Reputation
Top K users with the highest ratio of accepted pullRequests for users with at least a certain level of pull request activity
Top K repos with the highest ratio of accepted pullRequests for repos with at least a certain level of pull request activity

Popularity

Distribution of watch events across repos – for how many hops of passive information spread e.g., watches
Top K of most watched repos
Distribution of fork events across repos
Top K most popular users: number of fork events plus number of watch events across repos that the users own

Network topology

Clustering coefficient
Degree distribution
Assortativity
Modularity
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CHAPTER 5: MODELING SOCIAL CODING DYNAMICS WITH

SAMPLED HISTORICAL DATA

The chapter describes our initial steps towards the creation of an accurate at-scale simulation of

the spread and evolution of online information related to cybersecurity threats on social coding

platforms [98, 99]. The spread of online information can be positive, encouraging social activism

and increased community engagement, but these platforms can also be misused to target vulnera-

ble people, spread misinformation, and propagate dangerous technological information related to

weapon-making. We are interested in the use of social media platforms as an avenue for amplifying

cybersecurity threats. Not only can social media be used as part of phishing attempts, it can also be

used to facilitate collaborative work between developers of software exploits. Our research centers

around studying the movement of information related to Common Vulnerabilities and Exposures

(CVEs); CVEs are information-security vulnerabilities in publicly released software packages that

are assigned a unique identifier by MITRE.

Although information spread has been traditionally studied on platforms that encourage rapid pro-

liferation of content, such as Twitter, we believe that social coding platforms, such as GitHub,

exhibit interesting information propagation patterns as well. Analyzing patterns on GitHub is par-

ticularly important for understanding cybersecurity threats since it is employed both by developers

attempting to counter threats and by hackers developing new exploits.

To that end, we have developed an extensible agent-based model, Deep Agent Framework (DAF) [100]

to model the user activity on social media platforms. The initial version of the DAF framework

combined agent-based modeling with parameter tuning to simulate social phenomena. DAF relies

on a set of behavioral rules inspired by social science theories to determine whether users propagate

information. This approach was very successful at modeling large scale information movements
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but failed to capture other types of patterns.

For instance, on some social media outlets, humans exhibit repetitive, cyclic usage patterns that

are strongly influenced by time of day and the day of the week [101]. This is particularly true

of social coding platforms where the software developers submit code changes according to a

development schedule [102]. Hence when this social media data is encoded into a network, many

aspects of the global network evolution reflect its users’ daily habits. To model these patterns, we

started mixing the output of our agent-based model with sampled historical data. The sampled

historical data is used to simulate periods by “replaying” the data—taking a stream of continuous

snapshots of data from a time slot in the past and replicating them within a target time slot in

the future. The advantage of directly replaying the past data to simulate the future time series

is that it more accurately captures aspects of the data distributions at different granularity levels

than a more general model. We believe that cyclic usage patterns exhibit great consistency within a

single community of users; closely connected users within the network exhibit similar usage habits

since these user communities are often formed by participants with the same goals, interests, or

geographic location [103]. Hence global data distributions may be more accurately modeled by

composing data from multiple communities.

In this research, we use data from GitHub to evaluate the benefits of our community-based data

sampling approach. GitHub is one of the most commonly used services for asynchronous team-

based software development. It provides a space for developers to store source code and interact

with collaborators to complete software engineering projects. GitHub contains a wealth of data

from communities of software developers that collaborate on open source projects. Networks of

users working towards similar goals use the communication features built into GitHub to discuss

software changes, technological advances, and new vulnerability patches. Researchers also use

GitHub to promote their work by releasing open source versions of code developed as part of re-

search projects. A software engineer may work on multiple open source projects using different
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Table 5.1: GitHub network structure similarities to Facebook and Twitter

Measurement\Platform GitHub FaceBook Twitter
Degree distribution 1.4 1.5 2.4
Average clustering coefficient 0.203 0.164 0.106
Average path length 6.2 4.2 4.12

programming languages; similarly researchers will often participate in several endeavors. This

rich tapestry of social interactions extends beyond merely coordinating version control. Previous

studies [104, 105] have noted that the Software Social Network (SSN) hosted on GitHub has many

commonalities with conventional social network platforms such as Twitter or Facebook. GitHub

users interact with other users through contributing to repositories. These content-generating in-

teractions are comparable to tweeting on Twitter or posting on Facebook. Users interact with each

other directly through following or becoming a member of a specific project or indirectly through

working with common repositories. [105] showed that social structure and temporal dynamics of

key processes on GitHub are similar to other popular social platforms. Phenomena such as popu-

larity, contribution, engagement, influence, reputation and trust can be studied on GitHub as well

as Twitter and Facebook. Table 5.1 illustrates some of the comparisons between GitHub, Twitter

and Facebook on topological characteristics, based on the aforementioned work.

We compare several methods for forecasting future trends on the GitHub social coding platform.

When social coding data is encoded into a network, many aspects of the global network evolu-

tion reflect its users’ daily habits. Our experiments on data replaying demonstrate that sampling

historical data in which samples are drawn from time periods that are similar based on forecast-

ing community-level features outperforms several of the best agent-based models created with the

DAF framework.
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Problem Formulation

We aim to predict the dynamics of the GitHub network and simulate the activity of its users for a

target period of time. The training data contains the users’ activities and their interactions with the

repositories during the past, and the goal is to predict network dynamics including events triggered

by users and the time each event has been triggered during time slice ∆t in future. More formally:

Given the large bipartite network of GitHub over a training period [τ, T ] denoted as G(τ,T ) =

(U,C,E) in which U and C represent users and the created repositories and E stands for events

triggered by users to interact with the repositories where E = {el,t} and l indicates event type e.g.

Fork and t denotes the time that the event was triggered, our goal is to simulate G(T,T+∆t) where

∆t is a target simulation period.

Model Framework

In this section, we introduce the framework that we use and then detail the steps in an algorithmic

manner. Figure 5.2 shows the overview of our model framework. Our methodology relies on three

observations about social coding platforms:

- The software developers submit code changes according to a development schedule. Hence

when this social media data is encoded into a network, many aspects of the global network

evolution reflect its users’ daily habits. Figure 5.1 shows the total set of events users created

related to the Crypto domain. They exhibit a smooth trend when measured over a weekly

time period; this emerges from a combination of routine events created by current users plus

extra events resulting from network growth.

- Closely connected users within the network exhibit similar usage habits since these user
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Figure 5.1: Total events created by users in GitHub/ Crypto exhibits a smooth trend

communities are often formed by participants with the same goals, interests, or geographic

location [103].

- As communities are a fundamental building block of human social networks rather than

modeling social networks as being composed of interacting users, it can be useful to abstract

the network as being comprised of communities.

With these assumptions, we put communities under the magnifying glass and investigate their

changes over time.

Network sequence generation: Network dynamics can be investigated at any time resolution;

we assume ∆t is sufficiently large to include both weekdays and weekends. One week includes

both weekday and weekends, hence can be a good representative of human activity patterns. As

such we defined our time slice as one week. However, time granularity should be selected with

regard to the target network. Accordingly, we split the original graph G(τ,T ) = (U,C,E) into the

sequence of graphs as G(τ,T ) = {g(τ,∆t) ∪ g(∆t,2∗∆t) ∪ ... ∪ g(T−∆t,T )}. For simplicity we denote it
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Figure 5.2: Community feature based modeling steps overview

as GT = {g1 ∪ g2 ∪ ... ∪ gT} assuming that T denotes the number of time steps here.

Network sequence characterization: We represent each network by characterizing its commu-

nities. There is a large body of work on how to detect communities in both static and dynamic

networks (see [106, 107] for an overview). Although most of these approaches are based on anal-

ysis of structural or neighborhood properties, for this research we employ a topic based approach

using the profiles of the GitHub repositories in order to generate a fixed set of communities. Exam-

ple topics include programming languages, operating systems, and profile keywords. Communities

can be characterized using a set of features such as F = {f1, f2, ..., fl}where fi stands for a feature

of interest and l is the number of features. Community dynamics are described by three features:

1) burstiness, 2) modularity, and 3) number of contributing users. Burstiness is the intermittent

increase or decrease in activity, or “bursts” in activity as a function of time. We consider the com-

munity burstiness as the intermittent increases and decreases in the frequency of all contribution

events in a community, measured using inter-event time statistics. Contribution is measured by

types of events a user can engage in that represent additions to the repository, such as a pull re-

quest or a commit. Pull requests inform all developers involved in a project about changes that

the event creator pushed to a branch in a repository on GitHub, and commit is an event generated
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when an individual changes a file. The number of contributing users is computed by aggregating

the users who engage in contributing activity.

User activities have been shown to have an intrinsically bursty nature; yet bursts may also be a

signal of topics that are of growing real-world interest. Barabasi describes bursts as one of the

most valuable resources with which to study human nature using big data since they illuminate the

transition between individual and collective action [108]. Burstiness of inter-contact time between

nodes in a time-varying network can be indicative of information spreading processes over the

community. The number of contributing users marks the level of involvement of the community—-

are the activities mostly generated by a small group of people or the whole community? Modularity

is a measure of community structure that measures the proportion of intra/inter community edges.

Clauset-Newman-Moore modularity was used to measure how strongly the network resolves into

communities or modules [109]. As such, given the set of communities C = {c1, c2, ..., cm} in

our training data where m is the total number of communities, each community at time step t is

represented with a feature vector V t
c = [f t1,c, f

t
2,c, ..., f

t
l,c] in which f tl,c is the value of feature l of

the community c measured at time step t.

Community feature prediction: We prepared time series data of each community’s features over

the entire training period. To predict the activity of communities as quantified by these features

during the testing period, the time series forecasting model, Auto Regressive Integrated Moving

Average (ARIMA), was used. Figures 5.3 and 5.4 show an example of forecasting two measure-

ments for a community named as Freelancer for five time steps. Using this forecast, we generate

a predicted feature vector for each community as V p
c = V

(T+1)
c = [fT+1

1,c , fT+1
2,c , ..., fT+1

l,c ]. This

feature vector represents the expected trends of community activity in the future network.

Community network selection:

Rather than using the forecasting model to predict all the desired metrics, we use the predicted
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feature vectors to identify the weekly segments of the training data that are the best match for test

period and then replay those segments. Using the predicted value of each measurement, we aim

to find gt ∈ G for each c ∈ C where its nodes and their links best represent c for next time step

according to our predicted feature vector. To do so we use Euclidean distance metrics to find the

network with the most similar feature vector of c.

arg min
t

f(t) = D(V t
c − V P

c ), t ∈ {1, 2, ..., T},∀c ∈ C (5.1)

where D is Euclidean distance of two feature vectors of community c and V P
c is the predicted

feature vector. This method allows us to retrieve the community data samples that best match our

predicted network evolution for each week. We employ the framework shown in Figure 5.5 for

each community. Assume that community 1 (C1) has a feature vector similar to its feature vector

within the whole network at t = 4 and feature vector of community 2 (C2) has the minimum

distance with its feature vector within the whole network at t = 7 and similarly for Cn and t = 1.

Therefore, N4, N7 and N1 are borrowed to replay C1, C2, and Cn user activities respectively. The

same process is executed for all pre-defined communities.

Cold start nodes simulation: Cold start is a potential problem in computer-based information

systems [110]. Specifically, it concerns the issue when insufficient information has been collected

about the users to make recommendations. Many approaches to solve the cold-start problem have

been proposed such as profile completion, feature mapping, and hybrid feature weighting (see

[111] for review). Unfortunately this data set does not contain user profile information. To address

this problem, we augment the sampled historical data with an appropriate number of additional

nodes.

The problem with relying exclusively on sampled historical data to simulate the evolving network
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Figure 5.3: Burstiness feature from the Freelancer community as predicted by ARIMA

0 10 20 30

0

0.2

0.4

0.6

Week

C
ou

nt

Predicted
Historical

Real

Figure 5.4: Contributing user feature (number of contributing users) from the Freelancer commu-
nity as predicted by ARIMA

is that most time-evolving networks extracted from social media platforms are rapidly growing.

During each time step, a tremendous number of new users join the network and a large amount of

content is created. However, there is little information about these nodes’ activities. As such we

are not able to apply the previous approach of replaying sampled data. However, we can estimate

the number of these nodes by employing time series prediction techniques. Figure 5.6 shows the

cumulative number of users and content nodes in our Crypto data set. We then fit a curve to the

series of new cold start users and content data points. The constructed curve is a smooth function
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Figure 5.5: Community feature forecasting and replay framework

F (ti) that approximately fits the data. The number of cold user/content nodes in each time step ti

can be calculated by FUn(ti)− FUn(ti−1) and FCn(ti)− FCn(ti−1) in which FUn(t) and FCn(t) are

the total number of active users and content within the network at time step t.
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Figure 5.6: Crypto data set cumulative number of user/repo

Boosting network with recently active nodes: Even after selecting the closest data partition based

on community features and injecting the new content and user nodes, our method often generates
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fewer nodes in the target week than are required to match the time series prediction. To address this

problem, we supplement the generated data with samples of recently active nodes. The number of

these nodes can be estimated as follows:

Ou = Eu(t+ 1)−Nu − Cu (5.2)

Oc = Ec(t+ 1)−Nc − Cc (5.3)

where:

- Eu(t+1): estimated user population for time step t+1 using time series prediction techniques

(here ARIMA)

- Ec(t + 1): estimated amount of content for time step t + 1 using time series prediction

techniques (here ARIMA)

- Nu: number of cold users

- Nc: number of cold content nodes

- Cu: number of users from the detected communities

- Cc: number of content nodes from the detected communities

We investigate the number of common nodes between two sequential time slices using the Jaccard

index which is commonly used for computing the similarity of two set of nodes:

J(Ui, Ui+1) =| (Ui ∩ Ui+1) | / | (Ui ∪ Ui+1) | ∀i ∈ T (5.4)
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where Ui is the set of users present in the network corresponding to time step i. We performed

the same analysis with J(Ci, Ci+1). The results show a significant number of active users in both

sets. For the remaining nodes, we select them from the most recent time step, proportional to their

activity. For example, those who were active recently, are more likely to be active in the next time

step as well and therefore should have a higher chance of being selected. On the other hand, if the

number of selected and created nodes is bigger than estimated population (Ou < 0 or Oc < 0) we

drop the extra nodes. Similarly, the assumption is that those who were less active, are less likely to

be active in next time step and therefore should have a higher chance to be dropped. For example,

some individual users may create a repository on GitHub and then remain inactive for a while. At

the end of this step, the nodes match the estimated population of our target time step network. Now

we can proceed with the edge prediction as described in the following section.

Replay activities and new links modeling The sampled events are used to create the edges of

the network. Looking at the set of nodes, there are some nodes which are cold and some that are

not. For users drawn from the sampled historical data, we simply replay the same daily activity

within the new time period. In this way we maintain both the event and time of event occurrence

distributions to match the original. However, this approach cannot be applied to the cold nodes

since there is no information about their activity pattern in the data set. To address this challenge

we utilize the event distributions of the historical cold start nodes in the training data.

To clarify, see Figures 5.7 and 5.8. They show the differences between the event distributions

for historically sampled users vs. cold users. For example cold users mostly create a watch event

during their initial activities whereas the existent users create push events. They have projects in

progress therefore use the push command to apply their changes on their projects. By replaying the

activities of the old users, the correct event distribution is applied by default. For the cold users,

we use the cold nodes event distribution in the training data to generate events. In addition to the

type of links, the number of links needs to be determined. For that, we estimate the average degree
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Figure 5.7: Normalized event type counts in Crypto
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Figure 5.8: Cold users normalized event type counts in Crypto
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of cold nodes over time from the training data.

At the conclusion of this step, the events, their types, and their timestamps have been generated.

Next, the events need to be attached to node pairs. Here, we utilize the popularity of nodes by

employing preferential attachment as follows:

– A new content is:

- connected to the number of users equal to the average degree of new content nodes in

the training data

- connected to the users proportional to their activity level

– A new user is:

- connected to the number of content nodes equal to the average degree of historical cold

users

- the activity type and time of occurrence is sampled from the history proportionally to

the corresponding distribution

- a content node is selected from the set of content nodes including both old and cold

- content nodes are selected proportionally to the attention they have received; if a cold

content is selected, the cold user is replaced with another user to prevent exceeding its

average degree.

Psuedocode presented in Algorithm 1 summarizes our methodology.
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Algorithm 1 PCFM algorithm
Input: The set of social users, U ;

The set of users’ content, C;
The set of features of interest, F ;
Events created by users to interact with the content, En;
Time step, τ ;

Output: Network representation for, (T, T + 1);
1: C ← [c1, c2, c3, . . . , cn] *identify the communities
2: G← [g1, g2, g3, . . . , gN ] *generate temporal networks with respect to τ
3: V t

c ← [f t1, f
t
2, f

t
3, . . . , f

t
l ] ∀c ∈ C *measure the temporal features of each community

4: predict fT+1 ∀f ∈ Vc
5: set V P

c = [fT+1
1 , fT+1

2 , fT+1
3 , . . . , fT+1

l ]
6: wc ← arg mint f(t) = D(V t

c − V P
c ) ∀c ∈ C *D is the distance metrics

7: replay activities from wc ∀c ∈ C
8: generate cold start nodes
9: boost simulated data with replay of recently active users activities

10: simulate cold start nodes with regard to a) historical cold start nodes statistics b) preferential
attachment

Measurements and Metrics

The model accuracy is evaluated via different measurements. Several metrics have been employed

to deal with non scalar measurements alongside scalar ones to compare models against the ground

truth as well as each other. There are three levels of granularity used to evaluate the simulated

output: user/content level, community level, and population level. Measurements include scalar

values, discrete distributions, continuous distributions, time series sequences and ranked lists cor-

responding to nodes engagement, reputation and trust, popularity and network topology measure-

ments. The measurements described here can be at calculated at multiple levels. For example,

“Engagement” can apply both at the community level and the user level. The difference is in

looking at the engagement of a community as a whole versus each individual in a community or

population. Network topology is equivalent to population measurements since it considers the en-

tire network. Popularity can be at content and user level, the popularity of a specific user or the

popularity of a specific piece of content. Reputation and trust can be relevant at user, content and
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community level. Each combination of measurement and metric are normalized by metric and

measurement group so that different levels can be more accurately compared.

The network graphs are constructed having users, content and events created by users. GitHub net-

work is a bipartite network whose vertices composed of two disjoint and independent sets of users

and repos. The network is constructed based on the bipartite projection on the user nodes’ side.

We use several measurements which are widely employed in literature for a robust understanding

of the network characteristics. Table 4.1 show the measurements and how they were used.

Since the measurements are not only scalar values we use seven metrics to be able to compare

multiple model performance against real data. Each measurement is a different aggregation of the

resulting network simulation. Because of this, for each measurement there are a set of metrics that

are most appropriate. Sometimes, this is a comparison between two distributions in which JSD

and KS is the most appropriate. Other times it is a single value in which the absolute difference is

most appropriate. For example, the number of commits during a given time period will be a single

value while the number of commits per day would be a distribution in which JSD and KS would

be more appropriate. Redundant metrics are removed from evaluation based on how appropriate

the metric is for the measurement and level of granularity. For example, some measurements can

be evaluated by more than one metric, however we choose the most appropriate metric to the given

context. All metrics are normalized by metric type and measurement type. This means that the

aggregated metric values are grouped by the type of metric being used and the type of aggregation

the measurement requires. Each metric value is then normalized respective of their assigned group.

Table 5.2 show the metrics that have been employed.
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Table 5.2: Evaluation metrics

Metrics Evaluation
Absolute difference Difference between two continuous variables observed in ground truth and simulation
Jensen-Shannon divergence (JSD) Two measurements of type distribution

Kolmogorov-Smirnov test (KS-test)
Two measurements of type distribution based on the cumulative
distribution function of the underlying distribution

Root mean squared error (RMSE) The difference between a predicted value from a simulation and a ground truth value
Rank-biased overlap Similarity between infinite ranked lists e.g. top K most active users in ground truth and simulation
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Results

Resolutions and Measurements

To evaluate social media interactions, we focus on four resolutions. The first resolution is at the

population level, looking at the social network as a whole. Measurements at the population are

related to the network evolution and structure for the predicted time period. The second resolution

is at the community level, our primary interest. These measurements focus on community activity

as a whole and interactions between users within a community. The next resolution is at the user

level. These measurements are specific to user activity and interactions. The final resolution is at

the content level. The measurements here are very similar to the user level because they both are

represented as nodes in the simulated network.

For each group of measurements, metrics were calculated between the model output and the ground

truth (GT). Depending on the measurement type, different metrics were used. Metrics used include

Jensen-Shannon Divergence, Kolmogorov–Smirnov test, and absolute percentage error. To com-

pare the approaches over all metrics and measurements, we normalized the results by measurement

group, metric type and platform. We then averaged them across the measurements and their re-

spective metrics for the different resolutions. This resulted in the metrics ranging from 0 to 1 in

which lower means better performance.

Benchmarks

We compared our modelling approach to three alternative models. Two of these models are pre-

vious frameworks designed to simulate social media behavior using the same data, measurements

and metrics. Our Proposed Community Features-based Model (PCFM) uses community member
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identifiers to create weekly data for each community separately. Using this, we created a time se-

ries of features to predict the next time step for that community. Therefore a benchmark approach

to this model would also be a community feature based model (CFM), but simplified [112]. CFM

used community based features extracted from the week before the target period to find the week

with the highest similarity to replay the weeks proceeding it.

Another benchmark for comparison is the Multi-Action Cascade model

(MACM), a diffusion of information model described in [100]. The MACM model simulates the

diffusion of information through the network using individual-scale probabilities of social actions.

Therefore its features are focused on user-level activity. The model also extracts user interactions,

dependent on processing messages received from other connected users. The primary probabilities

processed are derived from the Independent Cascade Model [113], using the endogenous p and

exogenous q probabilities of activity. All individuals, in addition to being influenced by others,

can introduce new content into the network with a probability p, which adds a focus to the content-

level resolution.

The final comparison model is the Multiplexity-Based Model (MBM) described in [114]. This

model focuses on the population-level and user-level resolution. It simulates network evolution

represented by a multi-layered bipartite graph with each layer corresponding to an activity a user

can perform. The driving forces of this model is preferential attachment and preferential decay,

both probabilities are a function of the node’s degree and age.

In summary, we compare our approach to a simplified community based model and two models

that focus on other resolution types, MACM with user-level and content-level and MBM with

user-level and population-level.
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Table 5.3: Benchmark methods

Features Used by Resolution
Model Population Community User Content
PCFM X
CFM X
MACM X X
MBM X X

community content population user
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Figure 5.9: Overall performance for each model at each resolution.

Comparison

Figure 5.9 displays the overall performance of each model based on the average, normalized met-

ric value. It is clear that both CFM and PCFM perform better than MBM and MACM on all

resolutions. The most improvement between PCFM and CFM is seen at the user-resolution.

The results for population-level measurements are shown in Figure 5.10. PCFM performed on av-

erage best at population-measurements that resonate with communities, such as the number of con-

nected components and average clustering coefficient. Focusing on the community significantly

improved the network density of the predicted time period for both CFM and PCFM compared

to MACM and MBM. The results for community-level measurements are shown in Figure 5.11.
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PCFM and CFM outperform MBM and MACM on all measurements on average. As expected,

PCFM outperforms CFM in user related community measures. Finally, user-level measures are

shown in Figure 5.12. PCFM performed as well as or better than all models on average.

Conclusion

This chapter introduces a versatile community-based data mixture model for predicting social net-

work evolution. Community features are used to forecast and retrieve the most similar historical

data partition; new nodes and edges are added to the data based on a combination of intelligent

sampling and preferential attachment. Our experimental results show that by simulating commu-

nities separately, all resolutions of the network are more accurately simulated. This was supported

by comparing community based models to agent-based models that used features focused on other

resolutions, MACM and MBM. Both community based models performed better on average on all

resolutions, with few exceptions. By comparing the simplified community model, which extracts

community based features from the network as a whole rather than per community, our model out-

performed in user-level performance. This indicates that by extracting an historical representation

of different communities in a social network, the whole network can be more accurately simulated.

The strengths of our approach are in its versatility, convenience, and computational complexity. We

have been able to generalize our method to model activity on multiple social platforms including

Twitter, Reddit, and YouTube.

The main weakness is that, unlike other aspects of the Deep Agent Frameworks [115, 116], it does

not provide an explanation for the users behavior nor does it capture peer to peer influence. Thus

in practice, we have used sampled historical data to complement our other simulation techniques,

rather than as a standalone alternative. Our work could be extended by investigating the use of new

features such as diffusion delay of user actions and distribution of user types. Stochastic features
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such as the probability that users will contribute to information spread could also be employed

to represent the network. Increasing the number of features used to represent the network would

facilitate the use of machine learning techniques, potentially reducing prediction error.
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CHAPTER 6: AN LSTM MODEL FOR PREDICTING

CROSS-PLATFORM BURSTS OF SOCIAL MEDIA ACTIVITY

Social media platforms are among the most widely used communication channels and have be-

come an indispensable part of our everyday life, due to the speed and reduction in cost that these

services provide to its users [117]. This transformation of the communication modality can affect

fundamental dynamics of social engagement such as that of weak ties in the context of online so-

cial networks [118, 119]. Information spread through social media can be good for rapidly raising

awareness of important issues such as environmental protection [120] but also can be misused for

malicious content spreading activities [121]. Over time, this can render society vulnerable to ru-

mors through misinformation campaigns that can polarize communities [122]. Coordinated scams

such as pumping cryptocurrency on social media to inflate prices [69, 123] can provide large

payoffs.

The seminal work presented in [124] sets a foundation for how ’bursts’ of activity are a key compo-

nent in human dynamics and are an ubiquitous phenomenon in data acquired from social systems.

It is intriguing how “intense activity followed by longer periods of inactivity” can manifest in

social coding platforms [55] from complex timelines of work interspersed with communication

about version control. These changes are non-linear in that they do not follow an accumulated

trend from previous time points and also manifest themselves within subcomponents of the net-

work such as the ’boundary-nodes’ (community spanners) [125]. Although the non-linearity poses

a direct challenge to accurately predicting their occurrences, their impact affect our societies at

large. The work presented in this chapter, also appeared in [126], proposes a new model in which

activity traces across multiple platforms can be predicted for the platform aggregate and for spe-

cific community level associated users (hashtags, repos, and posts). The model is based upon the
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LSTM (Long-Short-Term-Memory [127]) model which is a sequential model for the associations

of an input output response function with temporal dependencies. The goal is to predict activity

trends which fall into the characterizations of ’bursts’ or ’spikes’ [128, 129] due to the observed

real world events that they are stimulated by [130]. The data circulated on these platforms can be

broadly encapsulated by the term content; this can denote user posts, microblogs, message sharing,

or links to other data sources such as repositories on GitHub. It is assumed that these productions

and exchanges occur due to both exogenous and endogenous information. There are considerable

challenges in tracing the changes between exogenous platform events and the endogenous signals,

but it is hypothesized that some of the exogenous signals may be endogenous signals from another

platform. This can reduce the degree to which the information of the platform’s exchanges are

exogenous if the data from another platform are known to be associated with its own content shar-

ing patterns. This hypothesis is explored in this paper, and the results show that sporadic bursts

of activity in a platform can be associated with the cross pollination of content sharing between

platforms.

The model is applied to the data that comprises activity trace data from multiple platforms. Al-

though the corpus contains more information including anonymous content that can be used to

more accurately quantify the relationship significance of network edges, the simplification of topic

participation associations is assumed. This also helps promote the search for model explorations

which is less likely to infringe upon privacy constraints for ethical usage. The use of GitHub,

Reddit and Twitter combines different content-sharing paradigms and use cases. A feature of the

data is that there are traces of activity profiles which are related to cyber security which produce

activity on all three of the networks and assist in observing the cross platform burst associations.

The model is used to examine the temporal distance between subsequent cross platform activities.

The results present an overview of the performance of the model in predicting bursts by utilizing

trace data from external platform burst information.
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Data

To examine the model’s ability to encapsulate the platform association of the bursty activity based

upon aggregate and topic specific engagements, a large collected corpus of activity traces is neces-

sary. A large dataset is required since the burst activity is not produced by linear dynamics in which

gradual changes can be accumulated as evidence between events. Another important consideration

for this study is that limited data on the phenomenon can produce conclusions based upon sporadic

associations which would not be observed to be consistent in the presence of more data [124].

This study utilizes a dataset which contains trace information from the user activities of three net-

works, Reddit, Twitter, and GitHub as each is a social network platform with different content

sharing and storage option services. We can characterize social media datasets by their size (num-

ber of nodes and edges) and by their level of connectivity, as measured by the number of connected

components and mean node degree. A connected component refers to the set of maximal nodes

such that every node is connected by a path. Node degree refers to the number of connections per

node. Our Twitter Common Vulnerabilities and Exposures (CVE) dataset contains 8,543 nodes

(users) with 14,225 edges (connections), 228 connected components and a mean node degree of

3.33 with the largest being 691. Equivalently for GitHub, there are 16,856 nodes, 207,317 edges,

number of connected components 9,263, mean degree of 1.45 and max degree of 24,5986. For

Reddit there were 98,855 nodes, 98,855 edges, 86 connected components, and mean degree of 4.3

and max degree of 17,438. The data is collected from user activities corresponding to the follow-

ing domains; Software Vulnerability, Cryptocurrency, and Cybersecurity. Each domain exhibits

distinct patterns of burst production (spikes) that are indications of sudden user activity. The Soft-

ware Vulnerability and Cybersecurity domains are particularly relevant for system administrators,

since discussions about these topics can alert users about potential software susceptibilities. Often

solutions and ’patches’ to currently affected systems can be shared in a social mechanism that of-
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fers rapid response which can therefore produce the observed bursts. The cryptocurrency domain

also displays bursts but in a different nature than typical regulated financial products. There is a

phenomenon, the ’pump-and-dump’ scheme [131], which is used to bring the value of a crypto

currency up from the purchase price enjoyed by early investors and adopters so that a rapid sale

allows them to profit from a recent increase. This poses a threat to financial stability and can

possibly be used for suspicious financial transfers.

The Software Vulnerability domain is referred to as Common Vulnerabilities and Exposures (CVE)

in the results and is centered around publicly known information about security vulnerabilities

and exposures. There are around 2,600 different CVEs contained in this dataset. There may be

similarities in particular CVEs in that malware does evolve from common code bases but this

work treats them independently as the model does not assess domain interactions or correlations

by looking at the aggregate activity. The cryptocurrency data relates to crypto coins of different

popularity such as BitCoin and other less known coins by aggregating them into a single domain

based upon the common theme keywords.

Community level activity for bursts is also investigated for the Github platform. This Github

data contains relatively distinctive community associations especially around large projects that

have corporate sponsorship or support. The community activity may not have ’tags’ which are

known to define topic categories for networks like Twitter, but there are keywords and meta-data

for repositories such as the programming languages employed per repository. From this aggregate

(concatenation) of the topic domains a prediction can be produced for the community level activity

which is a continuous number for the ratio of active communities over time.
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Data Preprocessing

To prepare the CVE data sequence we used accounts for user activities associated with 20 tar-

get CVEs. To prepare the community data sequence, we used two different measurements. These

measurements are designed to characterize a network at community resolution. Communities were

pre-defined and organized by location and topics. Examples of topic based communities include a

programming language called Scala and Android. Communities formed by topic are in the domain

space of cyber-security. Community based measurements are aggregations of activity at the com-

munity level. The measurements look at the activity by users and spread of information within the

community. The first measurement is the distribution of user-level burstiness within a community.

Burstiness is the intermittent increase or decrease in activity, or bursts in activity as a function of

time. The second measurement is the number of contributing users within the community.

Methodology

The methodology proposed to study the cross network burst associations is presented here. A

key aspect of the methodology is a pre-processing stage in which the social network platform

activity traces over time are transformed into a binary state transition (square wave) based upon

the determined temporal presence of a burst. The LSTM is then used to look at the independent

platform burst activity traces over time and use the data to predict the bursts in subsequent time

steps. This approach is then compared to an independent probability state model in which the

state transition probabilities are estimated from an empirical estimate. For community traces this

becomes a continuous number representing the scale of the community impacts.

A ’burst’ (or ’peak’) identification methodology which was employed as a preprocessing stage in

order to transform the activity traces from a discrete count for the individual users per platform
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over time windows into a binary signal over the same time windows. The methodology of gradient

sign change for local minima and maxima was explored initially to see if a simplistic approach was

feasible. This involves looking for the gradient along the activity traces and taking the sign changes

as indicators for the burst identifications. Although quick to compute and good in avoiding the

problem of relative normalization, the method did not prove capable of avoiding false positives. It

was susceptible to the sporadic changes in the activity traces which displayed a far greater number

of gradient changes than actual bursts. This was expected and abandoned as the methodology

should provide an ability to smooth over changes and ignore the minor mode state transitions

for the platform level bursts rather than sporadic changes. A parabolic peak detection algorithm

was also tested; however our tests show that it displays an excessively large number of components

when noise is observed in the signal. A sinusoid based method for peak detection was also explored

for finding the local maxima and minima in the signals with a model function: y = A∗sin(2πf(x−

τ)) where τ is the peak position in time.

We used the Kleinberg burst detection algorithm [132] for analyzing the traces. This technique

provides a robust organizational framework to analyze the underlying data in terms of the binary

state transitions, whereby the stream is modeled as a two-state automaton. Kleinberg’s burst de-

tection algorithm models the stream using an infinite-state automaton A which at any point in time

can be in one of an underlying set of states, and emits messages at different rates depending on its

state. Specifically, the automaton A has a set of states that correspond to increasingly rapid rates

of emission (activity), and the onset of a burst is signaled by a state transition — from a lower

state to a higher state (of activity rate). By assigning costs to state transitions, one can control the

frequency of such transitions, preventing very short bursts which would be a type of overfitting,

therefore making it easier to identify long bursts despite transient changes in the rate of the stream.

s and g in the context of the Kleinberg algorithm represent the costs to control the burst detection

based upon the onset of a burst and the length of it. After applying the burst detection algorithm,
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the output stream consists of a sequence of the two values showing two states, burst and baseline.

A burst at time step t indicates that the corresponding piece of information can be considered to be

of popular interest at t and the baseline state indicates a reduction of popularity.

In a sequence void of bursts the message arrival would be evenly spaced so that the nmessages over

time T could be placed on the specified time domain according to ’gaps’ ĝ = T
n

. A consequence

of a ’burst’ is that greater activity in certain parts of the time will decrease the distance between

these ’gaps’ (separations between activity stamps). Regions with less activity would have ĝ values

that are larger due to the proportionally fewer activity stamps residing in that time domain. These

rates can be indexed for the different regions with ai = ĝ−1si and a base rate to compare with for

the extent of the measurement of the deviation a0 = ĝ−1. A cost function is then defined for the

rate transitions of region activity ratios, τ(i, j) with a state change cost to penalize the overfitting

(j− i)γ lnn (where γ > 0). An automaton structure is then defined for the data x as gaps between

activity time stamps for the qi states to produce the overall cost function that is optimized for:

c(q|x) = (
∑n−1

t=0 τ(it, it+1)) + (
∑n

t=1−lnfit(xt)). The cost sequence is optimized via the use of

dynamic programming using a procedure similar to the forward backward algorithm within the

hidden Markov model. The algorithm is used upon an aggregate of all the platform topic domains

but applied to each platform independently. This allows the topic and platform specific analysis

of the activity to be produced. Then for each platform domain topic the burst activity traces are

created and a binary time series (square wave) is produced which is then the input for the LSTM

units.

The output from the Kleinberg burst detection produces independent binary signals that are the

input to the LSTM. Each social media platform is represented by a separate input variable; hence

in our study, there are three input variables. The temporal difference for the training is set to a 10

day separation so the training and testing had a forward lag of the 10 day period. The testing looked

at predicting the bursts of each platform separately and was CVE specific. The accuracy for the
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topic domain burst predictions in subsequent time steps are noted and examined as the benchmark

of success. Each LSTM layer has 100 hidden units, and there were 2 LSTM layers. There was a

dropout layer for regularization between the LSTM layers.

Recurrent neural networks (RNNs) have become an increasing popular tool for sequence predic-

tion, and LSTMs reside within this family of models. A strength of LSTMs for use in this context

is their ability to address the vanishing gradient problem. It is of particular interest for this ap-

plication since bursts do not typically follow specific temporal patterns and long delays between

events makes parameter estimation a challenge. The hypothesis is tested within two cases; burst

prediction with respect to CVE propagation within three social platforms, and community devel-

oper activity prediction characterized by a set of features, within three different topic domains in

GitHub. The community level activity is only examined for GitHub which makes the investiga-

tion less ambiguous since there are repositories which attract a relatively large amount of attention

with easily determined memberships. This is assessed through the number of commits to the code

repository. Although there are cross repository overlaps, false negatives caused by temporary or

missed membership are reduced.

Choosing the best architecture for the LSTM depends on several factors determined through em-

pirical investigations. The proposed network architecture includes two stacked LSTM layers. The

optimal number of layers can be different based on the use cases, however two layers have been

shown to be generally enough to detect even more complex burst association features over time.

Each LSTM layer has been equipped with a Dropout layer in which a random selection of outgoing

edges are set to zero at each update of the training phase. Dropping some of the neurons during the

training process is a regularization method which prevents overfitting [133]. A dropout layer also

reduces the sensitivity to the specific weights of individual neurons by randomly excluding them

from activation and weight updates when training the network. Loss and activation functions are

chosen for each of the cross platform applications separately since the community level analysis in
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Figure 6.1: The methodological architecture for the investigation of the community responses in
Github

GitHub deals with continuous data, and the topic domain analysis has a binary response variable.

Non-community accuracy is measured using the binary cross entropy loss function. Community

level loss is measured with mean squared error (MSE), since the target value ranges according

to the subset of the communities that are activated over time. The rectified linear unit (ReLU)

was chosen for the hidden layers. The adam and rmsprop optimization functions were chosen for

the parameter training algorithm, and the sigmoid function was selected for the case of a binary

classification problem.

The Keras framework was used to implement the model and it offers multiple accuracy functions

with which to judge the model performance. The Root Mean Square Error (RMSE) option is an

easy option to interpret as well as resulting in sufficiently accurate model performance for the

community level. The overview of the process for GitHub community analysis is presented in

Figure 6.1.

The data is stored as time indexed activity counts in a database, after the collection preprocessing

has completed and the Kleinberg algorithm delivers the binary time series for each platform. These

time stamped binary burst trajectories, for a specific social network platform s, are represented by

57



xs = [xt=1,s, xt=2,s, . . . , xT,s] where xt,s ∈ {0, 1}. The relationship which the research question

seeks to establish is whether the subsequent future time step’s bursts can be predicted using the

current and past data, and the time into the future is ten days. x represents the data for the full

set of platform trajectories. The model is fit with data that is a lag of 10 days from the designated

’current’ time point tc,

xtc,s = F (xt′,s) + ε (6.1)

where t′ is t′ = [tc−10, tc−9, . . . , 1]. The ε represents the error for the functional mapping expected

for the fit to the dataset. This relationship is explored by employing an LSTM in which the param-

eterized model predicts this lagged response. The LSTM uses x that includes all of the platform

trajectories and not a specific one. The conditional sequence trajectory into new predicted states

for a specific platform (based upon a specific platform) is,

h(xtc,s) = LSTM(h(xt′,s),xtc,s), (6.2)

and h is the hidden state of the LSTM unit. The augmented a LSTM takes into account the multiple

platforms as a model for predicting the bursts of a single specified platform,

h(xtc,s) = a LSTM(h(xt′ )
,xtc). (6.3)

LSTM model vs. Markov chain

We compare the proposed LSTM against a Markov chain model. In contrast to the LSTM the

Markov chain assumes a prefixed temporal independence structure which is typically first order.

Although the current state could conceptually be able to define the probability for the state transi-

tions, the issue of the vanishing gradient in temporal signals is a problem which the LSTM directly

addresses in the model definition and framework.
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In the burst application the target values are binary, and the benchmark model is compared against

a stochastic Markov chain model between the 2 states (burst or no burst) over the timeline. The

Markov state transition probabilities are calculated based on transition distributions using the em-

pirical estimates in the training data. With the state burst and baseline, then the state transition

matrix denoted by B is given by:

B =

pl,l pl,h

ph,l ph,h

 . (6.4)

B describes the transition probabilities between the baseline state denoted as l and burst state

denoted as h (for low and high). E.g. the low-low state pl,h represents the probability of not being

in a burst state and transitioning into a burst during the next time step. These probabilities are

calculated via:

pk1,k2 =

∑T−1
t=1 1(xt+1 = k1 ∧ xt = k2)

T
. (6.5)

where k is the burst state category and T the number of time points and 1 the indicator function.

This is for the bursts which are considered to be endogenous and is irrespective of the origin of

the content initiation. For the cross network burst association, the index for the social network

platform index s is taken into account:

pk1,k2,s1,s2 =

∑T
t=1 1(xt+1,s2 = k1 ∧ xt,s1 = k2)

T
. (6.6)

There is no restriction on the equality of the network index and s1 = s2 represents the endogenous

signals for burst activity. The transition matrix B is then produced for each of these network

pairings, Bs1,s2 so that the independent associations can be examined for specific network burst

alignments.

pk1,k2,s1,∗ =

∑T
t=1

∑S
s1=s 1(xt+1,s2=k1∧xt,s1=k2)

S

T
(6.7)
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where S is the number of social media platforms that can exert cross-platform effects. The aim

of the procedure is to estimate the probability of one platform affecting any other platform’s ac-

tivity. These empirical probabilities are considered to be the signals which are not exogenous to

the data present in the database utilized. These probabilities pk1,k2,s1,∗ will typically have smaller

values than maxs2(pk1,k2,s1,s2) as it is not expected that each platform will produce an equal con-

tribution towards another platform’s activity. The most typical use case is the probability entry of

maxs2(ph,h,s1,s2), s1 6= s2 (probability of two bursts across different networks). The independent

state transition sequence for the LSTM can be compared to this probability state transitions via the

product of
∏T

t pk1,k2,s1,s2 .

Results

The first application of the a LSTM is that of burst prediction of a social network platform given

the endogenous historical data for bursts and the external network bursts data. It is also compared

to the predictive abilities of the LSTM which uses only endogenous data. Burst analysis and

prediction is a fundamental problem in social network analysis since the patterns are typically

non-linear and unpredictable. This is due to the fact that user activities have been shown to have an

intrinsically bursty nature; yet bursts may also be a signal of topics that are of growing real-world

interest. Social media bursts occur when a huge volume of data is exchanged during a short period

of time, often due to the occurrence of an external event such as a sports game, election, or a movie

release. Bursts can be indicative of both real news stories that are reaching peak public interest or

fake news propagated by bad actors each which can have lasting effects on the future directions

of society. Bursts of posts and tweets over platforms can be exploited by those wishing to push

a disinformation campaign such as the artificial price inflation of a crypto currency. Therefore,

analyzing bursts is a promising area to detect and counter such activities. We are particularly
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interested in the propagation of information about software vulnerabilities across multiple social

media platforms. When a vulnerability is discovered, different groups of actors such as software

developers and hackers start posting announcements and discussion in widely used forums over

multiple channels such as Twitter, GitHub, and Reddit. Previous work on this data has shown that

CVEs exhibit cross platform correlations. [134] investigated 2600 CVEs across multiple platforms

including Reddit, Twitter and GitHub. They found that around 24.7% CVE cascades start from

GitHub and then jump into Reddit and Twitter respectively. 45.7% start from GitHub and then

jump into Twitter and Reddit respectively, 15.5% start from Twitter and go through Reddit and

then GitHub. 4.1% follow Twitter, GitHub, Reddit pattern; 7.8% Twitter, Reddit and GitHub

pattern and the rest follow Reddit, GitHub and Twitter platform path pattern. As such and since

bursts can be caused by exogenous phenomena and are indicative of burgeoning popularity, we

hypothesize that leveraging cross platform social media data may be valuable for predicting bursts

within a single social media platform.

Table 6.1 provides an overview of the dataset used. There are two main social network platforms

summarized by the mean, median and standard deviation for the number of actors (nodes) and

events (edges) produced. Although GitHub and Twitter provide services for different use cases,

there are comparable numbers for each case—a surprising finding. We attribute this to Twitter

allowing for a much lower time to entry for the production and dissemination of content on its

platform. Table 6.2 shows the results of applying the a LSTM model to burst prediction between

networks in comparison to the MCM (Markovian based model) described in Section 6. The prepro-

cessing stage using the Kleinberg algorithm is conducted with different parameter values to ensure

that the predictive comparison is not dependent upon a specific choice of burst allocations chosen

for the preprocessing. In all cases the a LSTM outperforms the MCM for the different Kleinberg

parameterizations.

Figure 6.2 shows two subfigures a) and b) which examine different CVEs, CVE-2017-5638 and
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Table 6.1: Overview of the data used by the models in the top 20 CVEs in Github, Twitter and
Reddit for the number of events created by the number of actors mentioned for them.

GitHub Twitter Reddit

Actors Events Actors Events Actors Events
Mean 223.7 487.52 199.05 261.55 14.5 19
Median 162.5 339 195 270 11 14.5
Std 224.36 507.24 134.58 187.79 9.7 12.15

Table 6.2: Model error (RMSE) over 20 CVEs streams on GitHub (s and g represents the hyper
parameters used in Kleinberg algorithm for burst detection). The results show that the a LSTM
outperforms the MCM model irrespective of the burst detection parameterizations.

(s, g) (2,0.50) (2,0.75) (3,0.50) (3,0.75)

Model mean std mean std mean std mean std
a LSTM 0.09 0.20 0.11 0.22 0.08 0.20 0.09 0.21
MCM 0.36 0.25 0.29 0.18 0.37 0.21 0.39 0.28

CVE-2017-5638 respectively where the top plots are for Twitter and the bottom plots for GitHub.

The activity is measured on the y-axis as the event count for each dataset and in the red rectangle

outlines are the places where the Kleinberg algorithm detects the presence of a burst in at least one

of the pairs of the time series for the predefined window widths. It can be seen how the algorithm

does not produce sporadic placements of the burst detection and that the different platforms are

not redundant as not all bursts correspond to a cross network burst. The region for the month of

July for 2017 shows a lack of bursts of activity on both platforms. Our hypothesis is that 1) there

is substantial alignment of the bursts 2) when there is more activity and bursts do not align it is due

to a temporal shift manifesting itself as a ’lag’ in the burst emergence. This further supports the

motivation for the use of the a LSTM.

Table 6.3 displays the results for the comparison of the a LSTM and the LSTM which are each
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Table 6.3: Community burstiness prediction results (applied to GitHub) where the a LSTM (aug-
mented multiple platform LSTM) outperforms the LSTM that uses only activity data from a single
network to predict bursts of activity. The decrease in the RMSE error indicates that the augmented
LSTM is a preferable choice.

Model Optimizer Activation function

Linear Softmax
Mean Std Mean Std

a LSTM adam 0.010 0.018 0.015 0.032
rmsprop 0.021 0.41 0.010 0.016

LSTM
adam 0.022 0.28 0.025 0.041

rmsprop 0.030 0.41 0.20 0.021

trained with 2 different parameter optimization schemes and 2 different activation functions. The

target data used here is for the GitHub platform only, since the platform features make community

topic identifications more distinct. It can be seen that the a LSTM outperforms the LSTM on

each combination of the optimization scheme and activation function listed. This shows not only

the value in the a LSTM but also that GitHub community activities are not isolated events but

responsive to the activity which is being discussed in Reddit and Twitter as well.

Figure 6.3 shows the temporal patterns of various community activity domain topics in Github.

The set of subplots shows different domain topics for which the content is affiliated; cyber security,

crypto, or CVEs. There is a differentiation between the ’burstiness’ of the activity which aggregates

the total amount of contributions toward the platform activity and the ’users’ trace which is for the

number of users active over time separated windows. The vertical axis on each plot represents the

degree to which the number of communities (connected components) in that topic domain can be

considered active for that time frame. The a LSTM model applied to this dataset incorporates the

complete set of trajectories rather than predicting based upon a single trajectory and provides an

improvement regardless of whether there is cross platform pattern association that can be inferred
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from visual inspection. This study included 20 communities on GitHub within these domains.

This activity is based upon inter-community interactions according to activity burstiness and the

number of users who contribute to the community.

It can be seen that the bursts do not have a regular pattern in one platform or between the dif-

ferent platforms which are obvious and consistent over time. These networks as a whole are not

completely governed by endogenous signals and at some time point are affected by exogenous phe-

nomena which promote content creation on the social networks studied. Given that the time frame

where relevant information for burst prediction cannot be inferred prior to the analysis, models re-

quiring time lag parameterizations are challenging. The MCM model shows less optimal predictive

power for this reason in comparison to the LSTM based models which use information from time

dependencies of variable size. We believe that this is the reason that the single platform LSTM

model outperforms the MCM. The proposed model, a LSTM, augments the endogenous data with

cross platform information that helps the model to more accurately detect bursts and community

level activation.

Conclusion

Online social networks display bursts of activity as supported by previous research on human dy-

namics. This phenomenon manifests itself as ’spikes’ in the time series of activity traces that are

aggregations of the count of time stamped events. These activity bursts are indicators that the

participating users have an increased interest in the content being shared. This content can be re-

lated to civil unrest, financial disruptions and other newsworthy events. Our work concerns itself

primarily with CVEs that incorporate cyber security, crypto currencies, and an aggregate of those

topics. Predicting bursts related to cybersecurity activity may enable system administrators to an-

ticipate and counter system level threats. A general algorithm for predicting social media bursts
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is a stepping stone towards understanding how human societies transmit information. Previous

research (e.g. [75]) has established how challenging the prediction is due to the lack of repetitive

pattern. Here the LSTM is employed to model the burst prediction pattern. This work proposes the

a LSTM which considers data from multiple social networks in order to improve prediction perfor-

mance. The dataset used to test this model is composed of events coming from Twitter, Reddit, and

GitHub. The investigation also considers the related question of community topic domain activity

where the connected components on a topic are counted as active or not over time providing a non-

negative real number time series. This data is collected for GitHub before applying the LSTM and

a LSTM models. In both cases the a LSTM shows better predictive accuracy. We conclude that

the information across social networks can provide valuable information in predicting the bursts

within a single network. This is a new finding that has not been discussed in related work, due to

the relative shortage of cross-platform datasets.

Predictions of bursts can be improved upon using the proposed a LSTM. Results are shown using

data from three major social networks that have a global coverage. One avenue for future work

would be to explore other topics, such as news or entertainment, and other social media platforms,

such as YouTube and Instagram, to see if their behavior exhibits similar dynamics. The cross net-

work association may not be exhibited across different forms of content or social media platforms,

if the content sharing remains within the networks of the content origin. In this case the proposed

a LSTM model may not perform well. Future investigations could also explore how the data can

be clustered into topic groups to see if they exhibit repetitive bursts similar to ’shock’ trains. In

our future work, we are exploring the use of LSTM event volume prediction for improving the

performance of our agent-based simulation of social media platforms.
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a)

b)

Figure 6.2: This figure displays the comparison of the event bursts for the activity streams of
Twitter and GitHub for two different CVEs. The aligned time series show where both platforms
exhibit bursts and where the preset time window exhibits no common burst activity.
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Figure 6.3: Temporal pattern of community burstiness and number of contributing users for the
community surrounding Android within the Crypto, Cyber and CVE topics (in Github)
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CHAPTER 7: LEVERAGING WEAK TIES USING SIMPLIFIED GRAPH

CONVOLUTIONAL NEURAL NETWORKS

Introduction

In addition to providing entertainment and social engagement, social networks also serve the im-

portant function of rapidly disseminating scientific information to the research community. Social

media platforms such as ResearchGate and Academia.edu help authors rapidly find related work

and supplement standard library searches. Twitter not only serves as an important purveyor of

standard news [135] but also disseminates specialty news in fields such as neuroradiology [136].

Venerable academic societies such as the Royal Society (@royalsociety) now have official Twitter

accounts. Shuai et al. [137] discuss the role of Twitter mentions within the scientific community

and the citations that create a topological arrangement between scientific publications. Given that

scientific articles possess the potential to change the landscape of technology, it is important to un-

derstand the information transference properties of academic networks: can techniques originally

developed for social networks yield insights about scientific networks as well?

Pagerank [138] produced a revolution in the ability to search through the myriad of webpages by

examining the network structure for relevance. This concept has been applied to citation networks

in academic literature, which conceptually has many overlaps with the interlinking of websites,

and Ding et al. [139] apply the Pagerank algorithm to citations. The same first author extends this

work to investigate endorsement in the network as well [140]. Endorsement as a process produces

an effect that not only allows readers to navigate essential information, relevant overlaps or apply

appropriate credit but also amplifies readership which is a dynamic seen frequently in online social

processes. These links are direct links and also referred to as strong-ties [141].

68



Indirect or weak-ties have also been identified as important in social networks, most notably in

Granovetter’s seminal work: ”The strength of weak ties” [86]. These indirect edges can be created

through edges that span different communities (clusters of nodes) acting as ’bridges’. They can

also be the result of ’triangulation’ where ’friends-of-friends’ produce a link due to the common

connection they share. Figure 7.1 shows an example of a weak-ties connection between nodes A-C

with a dotted edge representing connectivity due to a shared connection with node B. It can be said

that A-C are connected from friends-of-friends, or triangulation creating a weak-tie. The work

of [142] applies this concept to predicting edge production in a social network of professional

profiles and shows that the explicit modeling of this triangulation dynamic leads to improved per-

formance.

Figure 7.1: This figure illustrates how weak-ties can be produced through triangulation.

For our study on academic connections, we used two datasets, Cora [1] and Citeseer [3], which are

discussed in more detail in Section 7. In addition to network structure, these datasets contain class

labels, relating to the publication venues, which can be used to test machine learning prediction

algorithms. In datasets that exhibit homophily, utilizing the features of nodes within a topological

arrangement (an adjacency matrix) produces improved classification performance over an instance

only framework. Our investigation focuses on whether the explicit addition of weak ties will assist
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the inference process since they provide assistance in other network based processes. For instance,

Roux et al. [143] investigate whether expertise within groups can cross the ’boundaries’ from

communities which are cohesive due to strong-tie connections. The work of [144] considers how

differentiation of the edge types can improve the accuracy of social recommendations.

Determining the effect of interactions between nodes can be a time consuming process, which re-

quires computational resources to analyze large networks. With the goal of understanding how

node connections influence labels, various methodologies, such as [145], have been proposed

where nodes iteratively propagate information throughout the network until convergence is achieved.

A notable example of such is DeepWalk [146] which uses local information from truncated ran-

dom walks to learn the latent variable representations. Relational neighbor classifiers such as

Social Context Relational Neighbor (SCRN) have been shown to achieve good performance at

inferring the labels of citation networks [145]. Graph Convolutional Networks (GCNs) [85] ex-

tended the methodology of Convolutional Neural Networks (CNNs) from images to graphs. GCNs,

as CNNs, are constructed upon multiple layers of neural networks which makes them less amenable

to interpretation [147, 148, 149].

This chapter uses the approach of the Simplified Graph Convolutional Neural Networks (SGC) [150]

to investigate the importance of strong vs. weak ties. The methodological framework provides a

reduction in the complexity of the model and computation time required. It has an intuitive man-

ner of producing feature projections and generating the non-linearity for different classes. Even

though it is a deep learning approach that accounts for multiple-layers, the simplification allows

a single parameter matrix to be produced that can more easily be interpreted if desired. An SGC

implementation can be found in the DGL library [151, 152].

The SGC uses the features of the nodes and the connectivity in the adjacency matrix to infer the

class labels. In this chapter we augment this adjacency matrix so that weak-ties are included as
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well. This produces a matrix in which the strong-ties and the weak-ties are treated equally at the

start of the inference procedure. Results using this augmented adjacency matrix are compared to

the label produced using the original adjacency matrix. Our experiments also consider the possi-

bility of missing nodes. Obtaining complete datasets of networks is a challenge for a wide range

of reasons; for instance, online platforms limit the API calls from developer accounts to reduce the

website loads. It is then a crucial question as to whether the results of the investigation are sensitive

to missing nodes [153]. Therefore, our experiments remove a range of pre-selected percentages of

the network to compare the results. Nodes are ranked for removal based on three different cen-

trality algorithms: betweenness, closeness, and VoteRank [2]. These algorithms sort the nodes in

descending order and remove the top percentage chosen (e.g., 20%) so that the inference is per-

formed without the influence of these nodes. We seek to answer the question: which gaps in the

data are most likely to affect the SGC? The results help provide another piece of evidence towards

the utility of weak-ties in sociological processes.

An added incentive for exploring the use of the SGC, is that it addresses an issue with the appli-

cation of GCNs (graph convolutional neural networks), [85], where the increase in the number of

layers beyond 2–3 can produce a degradation in the results. The number of layers employed by

the GCN also corresponds to the Kth order neighborhood used in the SGC, and the results will

be compared between both methodologies in Section 7. Although the application with GCNs [85]

displays the degradation with an increase in the number of layers, L (corresponding to the Kth or-

der neighborhood), the SGC does not display this degradation with an increase in K. The authors

of [150] describe how the non-linearity for applications such as social networks may introduce

unnecessary complexity.

The next section describes the datasets used in this study, and Section 7 outlines the methodology

of the SGC. Then we present results on the effects of augmenting the adjacency matrix with weak

ties and removing nodes ranked on a selection of centrality measures. Within the results section is
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a subsection which compares the performance of the SGC with that of the GCN.

Data

Two datasets, Cora [1] and Citeseer [3], were used in this study. The Cora dataset is a citation

network where the nodes refer to unique authors and the edges represent a weighted value for the

mean citation relationship (from scientific publications). These scientific publications are classified

and labeled into seven categories. The data were divided into a separate training and test set in order

to provide consistent benchmarks between methodologies. The Citeseer dataset is another network

dataset based upon citations where the nodes are also authors and edge values represent the mean

citation relationship; it includes six different class labels. The SGC methodology described in

Section 7 was used to infer the correct labels for a subset of the nodes in these datasets using both

the original connectivity matrix and an augmented one. Table 7.1 provides an overview of some of

the basic information of the datasets.

Figure 7.2 shows the degree distribution for the Cora dataset and how the distribution changes

when different percentages of the network were removed. Those percentages of the network were

removed according to different network centrality measures: betweenness in Figure 7.2a, closeness

in Figure 7.2b, and VoteRank in Figure 7.2c. Figure 7.3 shows the same operation but using the

Citeseer dataset. It is interesting to note how the Cora and Citeseer plots differ between their

equivalent subfigures. The plots for the betweenness and the closeness change much more than

VoteRank which provides evidence that it is more robust against choosing nodes with many edges

as a measure of centrality in different datasets.
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Figure 7.2: These plots show the degree distributions for the Cora network of publications [1] and
how those distributions are altered when a certain percentage of the nodes are removed based upon
a metric. Each subfigure shows the results of applying a different metric to sort and remove nodes:
(a) node ’closeness’; (b) node ’betweenness’; (c) node ’VoteRank’ [2].
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Figure 7.3: These plots show the degree distributions for the Citeseer network of publications [3]
and how those distributions are altered when a certain percentage of the nodes are removed based
upon a metric. Each subfigure shows the results of using a different metric to sort and remove
nodes: (a) node ’closeness’; (b) node ’betweenness’; (c) node ’VoteRank’ [2].
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Table 7.1: Summary statistics of the networks from the datasets used in this study: Cora [1] and
Citeseer [3]. Each of these datasets has a set of classes used to identify groups of publications in
Cora as well as with Citeseer.

Cora Citeseer

# of Nodes 2708 3327

# of Edges 10,556 9228

# of Classes 7 6

Average degree 3.8981 2.8109

Density 0.00143 0.00084

Triadic closure 0.0934 0.13006

Methodology

For a graph G = (V,A), V is the node within a set of N nodes V = {v1, v2, . . . , vN}, and the

adjacency matrix is a symmetric matrix, A ∈ RNxN . Each element of A, ai,j , holds the value of

the weighted edge between two nodes vi and vj (an absence of an edge is represented by aij = 0).

The degree matrix D = diag(d1, d2, . . . , dN) is a diagonal matrix of zero off diagonal entries and

each diagonal entry is the row sum of the matrix A; di =
∑

j Aij . There is a feature vector, xi,

for each node i so that the set of features in the network of nodes is a n × d matrix, X ∈ Rn×d

where d is the dimensionality of the feature vector. Each node is assigned a class label from the set

of classes C; for each node we wish to utilize both A and X to infer yi ∈ {0, 1}C . yi ∈ {0, 1}C is

ideally a one-hot encoded vector which can be supplied data to assist the parameter estimations.
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The normalized adjacency matrix with included self-loops is defined as,

S = D̃−
1
2 ÃD̃−

1
2 , (7.1)

and Ã = A + I and D̃ = diag(Ã). The classifier employed by the SGC is:

Ŷ = softmax(SKXΘ). (7.2)

Here, the softmax can be replaced with σ as used in binary logistic regression when C = 2,

and for the softmax on multiple categories we have softmax(x) = exp(x)/
∑C

c=1 exp(xc). The

component Θ is the matrix of parameter values for the projections of the feature vectors so that it

is of dimensionality d× C, Θ ∈ Rd×C . Intuitively this can be understood as the parameter matrix

holding a single vector of parameters of length equal to that of the feature vector and as many of

these vectors as there are class labels. This linearization derives from the general concept in deep

learning for sequential affine transforms in layers which are subsequent stages,

Ŷ = softmax(S . . .SSXΘ(1)Θ(2) . . .Θ(K)). (7.3)

It can then be seen how the value of K chosen represents the number of layers in the network

employed. More details can be found in [150] where the methodological derivation is elaborated

upon. A key requirement in this framework is the setting of the parameter value k. This can be

considered as a tuning parameter for varying of the number of propagation steps taken. This relates

to the matrix powers of an adjacency matrix which produce in each entry the number of ’walks’

between nodes [154, 155].

From the adjacency matrix the matrix including weak-ties produced through ’triangulation’ ([142])

can be found via the walks of length two with A2. The original adjacency matrix is said to con-
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tain the strong-ties and there is considerable sociological research into the value of each type of

connectivity [86]. In this work we explore the use of an adjacency matrix which contains both the

strong-ties and the weak-ties via;

A′ = A2 + A. (7.4)

Figure 7.4 demonstrates this, and it can be seen visually in the subfigures. Figure 7.4a shows a

hypothetical network with 4 nodes connected in a chain and Figure 7.4b shows how those nodes

are connected when A′ is produced from including both the strong-ties and the weak-ties.

(a) (b)

Figure 7.4: These show the concept of weak-ties produced through triangulation and how it can
affect a small network: (a) shows a hypothetical network; (b) shows the result of introducing the
weak-ties into the network as well as the original strong ties which were direct links.

Figure 7.5 shows a demonstration of the SGC methodology in its ability to accurately predict class

labels on the Cora and Citeseer datasets. To explore how robust the methodology is, different

percentages of the network were removed; nodes were selected for removal based on their rank

calculated from different centrality measures: betweenness, closeness, and VoteRank. Each net-

work measure expresses different aspects of a node’s position in a network and therefore changes in

the prediction accuracy, which assist in understanding empirically how node network placements

contribute the most in correct label prediction. The VoteRank algorithm considers local node in-

fluences more than betweenness or closeness. Figure 7.5a shows results obtained from running the

model on the Cora dataset, and the Citeseer results are shown in Figure 7.5b.
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Figure 7.5: The Simplified Graph Convolutional Neural Networks (SGC) methodology was ap-
plied to predicting the test case labels when a certain percentage of the nodes were removed based
upon the metrics closeness, betweenness, and VoteRank with the accuracy on the y-axis shown.
These results shown in (a) and (b) are for the network datasets Citeseer and Cora.

Results

This section explores how the class label prediction accuracy is affected by different removal strate-

gies when the connectivity matrix contains both the links for the strong ties and the weak ties.

These results show how the parameter k can affect the accuracy of the prediction of class labels.

Section 7 explores how the Simplified Graph Convolutional Neural Network (SGC) methodology

performs on the datasets of Cora and Citeseer when different percentages of the nodes are removed.
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The nodes are removed according to their rank in terms of network centrality positions: between-

ness, closeness, and VoteRank. For example, if 20% are removed using closeness as a measure,

the nodes were ordered according to the value of closeness from largest to smallest, and the top

20% of the nodes in that percentile of closeness are removed. The purpose of this manipulation is

to explore how robust the methodology is to central node removals whose influence on class labels

can extend beyond their immediate vicinity.

As shown in Figure 7.5, we explore how the accuracy is affected by the different network measures

used to rank nodes for removal but with the modified adjacency matrix that defines the connectivity

for each node. This modification incorporates direct edges (links) called ’strong ties’), as well as

links between nodes that have a common friend. These newly introduced edges are the ’weak

ties’ that are a result of ’triangulation’ as shown in Figure 7.4. The changes in the results due to

the inclusion of the weak-ties can assist in establishing their importance in people’s classification

efforts in real life. A set of plots compare the accuracy of the SGC prediction of class labels with

different network removal rankings given the addition of weak ties. The effect of the parameter

value of k on accuracy is also explored to understand the sensitivity of the results to the only

parameter that requires tuning in SGC.

Figure 7.6 shows the results of applying the SGC with different values of k for predicting class

labels. On the horizontal axis is the value of k and on the vertical axis the accuracy as a percentage

of the test class labels predicted correctly. The betweenness metric is used to rank the nodes and

different percentages of the network’s nodes are removed. The percentage values for each line

are indicated in the legend. Figure 7.6a,b shows the results obtained from using the Cora and

Citeseer datasets where the adjacency matrix used contains direct links between nodes and their

strong-ties as well as their weak-ties as described in Section 7. Figure 7.6c,d shows the results

when the original adjacency matrix containing only the strong-ties is used. For k = 0 similar

results are obtained and for the final k value, k = 7, but the progression differs. The difference in
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progression is evident for the Cora dataset at k = 1 and up to k = 4 where the predictive accuracy

for Figure 7.6a is reduced. This also applies to the Citeseer dataset, and especially to the scenario

where 20% or 30% of the nodes have been removed. When k = 0 the SGC operates effectively in

a manner similar to logistic regression where the network information is not used and inference is

conducted using only the features of the node in question. These results support the conclusion that

the augmented network topology of the strong-ties and the weak-ties does not facilitate improved

accuracy of label prediction.

Figure 7.7 also shows the results of applying the SGC with different values of k for predicting

class labels. The value of k is shown on the horizontal axis and on the vertical axis the accuracy

as a percentage of test class labels being predicted correctly. Here the closeness metric is used to

rank the nodes for removal. The different percentages for the removal of network nodes for each

line is shown in the plot legends. Figure 7.7a,b shows the results obtained from using the Cora and

Citeseer datasets where the adjacency matrix used contains direct links between nodes and their

immediate neighbors (strong-ties) as well as their weak-ties (edges obtained via triangulation)

as described in Section 7. Figure 7.7c,d shows the results when the original adjacency matrix

containing only the strong-ties is used. For k = 0 similar results are obtained between the different

pairs as the connectivity of the adjacency is not incorporated and node inference looks only at

the features obtained from the node of concern. For k = 7 similar values are obtained through the

extended radius of the adjacency power, but the progression of the trace differs between pairs of the

plots. The difference between the pairs of traces can be easily seen by inspection of the application

to the Cora dataset at values k = 1 and up to k = 4 where the predictive accuracy for Figure 7.7a is

reduced. This also applies to the Citeseer dataset, and is attenuated when 20% or 30% of the nodes

have been removed. These results also support the conclusion that the augmented network topology

of the strong-ties and the weak-ties does not facilitate improved accuracy of label prediction and

that these conclusions are robust according to removal with a different network centrality ranking.
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Figure 7.6: The SGC methodology was applied to predicting the class labels of the datasets Cora
and Citeseer where the accuracy was plotted against the parameter k. The betweenness metric is
used to rank and remove different percentages of the network: (a) and (b) show how the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.

Figure 7.8 also shows the results of applying the SGC with different values of k for predicting

class labels but uses the VoteRank centrality metric to rank the nodes for removal. The different

percentages of node removal for each line are shown in the plot legends. Figure 7.8a,b shows the

results obtained from the Cora and Citeseer datasets where the adjacency matrix used contains

direct links between nodes and their immediate neighbors (strong-ties) as well as their weak-ties

(edges obtained via triangulation) as described in Section 7. Figure 7.8c,d shows the results when
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the original adjacency matrix containing only the strong-ties is used. When k = 0 similar results

are obtained between the different pairs as the connectivity of the adjacency is not incorporated and

node inference looks only at the features from the node of concern. The application of VoteRank

changes the interpretation of the previous results where both applications to Cora and Citeseer

have improved results for the augmented adjacency matrix (strong-ties and weak-ties) from k = 3

and upwards.
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Figure 7.7: The SGC methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the accuracy was plotted against the parameter k. The closeness metric
is used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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The set of results show that for k < 3 the adjacency matrix containing the set of original strong-ties

edges suffices to produce the best results. For larger values of k the augmented adjacency, which

contains both the strong-ties and the weak-ties, can show improved performance when nodes are

removed according to the VoteRank algorithm and not according to betweenness or closeness. This

emphasizes that there is a complex interplay between how node centrality is measured and the

manner in which the inference methodology operates. It cannot be considered an a priori principle

that weak-ties can provide an increased predictive power due to its support from the social science

domain and its adherence to it. On the contrary, they induce a requirement for larger values of k

to reach the maximum accuracy implying that the SGC requires more ’layers’ which effectively

aggregates information from more distant nodes in order to counter balance the introduction of

weak-ties as strong-ties. This can provide anecdotal evidence that those two types of edges may

require separate treatment. Further experiments conducted, working with a starting network of

only the weak-ties, produced networks with an increased number of disconnected components.

These results also support the claims of the authors of ’VoteRank’ when they state that the method-

ology identifies a set of decentralized spreaders as opposed to focusing on a group of spreaders

which overlap in their sphere of influence. This is why the VoteRank targeted node removal was

more effective in reducing the accurate label inference since more locally influential nodes for

classification were identified; the weak-ties provided extra information about local labels in the

absence of these essential strong-tie connected nodes.
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Figure 7.8: The SGC methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the accuracy is plotted against the parameter k. The VoteRank metric is
used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.

Comparison to GCN

This section compares results from applying SGC [150] vs. using the original GCN framework [85].

[85] discusses the effect of adding more network layers on accuracy. It states that the best choice

is 2–3 layers and that after 7 layers there is steep degradation of accuracy. The number of layers

corresponds to the number of ’K’ hops as explored with the SGC previously. The SGC method-
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ology encapsulates the K hop neighborhood without the non-linearity and therefore avoids the

degradation of accuracy with increased K or L. Figures A.16–A.20 present the results of applying

the GCN in the same set of situations that we evaluated with SGC. The number of layers L is on

the x-axis (corresponding analogously to the K in SGC) and the y-axis is the accuracy. In each

of these figures, the Cora and Citeseer datasets are used when examining the strong with weak

ties in an augmented network as well as using the original network containing only the strong ties.

Each figure removes a percentage of the nodes based upon the rank of the nodes with the cen-

trality measures of betweenness, closeness, and VoteRank respectively. The plots have three lines

per plot where there are different percentages (10%, 20%, and 30%) of the nodes removed based

upon the centrality measure. In each of the Figures A.16–A.20 it can be seen how the accuracy

degrades after L = 1 showing how the SGC is able to include more network information about

each node without introducing unnecessary complexity which degrades accuracy. The degradation

of the accuracy in relation to the choice of centrality measure is comparable between the results,

showing that the GCN is less specific to the node network positions than the SGC is, which can

be attributed to the non-linearity the GCN introduces via the layers. More plots with additional

metrics to the accuracy -F1 micro, F1 macro, precision macro and precision micro- are provided

in the Appendix.
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Figure 7.9: The GCN methodology was applied to predicting the class labels of the datasets Cora
and Citeseer where the accuracy is plotted against the parameter L. The betweenness metric was
used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.

In 7, an additional set of tables are provided in order to see the comparison between the effective-

ness of the SGC and the GCN over the values of K and L respectively. The two datasets and the

centrality measures with the different edge sets are examined.
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Figure 7.10: The Graph Convolutional Networks (GCNs) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the accuracy is plotted against the parameter
l. The closeness metric is used to rank and remove different percentages of the network: (a) and
(b) show the prediction changes when the network consists of strong-ties and weak-ties, and (c)
and (d) show the results when the original adjacency matrix containing only strong-ties is used.
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Figure 7.11: The GCN methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the accuracy is plotted against the parameter l. The VoteRank metric is
used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.

Comparison of Results between the SGC and GCN

The following tables present the comparison of the results between the use of the SGC and the

GCN (shown separately in the Results section). Each table lists the centrality metric used to remove

nodes based upon its ranking: betweenness, closeness and VoteRank. The column ’P’ identifies

the percentage of the network nodes removed based upon that centrality metric. The column ’L’
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represents the number of layers used by the GCN and the column ’K’ is for the exponent of the

normalized adjacency matrix in the SGC. Under the columns ’GCN’ and ’SGC’ which refer to the

graph convolutional neural network and simplified graph convolutional neural network respectively

are the columns ’S’ for the strong-ties used and ’SW’ for the strong-ties and weak-ties aggregated.

In Tables 7.2–7.7, the cell entries show the accuracy; each centrality measure is reported for the

two datasets Cora and Citeseer.
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Table 7.2: The GCN and SGC methodologies were applied to predicting the class labels of the
Cora dataset. The betweenness metric is used to rank and remove different percentages of the
network. S stands for when the network has the initial strong connections only and SW represents
when the network is augmented with weak ties alongside the strong ties. L and K denotes the
number of layers and the power in GCN and SGC framework respectively.

Metric P

GCN SGC

L
S SW

K
S SW

Mean std Mean std Mean std Mean std

Betweenness

10

0 0.79 0.03 0.84 0.03 0 0.76 0.02 0.74 0.01

1 0.79 0.03 0.84 0.03 1 0.86 0.02 0.75 0.01

2 0.73 0.05 0.82 0.04 2 0.88 0.01 0.76 0.01

3 0.63 0.08 0.77 0.06 3 0.87 0.02 0.76 0.01

4 0.54 0.08 0.69 0.11 4 0.87 0.02 0.77 0.01

5 0.50 0.07 0.65 0.11 5 0.87 0.02 0.77 0.01

6 0.45 0.11 0.47 0.19 6 0.87 0.02 0.77 0.01

7 0.38 0.13 0.46 0.22 7 0.87 0.01 0.77 0.01

20

0 0.79 0.03 0.83 0.04 0 0.76 0.02 0.72 0.02

1 0.79 0.03 0.84 0.04 1 0.85 0.02 0.73 0.02

2 0.72 0.06 0.81 0.05 2 0.86 0.02 0.74 0.02

3 0.63 0.09 0.77 0.06 3 0.86 0.02 0.75 0.02

4 0.54 0.08 0.64 0.11 4 0.86 0.02 0.75 0.02

5 0.50 0.11 0.57 0.16 5 0.86 0.02 0.75 0.02

6 0.43 0.12 0.58 0.14 6 0.86 0.02 0.76 0.02

7 0.37 0.11 0.46 0.22 7 0.85 0.02 0.76 0.02

30

0 0.77 0.03 0.83 0.04 0 0.76 0.02 0.70 0.02

1 0.77 0.03 0.83 0.04 1 0.85 0.02 0.72 0.03

2 0.71 0.05 0.79 0.07 2 0.85 0.02 0.73 0.03

3 0.64 0.09 0.72 0.09 3 0.85 0.02 0.74 0.03

4 0.54 0.11 0.64 0.11 4 0.85 0.02 0.74 0.02

5 0.50 0.10 0.57 0.14 5 0.85 0.02 0.74 0.02

6 0.42 0.11 0.49 0.17 6 0.85 0.02 0.75 0.02

7 0.39 0.12 0.43 0.19 7 0.86 0.02 0.75 0.02
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Table 7.3: The GCN and SGC methodologies were applied to predicting the class labels of the Cora
dataset. The closeness metric is used to rank and remove different percentages of the network.
S stands for when the network has the initial strong connections only and SW represents when
network is augmented with weak ties alongside the strong ties. L and K denotes the number of
layers and the power in GCN and SGC framework respectively.

Metric P

GCN SGC

L
S SW

K
S SW

Mean std Mean std Mean std Mean std

Closeness

10

0 0.80 0.04 0.83 0.03 0 0.77 0.02 0.76 0.01

1 0.80 0.04 0.83 0.03 1 0.85 0.02 0.83 0.03

2 0.75 0.06 0.82 0.03 2 0.87 0.01 0.85 0.02

3 0.67 0.08 0.78 0.05 3 0.87 0.01 0.85 0.01

4 0.55 0.12 0.68 0.09 4 0.87 0.02 0.86 0.01

5 0.49 0.10 0.62 0.14 5 0.88 0.01 0.86 0.01

6 0.44 0.12 0.57 0.16 6 0.86 0.02 0.86 0.02

7 0.40 0.12 0.48 0.18 7 0.87 0.02 0.86 0.02

20

0 0.79 0.03 0.84 0.04 0 0.76 0.02 0.77 0.02

1 0.79 0.03 0.84 0.03 1 0.86 0.01 0.84 0.04

2 0.72 0.07 0.81 0.05 2 0.88 0.02 0.86 0.02

3 0.65 0.10 0.77 0.07 3 0.87 0.02 0.87 0.02

4 0.56 0.13 0.68 0.13 4 0.88 0.02 0.87 0.02

5 0.51 0.10 0.59 0.13 5 0.87 0.01 0.87 0.02

6 0.44 0.12 0.56 0.15 6 0.87 0.02 0.87 0.02

7 0.43 0.12 0.47 0.16 7 0.87 0.02 0.87 0.02

30

0 0.78 0.04 0.83 0.04 0 0.75 0.02 0.75 0.03

1 0.78 0.04 0.83 0.04 1 0.86 0.02 0.82 0.03

2 0.72 0.06 0.81 0.05 2 0.87 0.02 0.85 0.03

3 0.65 0.11 0.74 0.09 3 0.87 0.02 0.86 0.02

4 0.56 0.12 0.66 0.13 4 0.87 0.03 0.87 0.02

5 0.50 0.10 0.61 0.12 5 0.87 0.03 0.87 0.02

6 0.46 0.12 0.57 0.14 6 0.87 0.02 0.87 0.02

7 0.36 0.10 0.49 0.17 7 0.87 0.02 0.88 0.03
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Table 7.4: The GCN and SGC methodologies were applied to predicting the class labels of the Cora
dataset. The VoteRank metric is used to rank and remove different percentages of the network.
S stands for when the network has the initial strong connections only and SW represents when
network is augmented with weak ties alongside the strong ties. L and K denotes the number of
layers and the power in GCN and SGC framework respectively.

Metric P

GCN SGC

L
S SW

K
S SW

Mean std Mean std Mean std Mean std

Vote Rank

10

0 0.78 0.04 0.83 0.03 0 0.75 0.02 0.76 0.02

1 0.78 0.04 0.83 0.03 1 0.86 0.01 0.83 0.03

2 0.71 0.07 0.81 0.05 2 0.87 0.02 0.85 0.02

3 0.61 0.12 0.75 0.08 3 0.87 0.02 0.86 0.02

4 0.56 0.10 0.63 0.13 4 0.87 0.02 0.86 0.02

5 0.49 0.09 0.61 0.12 5 0.87 0.01 0.86 0.03

6 0.41 0.10 0.49 0.17 6 0.87 0.02 0.87 0.02

7 0.40 0.11 0.39 0.21 7 0.87 0.02 0.87 0.02

20

0 0.77 0.03 0.82 0.03 0 0.75 0.02 0.75 0.02

1 0.77 0.04 0.82 0.04 1 0.85 0.02 0.81 0.02

2 0.69 0.06 0.78 0.06 2 0.86 0.02 0.84 0.02

3 0.62 0.08 0.73 0.09 3 0.86 0.02 0.85 0.02

4 0.53 0.08 0.63 0.11 4 0.86 0.03 0.86 0.02

5 0.49 0.08 0.57 0.14 5 0.85 0.03 0.86 0.02

6 0.43 0.09 0.46 0.14 6 0.85 0.02 0.86 0.01

7 0.34 0.07 0.42 0.18 7 0.85 0.02 0.86 0.01

30

0 0.76 0.03 0.81 0.04 0 0.76 0.02 0.75 0.02

1 0.76 0.03 0.81 0.04 1 0.84 0.02 0.81 0.03

2 0.69 0.05 0.77 0.05 2 0.85 0.01 0.83 0.03

3 0.59 0.07 0.69 0.11 3 0.84 0.02 0.84 0.03

4 0.53 0.08 0.60 0.11 4 0.85 0.02 0.84 0.03

5 0.48 0.06 0.57 0.15 5 0.85 0.02 0.85 0.03

6 0.43 0.10 0.49 0.14 6 0.85 0.02 0.85 0.02

7 0.34 0.07 0.34 0.19 7 0.84 0.01 0.85 0.02

92



Table 7.5: The GCN and SGC methodologies were applied to predicting the class labels of the
Citeseer dataset. The betweenness metric is used to rank and remove different percentages of the
network. S stands for when the network has the initial strong connections only and SW represents
when network is augmented with weak ties alongside the strong ties. L and K denotes the number
of layers and the power in GCN and SGC framework respectively.

Metric P

GCN SGC

L
S SW

K
S SW

Mean std Mean std Mean std Mean std

Betweenness

10

0 0.73 0.02 0.75 0.02 0 0.72 0.02 0.74 0.01

1 0.73 0.02 0.75 0.02 1 0.76 0.02 0.75 0.01

2 0.66 0.06 0.71 0.04 2 0.78 0.02 0.76 0.01

3 0.60 0.07 0.66 0.08 3 0.76 0.01 0.76 0.01

4 0.52 0.08 0.61 0.08 4 0.77 0.01 0.77 0.01

5 0.42 0.15 0.54 0.14 5 0.77 0.02 0.77 0.01

6 0.31 0.16 0.33 0.18 6 0.76 0.02 0.77 0.01

7 0.21 0.02 0.25 0.13 7 0.77 0.02 0.77 0.01

20

0 0.72 0.02 0.74 0.03 0 0.71 0.01 0.72 0.02

1 0.73 0.02 0.74 0.03 1 0.76 0.02 0.73 0.02

2 0.65 0.04 0.70 0.04 2 0.76 0.02 0.74 0.02

3 0.57 0.08 0.63 0.06 3 0.77 0.02 0.75 0.02

4 0.54 0.08 0.58 0.07 4 0.75 0.02 0.75 0.02

5 0.36 0.12 0.48 0.16 5 0.76 0.02 0.75 0.02

6 0.22 0.05 0.30 0.16 6 0.76 0.02 0.76 0.02

7 0.23 0.06 0.21 0.02 7 0.77 0.02 0.76 0.02

30

0 0.73 0.02 0.72 0.03 0 0.71 0.02 0.70 0.02

1 0.73 0.02 0.72 0.03 1 0.74 0.02 0.72 0.03

2 0.65 0.05 0.67 0.04 2 0.75 0.02 0.73 0.03

3 0.58 0.04 0.59 0.07 3 0.75 0.02 0.74 0.03

4 0.54 0.07 0.54 0.10 4 0.75 0.01 0.74 0.02

5 0.41 0.13 0.34 0.14 5 0.76 0.02 0.74 0.02

6 0.26 0.11 0.31 0.12 6 0.74 0.03 0.75 0.02

7 0.23 0.08 0.23 0.06 7 0.75 0.02 0.75 0.02
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Table 7.6: The GCN and SGC methodologies were applied to predicting the class labels of the
Citeseer dataset. The closeness metric is used to rank and remove different percentages of the
network. S stands for when the network has the initial strong connections only and SW represents
when network is augmented with weak ties alongside the strong ties. L and K denotes the number
of layers and the power in GCN and SGC framework respectively.

Metric P

GCN SGC

L
S SW

K
S SW

Mean std Mean std Mean std Mean std

Closeness

10

0 0.74 0.02 0.74 0.02 0 0.72 0.02 0.72 0.02

1 0.74 0.02 0.74 0.02 1 0.76 0.02 0.74 0.02

2 0.69 0.05 0.70 0.04 2 0.76 0.02 0.75 0.02

3 0.62 0.06 0.65 0.07 3 0.76 0.01 0.75 0.02

4 0.56 0.09 0.54 0.12 4 0.76 0.01 0.75 0.02

5 0.39 0.16 0.46 0.16 5 0.76 0.02 0.75 0.02

6 0.30 0.11 0.34 0.17 6 0.74 0.02 0.75 0.02

7 0.24 0.04 0.27 0.11 7 0.74 0.02 0.75 0.02

20

0 0.72 0.02 0.74 0.03 0 0.72 0.02 0.72 0.02

1 0.72 0.03 0.74 0.03 1 0.76 0.03 0.73 0.02

2 0.66 0.06 0.69 0.05 2 0.76 0.01 0.73 0.02

3 0.59 0.07 0.63 0.08 3 0.77 0.02 0.74 0.02

4 0.53 0.07 0.54 0.11 4 0.75 0.02 0.74 0.02

5 0.44 0.12 0.46 0.16 5 0.75 0.01 0.74 0.02

6 0.30 0.12 0.31 0.11 6 0.74 0.02 0.74 0.02

7 0.27 0.08 0.28 0.09 7 0.74 0.03 0.74 0.02

30

0 0.71 0.02 0.74 0.03 0 0.71 0.03 0.73 0.02

1 0.72 0.02 0.73 0.03 1 0.75 0.02 0.74 0.03

2 0.66 0.04 0.68 0.05 2 0.76 0.03 0.75 0.03

3 0.59 0.07 0.64 0.06 3 0.77 0.01 0.76 0.03

4 0.53 0.07 0.55 0.11 4 0.76 0.03 0.76 0.03

5 0.38 0.13 0.45 0.16 5 0.75 0.02 0.76 0.03

6 0.26 0.03 0.40 0.16 6 0.76 0.02 0.76 0.02

7 0.25 0.02 0.26 0.06 7 0.76 0.02 0.76 0.02
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Table 7.7: The GCN and SGC methodologies were applied to predicting the class labels of the
Citeseer data set. The VoteRank metric is used to rank and remove different percentages of the
network. S stands for when the network has the initial strong connections only and SW represents
when network is augmented with weak ties alongside the strong ties. L and K denotes the number
of layers and the power in GCN and SGC framework respectively.

Metric P

GCN SGC

L
S SW

K
S SW

Mean std Mean std Mean std Mean std

Vote Rank

10

0 0.73 0.03 0.74 0.02 0 0.72 0.02 0.73 0.03

1 0.73 0.03 0.74 0.02 1 0.76 0.01 0.75 0.03

2 0.66 0.05 0.70 0.04 2 0.76 0.01 0.76 0.03

3 0.59 0.07 0.65 0.05 3 0.74 0.01 0.76 0.02

4 0.49 0.15 0.58 0.09 4 0.76 0.01 0.76 0.02

5 0.43 0.13 0.45 0.19 5 0.75 0.02 0.76 0.02

6 0.25 0.09 0.34 0.19 6 0.76 0.02 0.76 0.02

7 0.22 0.07 0.26 0.16 7 0.75 0.02 0.76 0.02

20

0 0.73 0.02 0.73 0.03 0 0.73 0.01 0.71 0.03

1 0.73 0.02 0.73 0.03 1 0.71 0.01 0.73 0.04

2 0.66 0.04 0.68 0.04 2 0.75 0.02 0.74 0.04

3 0.59 0.03 0.64 0.05 3 0.75 0.01 0.74 0.03

4 0.54 0.04 0.58 0.09 4 0.77 0.02 0.75 0.04

5 0.39 0.13 0.50 0.17 5 0.75 0.02 0.75 0.03

6 0.21 0.02 0.38 0.17 6 0.76 0.02 0.75 0.03

7 0.21 0.02 0.25 0.12 7 0.75 0.04 0.75 0.03

30

0 0.72 0.03 0.74 0.03 0 0.73 0.01 0.70 0.03

1 0.72 0.02 0.73 0.03 1 0.71 0.03 0.72 0.03

2 0.65 0.03 0.68 0.04 2 0.75 0.01 0.73 0.03

3 0.58 0.06 0.63 0.07 3 0.72 0.03 0.73 0.02

4 0.52 0.08 0.57 0.08 4 0.73 0.01 0.73 0.02

5 0.41 0.15 0.51 0.16 5 0.74 0.03 0.74 0.03

6 0.28 0.12 0.31 0.14 6 0.74 0.04 0.74 0.03

7 0.22 0.08 0.27 0.13 7 0.74 0.02 0.74 0.03
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Conclusion

This chapter explores the uses of the recently introduced methodology, the Simplified Graph Con-

volutional Neural Network (SGC); class label inferences are produced based on the network struc-

ture, represented by an adjacency matrix, in combination with node feature vectors. There is in-

terest in exploring this model in more depth since it provides a succinct yet expressive formulation

for describing how nodes can influence class label prediction within a network. Besides the param-

eters fitted in order to optimize the target label prediction, there is only a single parameter value k,

which requires manual tuning. This parameter is related to the number of layers Sk (described in

Section 7).

The exploration conducted here investigates the degree to which the accurate prediction of class la-

bels is reduced by removing percentages of the network ranked by centrality metrics. This provides

evidence to the practitioner who collects data, that may contain gaps in the network, and needs to

know if the conclusions can be drastically affected by missing data on key nodes as to whether

the the SGC is sensitive to such issues. Three different network centrality measures are used to

select removal nodes: betweenness, closeness, and VoteRank. We find that the methodology does

manage to produce analogous predictions based upon different percentages of removal (10/20/30).

The largest observed changes were when the nodes were selected for removal with the VoteRank

algorithm and not with betweenness or closeness. This shows that the SGC label assignments are

more sensitive to the local label information derived from the features of the local nodes than well

connected groups of nodes in the center of the network. This also explains why it has displayed

the ability to be robust in its predictions.

The other question explored is whether the results would change if the SGC was supplied an

adjacency matrix that contained the ’triangulated edges’ to begin with. The existing edges in the

adjacency matrix can be referred to as strong-ties as they are direct links; the edges that connect
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friends-of-friends (produced from triangulation A2), can be referred to as weak-ties. A matrix with

both of these edge sets was supplied to the SGC to compare the accuracy predictions. There is

considerable sociological literature discussing the importance of these edges in helping to discover

important connections. Our results show a degraded outcome with the exception of when nodes

were removed with the VoteRank algorithm. This indicates that the inclusion of the weak-ties

provides a more robust edge set when important local nodes are removed. The results do not show

an ability to improve the prediction of class labels for low removal percentages when weak-ties

are included.

The datasets used in this study contained monolithic graphs, where every node is reachable from

any other node. There are many datasets where the data contains disjoint graphs, and this can be

particularly common when the observational capabilities are limited in comparison to the process.

A notable example is with protein interaction graphs. Applying the investigation taken here with

such data would alter the adjacency matrix but not in a way that would cause a failure in its ability

to follow the procedures described. Since the exploration did not depend upon a small fraction

of the number of nodes, the study could continue with such data as long as the distribution of the

relative betweenness and closeness is not excessively skewed for the subgraphs. The investigation

therefore can be conducted on a wide range of datasets to explore the role of weak ties in the

networks. Corporate networks are an interesting avenue for extensions as the nodes would be more

’complex’ entities which may rely on their network connections in different ways. A key aspect

of the extendibility is the overhead of the approach. Since the parameter, feature and adjacency

matrix are combined with linear operators with a non-nested set of intermediate features, inferences

are relatively cheaper than other approaches that build deeper trees and introduce further non-

linearities.
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CHAPTER 8: CONCLUSION

This dissertation introduces several new stochastic sampling and machine learning techniques for

predicting the evolution of social networks. This chapter presents an overview of the research

contributions.

First we introduce a versatile community-based data mixture model for predicting social network

evolution. Community features are used to forecast and retrieve the most similar historical data

partition; Our experimental results show that by simulating communities separately, all resolutions

of the network are more accurately simulated. This was supported by comparing community based

models to agent-based models that used features focused on other resolutions, MACM and MBM.

Both community based models performed better on average on all resolutions, with few exceptions.

By comparing the simplified community model, which extracts community based features from the

network as a whole rather than per community, our model outperformed in user-level performance.

This indicates that by extracting an historical representation of different communities in a social

network, the whole network can be more accurately simulated. The strengths of our approach are

in its versatility, convenience, and computational complexity.

The main weakness is that, unlike other aspects of the Deep Agent Framework, it does not provide

an explanation for the users behavior nor does it capture peer to peer influence. Thus in practice,

we have used sampled historical data to complement our other simulation techniques, rather than

as a standalone alternative. Our work could be extended by investigating the use of new features

such as diffusion delay of user actions and distribution of user types. Stochastic features such as

the probability that users will contribute to information spread could also be employed to represent

the network. Increasing the number of features used to represent the network would facilitate the

use of machine learning techniques, potentially reducing prediction error.
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Chapter 6 proposes the a LSTM which considers data from multiple social networks in order to

improve prediction performance. The dataset used to test this model is composed of events com-

ing from Twitter, Reddit, and GitHub. The investigation also considers the related question of

community topic domain activity where the connected components on a topic are counted as ac-

tive or not over time providing a non-negative real number time series. This data is collected for

GitHub before applying the LSTM and a LSTM models. In both cases the a LSTM shows better

predictive accuracy. We conclude that the information across social networks can provide valuable

information in predicting the bursts within a single network. This is a new finding that has not

been discussed in related work, due to the relative shortage of cross-platform datasets.

Predictions of bursts can be improved upon using the proposed a LSTM. Results are shown using

data from three major social networks that have a global coverage. One avenue for future work

would be to explore other topics, such as news or entertainment, and other social media platforms,

such as YouTube and Instagram, to see if their behavior exhibits similar dynamics. The cross net-

work association may not be exhibited across different forms of content or social media platforms,

if the content sharing remains within the networks of the content origin. In this case the proposed

a LSTM model may not perform well. Future investigations could also explore how the data can

be clustered into topic groups to see if they exhibit repetitive bursts similar to ’shock’ trains. In

our future work, we are exploring the use of LSTM event volume prediction for improving the

performance of our agent-based simulation of social media platforms.

Chapter 7 explores the uses of the recently introduced methodology, the Simplified Graph Convo-

lutional Neural Network (SGC); class label inferences are produced based on the network structure,

represented by an adjacency matrix, in combination with node feature vectors.

The exploration conducted in 7 investigates the degree to which the accurate prediction of class la-

bels is reduced by removing percentages of the network ranked by centrality metrics. This provides

99



evidence to the practitioner who collects data, that may contain gaps in the network, and needs to

know if the conclusions can be drastically affected by missing data on key nodes as to whether the

the SGC is sensitive to such issues. Three different network centrality measures are used to select

removal nodes: betweenness, closeness, and VoteRank.

The other question explored is whether the results would change if the SGC was supplied an

adjacency matrix that contained the ’triangulated edges’ to begin with. The existing edges in the

adjacency matrix can be referred to as strong-ties as they are direct links; the edges that connect

friends-of-friends (produced from triangulation A2), can be referred to as weak-ties. A matrix with

both of these edge sets was supplied to the SGC to compare the accuracy predictions. There is

considerable sociological literature discussing the importance of these edges in helping to discover

important connections.

The datasets used in this study contained monolithic graphs, where every node is reachable from

any other node. There are many datasets where the data contains disjoint graphs, and this can be

particularly common when the observational capabilities are limited in comparison to the process.

A notable example is with protein interaction graphs. Applying the investigation taken here with

such data would alter the adjacency matrix but not in a way that would cause a failure in its ability

to follow the procedures described. Since the exploration did not depend upon a small fraction

of the number of nodes, the study could continue with such data as long as the distribution of the

relative betweenness and closeness is not excessively skewed for the subgraphs. The investigation

therefore can be conducted on a wide range of datasets to explore the role of weak ties in the

networks. Corporate networks are an interesting avenue for extensions as the nodes would be more

’complex’ entities which may rely on their network connections in different ways. A key aspect

of the extendibility is the overhead of the approach. Since the parameter, feature and adjacency

matrix are combined with linear operators with a non-nested set of intermediate features, inferences

are relatively cheaper than other approaches that build deeper trees and introduce further non-

100



linearities.

Although the techniques proposed in this dissertation can be employed to simulate users’ online

behaviors in the short term, creating a high-fidelity simulation of user behavior over the long term

remains an open research challenge.
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APPENDIX A: PLOTS ILLUSTRATING THE EFFECT OF STRONG VS.

WEAK TIES WITH DIFFERENT NODE REMOVAL ORDERINGS
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Betweenness Removal:
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Figure A.1: The SGC methodology is applied to predicting the class labels of the datasets Cora and
Citeseer where the F1 macro is plotted against the parameter L. The betweenness metric is used
to rank and remove different percentages of the network. Subfigures a) and b) show the prediction
changes when the network consists of strong-ties and weak-ties, and subfigures c) and d) show the
results when the original adjacency matrix containing only strong-ties is used.
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Figure A.2: The SGC methodology is applied to predicting the class labels of the datasets Cora
and Citeseer where the F1 micro is plotted against the parameter L. The betweenness metric is used
to rank and remove different percentages of the network. Subfigures a) and b) show the prediction
changes when the network consists of strong-ties and weak-ties, and subfigures c) and d) show the
results when the original adjacency matrix containing only strong-ties is used.
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Figure A.3: The SGC methodology is applied to predicting the class labels of the datasets Cora
and Citeseer where the precision macro is plotted against the parameter L. The betweenness metric
is used to rank and remove different percentages of the network. Subfigures a) and b) show the
prediction changes when the network consists of strong-ties and weak-ties, and subfigures c) and
d) show the results when the original adjacency matrix containing only strong-ties is used.

105



a)

0 1 2 3 4 5 6 7

K

0.750

0.775

0.800

0.825

0.850

0.875

0.900

Pr
ec

is
io

n 
M

ic
ro

'Cora' strong and weak ties with 'betweenness' removal

10
20
30

b)

0 1 2 3 4 5 6 7

K

0.68

0.70

0.72

0.74

0.76

0.78

Pr
ec

is
io

n 
M

ic
ro

'Citeseer' strong and weak ties with 'betweenness' removal

10
20
30

c)

0 1 2 3 4 5 6 7

K

0.74

0.76

0.78

0.80

0.82

0.84

0.86

0.88

Pr
ec

is
io

n 
M

ic
ro

'Cora' strong ties with 'betweenness' removal

10
20
30

d)

0 1 2 3 4 5 6 7

K

0.70

0.72

0.74

0.76

0.78

Pr
ec

is
io

n 
M

ic
ro

'Citeseer' strong ties with 'betweenness' removal

10
20
30

Figure A.4: The SGC methodology is applied to predicting the class labels of the datasets Cora
and Citeseer where the precision micro is plotted against the parameter L. The betweenness metric
is used to rank and remove different percentages of the network. Subfigures a) and b) show the
prediction changes when the network consists of strong-ties and weak-ties, and subfigures c) and
d) show the results when the original adjacency matrix containing only strong-ties is used.
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Voterank Removal:
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Figure A.5: The SGC methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the F1 macro is plotted against the parameter l. The VoteRank metric is
used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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Figure A.6: The SGC methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the F1 micro is plotted against the parameter l. The VoteRank metric is
used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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Figure A.7: The SGC methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the precision macro is plotted against the parameter l. The VoteRank
metric is used to rank and remove different percentages of the network: (a) and (b) show the
prediction changes when the network consists of strong-ties and weak-ties, and (c) and (d) show
the results when the original adjacency matrix containing only strong-ties is used.
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Figure A.8: The SGC methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the precision micro is plotted against the parameter l. The VoteRank metric
is used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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Closeness Removal:
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Figure A.9: The Graph Convolutional Networks (SGC) methodology was applied to predicting the
class labels of the Cora and Citeseer datasets where the F1 macro is plotted against the parameter
l. The closeness metric is used to rank and remove different percentages of the network: (a) and
(b) show the prediction changes when the network consists of strong-ties and weak-ties, and (c)
and (d) show the results when the original adjacency matrix containing only strong-ties is used.
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Figure A.10: The Graph Convolutional Networks (SGC) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the F1 micro is plotted against the parame-
ter l. The closeness metric is used to rank and remove different percentages of the network: (a) and
(b) show the prediction changes when the network consists of strong-ties and weak-ties, and (c)
and (d) show the results when the original adjacency matrix containing only strong-ties is used.

112



(a)

0 1 2 3 4 5 6 7

K

0.725

0.750

0.775

0.800

0.825

0.850

0.875

0.900

Pr
ec

is
io

n 
M

ac
ro

'Cora' strong and weak ties with 'closeness' removal

10
20
30

(b)

0 1 2 3 4 5 6 7

K

0.68

0.70

0.72

0.74

0.76

0.78

Pr
ec

is
io

n 
M

ac
ro

'Citeseer' strong and weak ties with 'closeness' removal

10
20
30

(c)

0 1 2 3 4 5 6 7

K

0.725

0.750

0.775

0.800

0.825

0.850

0.875

0.900

Pr
ec

is
io

n 
M

ac
ro

'Cora' strong ties with 'closeness' removal

10
20
30

(d)

0 1 2 3 4 5 6 7

K

0.68

0.70

0.72

0.74

0.76

Pr
ec

is
io

n 
M

ac
ro

'Citeseer' strong ties with 'closeness' removal

10
20
30

Figure A.11: The Graph Convolutional Networks (SGC) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the precision macro is plotted against the
parameter l. The closeness metric is used to rank and remove different percentages of the network:
(a) and (b) show the prediction changes when the network consists of strong-ties and weak-ties,
and (c) and (d) show the results when the original adjacency matrix containing only strong-ties
is used.
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Figure A.12: The Graph Convolutional Networks (SGC) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the precision micro is plotted against the
parameter l. The closeness metric is used to rank and remove different percentages of the network:
(a) and (b) show the prediction changes when the network consists of strong-ties and weak-ties,
and (c) and (d) show the results when the original adjacency matrix containing only strong-ties
is used.
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GCN

Betweenness Removal:
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Figure A.13: The GCN methodology is applied to predicting the class labels of the datasets Cora
and Citeseer where the F1 macro is plotted against the parameter L. The betweenness metric is
used to rank and remove different percentages of the network. Subfigures a) and b) show the
prediction changes when the network consists of strong-ties and weak-ties, and subfigures c) and
d) show the results when the original adjacency matrix containing only strong-ties is used.
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Figure A.14: The GCN methodology is applied to predicting the class labels of the datasets Cora
and Citeseer where the F1 micro is plotted against the parameter L. The betweenness metric is used
to rank and remove different percentages of the network. Subfigures a) and b) show the prediction
changes when the network consists of strong-ties and weak-ties, and subfigures c) and d) show the
results when the original adjacency matrix containing only strong-ties is used.
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Figure A.15: The GCN methodology is applied to predicting the class labels of the datasets Cora
and Citeseer where the precision macro is plotted against the parameter L. The betweenness metric
is used to rank and remove different percentages of the network. Subfigures a) and b) show the
prediction changes when the network consists of strong-ties and weak-ties, and subfigures c) and
d) show the results when the original adjacency matrix containing only strong-ties is used.
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Figure A.16: The GCN methodology is applied to predicting the class labels of the datasets Cora
and Citeseer where the precision micro is plotted against the parameter L. The betweenness metric
is used to rank and remove different percentages of the network. Subfigures a) and b) show the
prediction changes when the network consists of strong-ties and weak-ties, and subfigures c) and
d) show the results when the original adjacency matrix containing only strong-ties is used.
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Voterank Removal:
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Figure A.17: The GCN methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the F1 macro is plotted against the parameter l. The VoteRank metric is
used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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Figure A.18: The GCN methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the F1 micro is plotted against the parameter l. The VoteRank metric is
used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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Figure A.19: The GCN methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the precision macro is plotted against the parameter l. The VoteRank metric
is used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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Figure A.20: The GCN methodology was applied to predicting the class labels of the Cora and
Citeseer datasets where the precision micro is plotted against the parameter l. The VoteRank metric
is used to rank and remove different percentages of the network: (a) and (b) show the prediction
changes when the network consists of strong-ties and weak-ties, and (c) and (d) show the results
when the original adjacency matrix containing only strong-ties is used.
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Closeness Removal:
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Figure A.21: The Graph Convolutional Networks (GCNs) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the F1 macro is plotted against the parame-
ter l. The closeness metric is used to rank and remove different percentages of the network: (a) and
(b) show the prediction changes when the network consists of strong-ties and weak-ties, and (c)
and (d) show the results when the original adjacency matrix containing only strong-ties is used.
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Figure A.22: The Graph Convolutional Networks (GCNs) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the F1 micro is plotted against the parame-
ter l. The closeness metric is used to rank and remove different percentages of the network: (a) and
(b) show the prediction changes when the network consists of strong-ties and weak-ties, and (c)
and (d) show the results when the original adjacency matrix containing only strong-ties is used.
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Figure A.23: The Graph Convolutional Networks (GCNs) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the precision macro is plotted against the
parameter l. The closeness metric is used to rank and remove different percentages of the network:
(a) and (b) show the prediction changes when the network consists of strong-ties and weak-ties,
and (c) and (d) show the results when the original adjacency matrix containing only strong-ties
is used.
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Figure A.24: The Graph Convolutional Networks (GCNs) methodology was applied to predicting
the class labels of the Cora and Citeseer datasets where the precision micro is plotted against the
parameter l. The closeness metric is used to rank and remove different percentages of the network:
(a) and (b) show the prediction changes when the network consists of strong-ties and weak-ties,
and (c) and (d) show the results when the original adjacency matrix containing only strong-ties
is used.
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