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ABSTRACT

This paper presents a Very Large Scale Integrated (VLSI) design and implementation of a
fixed-point 8x8 multiplierless Discrete Cosine Transform (DCT) using the ISO/IEC 23002-
2 algorithm. The standard DCT algorithm, which is mainly used in image and video com-
pression technology, consists of only adders, subtractors, and shifters, therefore making it
efficient for hardware implementation. The VLSI implementation of the algorithm given
in this paper further enhances the performance of the transform unit. Furthermore, circuit
pipelining has been applied to the base design of the DCT, which significantly improves the
performance by reducing the longest path in the non-pipeline design. The DCT has been
implemented using semi-custom VLSI design methodology using the TSMC 0.13um pro-
cess technology. Results show that our DCT designs can run up to around 1.7 Giga pixels/s,
which is well above the timing required for real-time ultra-high definition 8K video.
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1. INTRODUCTION
Image compression is a process to reduce data redundancies in the image in order to increase the storage

capacity. Discrete Cosine Transform (DCT) is widely used for lossy compression. Most image or video coding
standards such as Joint Photographic Expert Group (JPEG) and Moving Picture Expert Group (MPEG) use DCT as a
standard transform coding scheme. The latest High Efficiency Video Coding (HEVC) which is finalized in 2013 also
utilizes the DCT as the main transform unit [1].

DCT basis function is the Cosine, where multiplication and addition are the main arithmetic operations
involved. Many DCT-based research has been conducted in the past few years, which has produced different kind
of DCT Algorithms, such as Arai DCT scheme, Wang Factorization, Lee DCT for power of two block length, Loeffler
algorithm, and Feig-Winograd factorization ([2]). These Algorithms have been used in practical applications. In
recent image processing technology, various hardware implementation of DCT are using Arai DCT scheme [3]. It
uses only five multiplications and twenty-nine addition, which is less arithmetic operations if compared to other stated
algorithms. For the MPEG technology, the International Standards Organization (ISO) released an optimized fixed-
point multiplierless version of the DCT algorithm, suitable for image and video compression. The standard which is
called the ISO/IEC 23002-2 is described and implemented in the present work [4].

VLSI design of DCT can be found in numerous articles, with an overview given in [5]. For comparison
purposes, we have analyzed three similar designs. The work by Mandayake et al in [6] presents a VLSI architecture
of the DCT using the Arai DCT scheme. It proposes a fast algorithm by reducing the number of integer channels.
The design is implemented using 45nm technology. The work by Wahid et al [7] proposes an area efficient fixed point
DCT architecture implemented in 0.18 um CMOS technology. Another interesting work is by Fu et al [8], where a
low power implementation is proposed based on algebraic integer encoding technique. This work also utilizes 0.18um
CMOS technology. Performance results for these works are given in the results section.

The present paper on the other hand, describes the semi-custom Very Large Scale Integration (VLSI) design
of the ISO/IEC 23002-2 DCT algorithm using TSMC 0.13um technology, similar to the design methodology used in
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[9]. The design has also been optimized by applying circuit pipelining.

1.1. DCT Theoretical Background

The basic equation of N-point one-dimensional Discrete Cosine Transform (1D-DCT) as defined in [10]:

v(k) = α(k)

(N−1)∑
n=0

u(n)cos
(2n+ 1)kπ

2N
, 0 ≤ k ≤ N − 1 (1)

where u(n) denotes the input data, v(k) denotes the output data, whereby

α(0) =

√
1

N
; α(k) =

√
2

N
, 1 ≤ k ≤ N − 1 (2)

1D-DCT equation for N=8 , can also be written in matrix form as follows:



v(0)
v(1)
v(2)
v(3)
v(4)
v(5)
v(6)
v(7)


=



c4 c4 c4 c4 c4 c4 c4 c4
c1 c3 c5 c7 −c7 −c5 −c3 −c1
c2 c6 −c6 −c2 −c2 −c6 c6 c2
c3 −c7 −c1 −c5 c5 c1 c7 −c3
c4 −c4 −c4 c4 c4 −c4 −c4 c4
c5 −c1 c7 c3 −c3 −c7 c1 −c5
c6 −c2 c2 −c6 −c6 c2 −c2 c6
c7 −c5 c3 −c1 c1 −c3 c5 −c7





u(0)
u(1)
u(2)
u(3)
u(4)
u(5)
u(6)
u(7)


(3)

where

ci = cos
iπ

16
, i = (2n+ 1)k (4)

Equation (3) shows that the matrix computes in column wise to produce 1D-DCT. Computing it further in
row wise produces the 2D-DCT. Considering the intensive computations required in DCT, many efficient algorithms
are proposed and reported in literature as mentioned, including the ISO/IEC 23002-2 used in the preset work. The
algorithm is given in Figure 1. The inputs are ind0 to ind7, where each input is 32-bit wide. Several variables are
defined for intermediate operations, where finally the results are stored in the outputs outd0 to outd7.
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Figure 1. The ISO/IEC 23002-2 1D-DCT algorithm

One of the critical components in the DCT algorithm is the PMUL operation, given in Figure 2. The PMUL
performs Polynomial Multiplication. Equation (5) shows an example of polynomial equation, where the highest degree
of polynomial in this equation is 11. The exponential could be eliminated by replacing with shift right operations.
Equation (6) shows the conversion results of all the exponential in equation (5) into arithmetic shift right.

y = (y3 − y7) + ((y3 − y7)− y11)1 (5)

y = (y � 3− y � 7) + ((y � 3− y � 7)− y � 11)1 (6)

Figure 2. PMUL components used in the ISO/IEC 23002-2 1D-DCT algorithm

2. PIPELINE CONCEPT
The main concept in circuit pipelining is to split the job process into smaller stages which will help to enhance

the performance by reducing the combinatorial critical path. Figure 3 shows the difference between non pipeline and
pipeline structure in terms of combinational logic circuit. Non-pipeline circuit is made up of a combinational logic, an
input and an output. Pipeline circuit is made up of a combinational logic that has been partitioned into smaller portion
and then connected by registers. Essentially, pipelining allows the design to run at a higher operating frequency at a
neglible cost in latency caused by initializing the pipeline stages.
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Figure 3. Non-pipeline and pipeline concept

3. PROPOSED DCT HARDWARE ARCHITECTURE
The ISO/IEC 23002-2 algorithm presented in Figure 1 is translated into a hardware architecture via a dataflow

graph (DFG), shown in Figure 4. There are a total of 54 intermediate variables, which translates into wires for non-
pipeline implementation. Similar to the input and output widths, wires are set at 32-bits each. The algorithm also
utilizes 27 subtractors, 19 adders, and 24 shifters. From the DFG, it can be seen that the longest path is 7 arithmetic
operators. Therefore, the design can be split for pipelining to reduce the path length. Essentially, the DFG can be
partitioned into stages, and at each partition bounday, registers are added to store and hold intermediate data. It should
be noted that a very small initial delay is expected to fill in the pipeline registers. Optimum paritioning boundary can
be found using some of the proposed algorithms in [11].

Figure 4. Data Flow Graph of Non-pipeline DCT
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4. RESULT AND ANALYSIS
In this work, Mentor Graphics EDA tools with VLSI process technology TSMC 0.13um CMOS are used to

design, implement and validate the DCT. Some of the tools used include Pyxis for schematic and physical design;
Modelsim for high-level simulation; and Eldonet and EZ wave for low-level SPICE simulation. Semi-custom VLSI
design methodology is used, whereby the arithmetic operators are instantiated manually from a standard cell library
to form a complete DCT. The simulation results obtained from Modelsim at the RTL level is compared to the one
obtained from SPICE simulation to ensure correct results. Here, we show results for non-pipeline and a 2-stage
pipeline implementation.

The following is the number of components used for the DCT. There are a total of 19 Adders, 27 subtractors
and 24 shifters (all 32-bits) that have been used in both Non-pipeline DCT and pipeline DCT. As for regsiters, 16
32-bit and 42 32-bit registers have been used in Non-pipeline and Pipeline DCT respectively. The pipeline design
uses roughly 2.6 times more registers compared to non-pipeline. As for the total number of transistors, non-pipeline
DCT consists of 74240, while pipeline DCT consists of 85120, with increase of roughly 14% more resource due to
the pipeline registers.

By simulation for two different test patterns called pattern1 and pattern 2 (derived from the Foreman QCIF
video frame), the critical data path (cpd) for Non-pipeline DCT is found to be 7.97ns for input pattern 1, and 6.59ns
for input pattern 2. As for the Pipeline DCT, it is found that the cpd is 4.61ns for input pattern 1 and 3.83ns for input
pattern 2. From this, it can be estimated that the non-pipeline DCT can run at the maximum speed of 125MHz, and
the pipeline DCT at 217MHz. In terms of throughput, maximum output rate achieved are 1 Giga pixels/s and 1.7 Giga
pixels/s respectively for non-pipeline and pipeline DCTs. The graph in Figure 5 shows the plot of maximum operating
frequency vs throughput. Both of these designs can support the speed requirements of well above 8K UHD resolution
at real-time. It should be noted however that there are many other factors and components that may affect the speed of
this DCT when integrated into a complete video codec.

Figure 5. Maximum frequency (Fmax) vs Throughput in Mpixels/s

Table 1 shows the comparison to three similar works in literature: Madanayake et al [6] with 45nm CMOS,
Wahid et al [7] with 0.18um CMOS, and Fu et al [8] with 0.18 um CMOS technologies. In terms of throughput, It can
be seen that our designs are superior to [7, 8], but trails the design from [6]. This work shows higher performance due
to the smaller feature technology used. However, our design has shown to meet the requirements of state-of-the-art
video coding resolution even when using a larger technology.

Table 1. Comparison with similar works in literature

Madanyake Wahid Fu et al Non-pipeline Pipeline
et al [6] et al [7] [8] DCT DCT

CMOS Technology (nm) 45 180 180 130 130
Operating frequency (MHz) 946 194.7 75 116 250
throughput (Mp/s) 7568 194.7 75 1000 1739
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5. CONCLUSION
The objective of the present paper is to present results for implementing a fast VLSI pipelined multiplierless

fixed-point 8x8 DCT. The algorithm used is the ISO/IEC 23002-2 for the image and video compression technology.
The design methodology begins with modeling the algorithm using dataflow graphs in order to analyze for pipelining.
The results show that the implementations are feasible to be applied in the latest ultra-high definition 8K video,
even when using the relatively large 0.13um technology. We have implemented and compared the DCT using two
architectures, non-pipeline and a 2-stage pipeline. Simulation results validated the expectation that throughput can be
improved by almost a factor of two, from around 1 Giga pixels/s to 1.8 Giga pixels/s, at a small cost of roughly 14%
more resource (i.e. pipeline registers). Future work aims to extend the methodology for implementing different DCT
dimensions for other applications.
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