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 From the load curve classification for one customer, the main features such 

as the seasonal factors, the weekday factors influencing on the electricity 

consumption may be extracted. By this way some utilities can make decision 

on the tariff by seasons or by day in week. The popular clustering techniques 

are the SOM & K-mean or Fuzzy K-mean. SOM &Kmean is a prominent 

approach for clustering with a two-level approach: first, the data set will be 

clustered using the SOM and in the second level, the SOM will be clustered 

by K-mean. In the first level, two training algorithms were examined: 

sequential and batch training. For the second level, the K-mean has the 

results that are strongly depended on the initial values of the centers. To 

overcome this, this paper used the subtractive clustering approach proposed 

by Chiu in 1994 to determine the centers. Because the effective radius in 

Chiu’s method has some influence on the number of centers, the paper 

applied the PSO technique to find the optimum radius. To valid the proposed 

approach, the test on well-known data samples is carried out. The 

applications for daily load curves of one Southern utility are presented. 
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1. INTRODUCTION  

The load curve classification has one important meaning: the utility can draw the own feature for 

each group in one class of consumer [1]-[2]. Here the main features such as the seasonal factors, the week 

day factors, influencing on the electricity consumption may be extracted. By this way some utilities can make 

decision on the tariff by seasons or by day in a week. Some utilities will have the different prices on 

electricity for winter, summer. Others will take the prices for working days in difference with those for the 

weekend with the very clear purpose: to shift loads from working days to the weekend. Many utilities design 

their demand response policy for each customer group having the same form of load curves [3]. 

Load curve classification is the clustering with the large number of input data. The daily load curve 

for years or months must be considered. From the point of data mining, the way of clustering big data is 

necessary to extracting useful information. Many authors concentrated on data clustering basing on the K-

mean algorithm because it is rather easy to implement and apply even on large data set. Jung, et al used K-

means algorithms combining with principal component analysis to analyze and classify user data efficiently 

[4]. But as mentioned in [5]-[7], K-means has the results that strongly depended on the initial values of the 

centers, so this will influence on the clustering results. To over come this drawback, Bedboudi, et al used the 

combining K-mean and genetic algorithm, meanwhile Sahu, et al used the Adaptive K-mean [5], [6]. Chiu 

presented the subtractive method to remove the influence of center initialization [7]. For load curve 

clustering, many works are based on dimensionality reduction in order to simplify the models or reduce the 

computation time such as [8]-[10]. Here the feature selection or construction is the main key for clustering. 
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For example, [10] proposed three ways to construct the features, exceptionally are suitable for smart 

metering: conditional filters on time-resolution based features, calibration and normalization, and using 

profile errors. 

Other works continue to use the advantages of K-mean algorithm and combine with the 

dimensionality reduction algorithm for load curve clustering. The popular clustering techniques, based on 

this combining, are the SOM & K-means. With the large number of input data, SOM & K-means is a 

prominent approach for clustering. In [11] this technique is with two-level approach: first, the data set will be 

clustered using the SOM by sequential training algorithm. The result here is a set of prototype vectors. In the 

second level, the SOM will be clustered by K-mean. But this method contains the weak points of K-mean so 

does not have the high accuracy. Besides, the sequential training algorithm for SOM is time consumption. 

To take the full advantage of SOM & K-mean with the big data, to over come its drawback, this 

paper will use the subtractive clustering method for the second level. However, choosing the effective radius 

is one key question of clustering procedure. We proposed applying the PSO technique to find the optimum 

radius in order to improve the accuracy. The paper also used another training way in SOM- the batch training 

algorithm to enhance the calculating time. To validate the proposed method, the Fuzzy K-mean algorithm 

will be also applied to give the comparison.  

The work is organized as the following: some mathematics definition such as SOM, K-mean, Fuzzy 

K-mean, PSO will be mentioned in Section 2; the proposed algorithm (denoted as Advanced SOM & K 

means) will be presented in Section 3 with some tests on the famous data set; finally, one case study will be 

presented in Section 4, comparing the results of different algorithms such as SOM & K-means, Fuzzy K-

mean. 

 

 

2. SOME MATHEMATIC DEFINITIONS 

2.1. SOM   

The SOM consists of a regular, usually two-dimensional 2D grid of map units. Data points lying 

near each other in the input space are mapped onto nearby map units. The SOM can be interpreted as a 

topology preserving mapping from input space onto the 2-D grid of map units. 

In our work, the two algorithms for training of the maps were carried out: sequential training 

algorithm and batch training. The neuron whose weight vector is closest to the input vector is called the best-

matching unit (BMU) denoted by c. In the batch training algorithm, instead of using a single data vector at a 

time, the whole data set is presented to the map before any adjustments are made (hence the name “batch”). 

In each training step, the data set is partitioned according to the Voronoi regions of the map weight vectors, 

i.e. each data vector belongs to the data set of the closest map unit. After this, the new weight vectors are 

calculated as follows: 
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where: t denotes time; xj is an input vector; hci(t) the neighborhood Kernel around the winner unit; 

 kjk mxc  minarg  is the index of the BMU of data sample, with mk is synaptic weight vector k .  

 

2.2. The K-mean algorithm 

The K-mean-algorithm is a well-known algorithm in clustering field. For each cluster number K, the 

procedure follows a simple way to classify a given data set and looks like that: 
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where, .  is the Euclidean distance between xj and zi.; zi- is the center of the ith cluster; k- is the number of 

clusters centers; n-number of data. The Davies-Bouldin (DB) index is applied for hard clustering [6]. The 

optimal number of clusters corresponds to the minimum value of DB index. 
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2.3. The subtractive method  

Consider a collection of n data points {x1, x2… xn} in an M dimensional space. If each data point is 

considering as a possible cluster center, then the potential of data point x i will be: 
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with
2/4 ar  . The constant ra is effectively the radius defining a neighborhood. The data point with the 

highest potential is selected as the first cluster center. Let x1* be the location of the first cluster center and P1* 

be its potential value. The potential of each data point x i is revised by the formula:  
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with 
2/4 br , where rb is the effective radius and be equal to 1.25 ra. The data point with the highest 

remaining potential is selected as the second cluster center. The process is then continued further until the 

remaining potential of all data points falls below some fraction of the potential of the first cluster center P1*. 

 

2.4. The PSO [12] 

PSO was based on the phenomenon of collective intelligence inspired by the social behavior of bird 

flocking or fish schooling. The fitness function is evaluated for each particle in the swarm and is compared to 

the fitness of the best previous position for that particle pbestt and to the fitness of the global best particle 

among all particles in the swarm gbest. After finding the two best values, the ith particles evolve by updating 

their velocities and positions according to the following equations:  
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where: sk  -current searching point; sk+1 -modified searching point; vk- -current velocity; vk+- -modified 

velocity; rand1 and rand2- the random values in (0,1) following a normal distribution; c1 and c2 are 

constants called acceleration coefficients; w-some weighted coefficient. The values of c1 and c2 control the 

weight balance of pbest and gbest in deciding the particle’s next movement.  

 

2.5. Fuzzy K-means (FKM) [13] 

FKM is one clustering method with high flexibility having the following objective function: 
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where α is a weighting exponent; ijw is the value of membership function and d(zi, xj)  is the Euclidean 

distance between xj and the center zi.of i cluster. For determining the final number of clusters, there are many 

criteria are applied. This paper used the methods in [14] based on the principles Bellmand – Zadeh. 

 

 

3. THE PROPOSED ALGORITHM 

The proposed algorithm (denoted as Advanced SOM & K means) will be shown in Figure 1. The 

batch training approach is used and the training time will be enhanced. Here the Subtractive clustering is 

applied to find out the initial centers for K-means. Traditionally, the radius ra in (3) has the values from 0.15 

to 0.8. Our examining shows that the smaller the ra is, the large the number of clusters will be received. So, 

the optimum radius is the one that will lead to the smallest value of DB index. To find out the suitable radius 

ra, this paper applied the PSO algorithm.  
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Figure 1. The proposed algorithm 

 

 

4. EXPERIMENTAL STUDIES 

4.1. Testing on the well-known data samples: 

Three real and famous data sets (Iris, WBCD, Wine) are taken These data sets are used in many 

works for testing the clustering technique. The Iris Plants Database [15] contains 150 samples (4 attributes in 

each sample) and was clustered into 3 classes: Iris Setosa; Iris Versicolour; Iris Virginica (50 samples for 

each class). The Wisconsin Breast Cancer Database [16] was built from the University of Hospitals. It 

contains 683 test (10 attributes in each test) and was clustered into 2 classes: benign (65.5%) and malignant 

(35.5%). The last one [17] is the data obtained from a chemical analysis of wines grown in the same region in 

Italy but derived from three different cultivars. The analysis determined the quantities of 13 constituent found 

in each of the three types of wines. Three algorithms: SOM & K-mean, FKM, and Advanced SOM & K-

mean are applied and the results are given in Table 1. From Table 1, the conclusion is that Advanced SOM & 

K-mean has the best result. 

 

 

Table 1. Testing results on well-known data samples 

Data sample 
Number of the  

correct cluster 

Algorithms 

SOM &  

K-means 
FKM 

Advanced  

SOM & K-means 

Iris 3 2 2 3 

WBCD 2 3 2 2 

Wine 3 2 7 3 

 

 

4.2. Application for load curve clustering 

4.2.1. The input data 

The 365 daily load curves of one utility in the South of Vietnam are the input data. Each load curve 

is regarded as the vector of 24 attributes (24 hours). The Euclidean distances between two load curves j and k 

will be defined as: 
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where, xij-load at i-hour of j-load curve. 
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4.2.2. Extract the information 

From the clustering process, by looking into each cluster, the main factors characterized each cluster 

may be extracted. For example if the load curves in one cluster are belonged to the rainy season, while in 

other cluster-the dry season, then it can say that there is a necessity to form a seasonal tariff. And if there are 

the different clusters by weekend and working day, the weekend day tariff must be formed.  

 

4.2.3. Implementation 

As implementation, here the daily load curves of one utility in the year of 2012 were used. The tariff 

is TOU (time of use) and is the same for all day in week. All three algorithms have the same number of 

cluster (2 clusters) called holiday cluster and normal day cluster. There is no show of the rainy and dry 

season clusters. All of Sunday and public holidays are belonged to the holiday cluster. This result is 

consistent because the HochiMinh city is with the tropical climate, and on the other hand, there are many 

industrial parks and invested abroad enterprises so that the difference in load by seasons is not clearly. The 

Holiday cluster contained all of Sunday and public holidays according to Vietnam’s Labor Code. So that 

there are 63 days in standard holiday cluster can see in Figure 2. It emphasizes the necessity to form the 

different prices on electricity for working days and Holidays. But the result shows that there are more than 63 

days in the holidays cluster. There are some Saturdays and working days falling into the holiday cluster can 

see in Table 2. 

 

 

 
 

Figure 2. The load curves of 63 standard public holidays 

 

 

There are differences in the results of 3 algorithms can see in Table 2. To consider the result 

accuracy of three algorithms, the distance of each different day to center of the standard holidays (63 days) 

and the normal days will be calculated can see in Table 3.  

The results of FKM and Advanced SOM & K-means are coincided except for 4 days (Saturdays: 4-

Feb., 11-Feb., 18-Feb, 6-Oct.).  According to FKM, theses days belonged to the holiday cluster. But from 

Table 3, theses Saturdays have the distance to the center of the standard normal day cluster smaller than of 

the standard holiday cluster. It means that these 4 Saturdays must belong to the normal day cluster. And that 

means FKM is less accurate than Advanced SOM & K-means.  

The results of SOM & K-mean and Advanced SOM & K-means are coincided except for one day 

(Tuesday: 31-Jan). This Tuesday has the distance to the center of the standard normal day cluster larger than 

the standard holiday cluster and must be belonged to the standard holiday cluster. So, the Advanced SOM & 

K-means algorithm gets the better accuracy than SOM & K-means.  

 

 

Table 2. Number of weekdays in Holiday cluster for 3 algorithms 

Weekday 

Algorithms 

SOM & 

K-means 
FKM 

Advanced SOM & 

K-means 

Monday 7 7 7 

Tuesday 3 4 4 

Wednesday 3 3 3 

Thursday 2 2 2 

Friday 2 2 2 

Saturday 4 8 4 

Sunday 53 53 53 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 8, No. 6, December 2018 :  4828 - 4835 

4834 

Table 3. Distance of all different days to standard holiday cluster’s center (SHCC) and normal day cluster’s 

center (SNDCC) 

Day 
Avg. dist. 

to the SHCC 

Avg. dist. 

to the SNDCC 

31-Jan-12 1030.48 1988.70 

4-Feb-12 1742.42 1052.60 

11-Feb-12 1753.69 977.21 

18-Feb-12 1742.35 1014.14 

6-Oct-12 1820.48 1046.44 

 

 

This emphasizes the fact that Advanced SOM & K-means algorithm overcome the weak point of 

those algorithm based on the K-mean, and the choosing of optimal radius in Subtractive method enhances the 

accuracy.  

 

4.2.4. Compare in time calculation domain 

Changing SOM training by the batch training algorithm greatly reduces training time. Besides, 

applying the Subtractive clustering algorithm to get initial center in K-means can lead to quite fast solution 

the performance tests were made in a computer with 4 GBs of memory and 2.4 GHz Intel Core i3 CPU and 

have the following results: SOM & Kmeans-1599(s); Advanced SOM & K-means-62(s); FKM - 488 (s). 

 

 

5. CONCLUSION  

The data analysis presented in this work has been tested and validated using real data of one utility 

and the well-known data samples. Among three algorithms examined in this paper, the proposed Advanced 

SOM & K-means has the better result and smallest time for calculating. This algorithm overcomes some 

disadvantages of traditional SOM & K-means, FKM. In the results, the daily consumption behavior of a real 

utility has been analyzed by clustering and it shows that it is necessary to make different electricity prices for 

working days and for weekends. This algorithm can also be used for clustering different groups of customers- 

the basic for applying different tariff for different customer classes. For the future works, the study of 

possibility to apply this algorithm for detecting time zones of Time-of-Use tariff will be carried out. 
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