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 This research aims at providing means to image comparison from different 
image processing algorithms for performance assessment purposes. 
Reconstruction of images corrupted by blur and noise requires specialized 
filtering techniques. Due to the immense effect of these corruptive 
parameters, it is often impossible to evaluate the quality of a reconstructed 
image produced by one technique versus another. The algorithm presented 
here is capable of performing this comparison analytically and quantitatively 
at a low computational cost (real-time) and high efficiency. The parameters 
used for comparison are the degree of blurriness, information content, and 
the amount of various types of noise associated with the reconstructed image. 
Based on a heuristic analysis of these parameters the algorithm assesses the 
reconstructed image and quantify the quality of the image by characterizing 
important aspects of visual quality. Extensive effort has been set forth to 
obtain real-world noise and blur conditions so that the various test cases 
presented here could justify the validity of this approach well. The tests 
performed on the database of images produced valid results for the 
algorithms consistently. This paper presents the description and validation 
(along with test results) of the proposed algorithm for blind image quality 
assessment.   
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1. INTRODUCTION 

In this article an approach to fast blind quality assessment of images for target recognition and 
identification has been described. The blind quality assessment of an image finds many NASA, DoD, FAA, 
NOAA, and DHS applications such as target detection, pattern recognition, and remote sensing. Given that in 
most imaging applications the target is an unknown variable, having a tool to measure the quality of the 
reconstructed images of that target has a significant value. To add to the complication, in most imaging 
applications, the image itself suffers from several physical phenomena such as atmospheric noise (of several 
different kinds), time, phase, and frequency shifts, and other clutter caused by interference and speckles. The 
proposed tool should also be able to measure the level of deterioration of the signal due to environmental 
effects. Therefore, evaluation of a processed image is not an easy task. It requires a good understanding of 
the processing methods used and the types of clutter affecting the image. On the other hand, for a meaningful 
comparison, some effective parameters have to be chosen and qualitatively and quantitatively measured 
across reconstructed versions of the same image. Finally, any algorithm capable of handling these tasks has 
to be efficient, fast, and simple to qualify for “real-time” applications. 



IJECE  ISSN: 2088-8708 � 
 

An Algorithm for Real-Time Blind Image Quality Comparison and Assessment (E. Sheybani) 

121

This research is aimed at assigning a value to the visual quality of several images reconstructed from 
the same target image processed by different algorithms. In doing so, we have identified some of the 
important parameters that affect the quality of an image and ways in which they can be measured 
quantitatively. The remainder of this paper is organized as follows: Section II gives the reader a little 
background on the requirements and components for this research and some of the challenges in blind quality 
assessment of reconstructed images; Section III discusses the methodology and the innovative techniques 
used in this research to overcome some of the challenges in blind image quality assessment; Section IV 
describes the results obtained from this research; and Section V is reserved for conclusive remarks for this 
research and the direction of the future work in this field. 

 
 

2. BACKGROUND 
 In many advanced image processing applications information from multiple sensors or processors is 

combined to create images with higher resolution [12],[13],[14]. One major disadvantage of this technique is 
that collective channel noise, speckles, and other artifacts from different sensors degrade the image quality 
making the task of target reconstruction, restoration, detection, recognition, and classification much more 
difficult [15],[16]. While many image reconstruction and restoration techniques have been developed to 
obtain true target images from the raw observed data, many of these methods suffer from a range of issues 
such as computational involvement of algorithms to suppression of useful information [17],[18],[27]. Each of 
these image reconstruction and restoration techniques has varying degrees of dire side-effects on the image 
quality. Therefore, there is a need for a tool that could perform a quality comparison of reconstructed images 
from the same scene using different image analysis techniques. Since most reconstructed images mainly 
suffer from clutter, noise, data loss, and phase/pixel shifts, we have based our blind quality assessment 
algorithm on these parameters [19],[20]. As depicted in Figure 2 below, the proposed algorithm consists of 
several modules, each unique in its design and purpose, while applicable to a broad range of images. These 
modules are described below: 

 
2.1.   De-noising filter banks 

A noisy image can be simply modeled as S(i,j) = f(i,j) + σe(i,j). Where S is corrupted image with 
noise e, and σ is the noise level.  To de-noise is to remove σe(i,j) and recover f(i,j). Noise is a wide-band 
phenomenon. Therefore, de-noising would require a delicate balance of high, low, and mid band filters with 
proper threshold26 that would minimize interference with the main signal. The proposed filters in this 
research use a combination of wavelet based filter banks and Wiener/Gaussian filters as a means of 
multiband noise suppression and wide band noise reduction, respectively.  

The Wiener filters are specialized in (additive) noise smoothing (compression low-pass filter) and 
blur inversion (deconvolution highpass filter) while reducing the mean square error. In the Fourier transform 
domain the Wiener filters can be expressed as Equation 1: 

�(��, ��) =  
�∗(��, ��) ���(��, ��)

��(��, ��)�� ���(��, ��) +  ���(��, ��)
          (1) 

Where ���(��, ��) and ���(��, ��) are power spectrum of the original image and noise, respectively and 
�(��, ��) is the blurring filter6. 
 The Gaussian filters perform signal smoothing by applying convolution (blurring) and therefore 
removing high frequency noise (mean filtering). The 2D Gaussian filter can be expressed as Equation 2:  

���, 	
 =  
1

2���
 � 

��� ��

���           (2) 

Where the standard deviation (�) determines the degree to which the image is smoothed. The Gaussian 
filters smooth the image more gently than the mean filter and preserve the edges better. Therefore, the 
Gaussian filter is not only better for edge detection due to its sharp cutoff frequency, but also it is the perfect 
pair for Wiener filter as it neutralizes the blur effect of these filters and reduces the noise in bands that 
Wiener filter is not effective [3],[4],[5]. 

Wavelet de-noise and decomposition method is proven to be one of the most effective methods 
[1],[2]. This method involves three steps.  First, a mother wavelet is used to generate the discrete wavelet 
transform (DWT) which in turn is employed to decompose the image. Then hierarchical DWT 
representations of the image make it possible to determine de-noise layer number by a proper soft threshold 
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and threshold function algorithm. The threshold is chosen automatically by the algorithm by combining the 
type of image and its decomposed image scale coefficients. Finally, reconstructing the image by applying the 
threshold coefficients and inverse discrete wavelet transform (IDWT), reconstructs the de-noised image. 
Wavelet transforms are the result of translation and scaling of a finite-length waveform known as mother 
wavelet. A wavelet divides a function into its frequency components such that its resolution matches the 
frequency scale and translation. To represent a signal in this fashion it would have to go through a wavelet 
transform. Application of the wavelet transform to a function results in a set of orthogonal basis functions 
which are the time-frequency components of the signal. Due to its resolution in both time and frequency 
wavelet transform is the best tool for decomposition of signals that are non-stationary or have discontinuities 
and sharp peaks. In this work the wavelet transform has been used to de-noise and decompose images. 
Wavelet de-noising and decomposition method involves three steps. First, the mother wavelet is used to 
generate the discrete wavelet transform (DWT) which in turn is employed to decompose the image. The 
approach consists of decomposing the signal of interest into its detailed and smoothed components (high-and 
low-frequency).  Then, the hierarchical DWT representations of the image make it possible to determine de-
noised and decomposed layer numbers by the proper soft threshold function.  The detailed components of the 
signal at different levels of resolution localize the time and frequency of the event. Therefore, the wavelet 
filter can extract the "short-time", "extreme value", and "high-frequency" features of the image. Finally, the 
threshold coefficients and inverse discrete wavelet transform (IDWT) are used to reconstruct the de-noised 
image.  Usually, the subset of the discrete threshold coefficients can be generated from the discrete version of 
the generating function (Equation 3): 

�	,� =  �� 
	

�  ����	� − ��
         (3) 

Where a and b are scale and shift, and m and n represent the number of levels and number of coefficients 
used for scaling and shifting of wavelet basis, respectively. Applying a subset of this set to a function x with 
finite energy will result in wavelet transform coefficients from which one can closely approximate 
(reconstruct) x using the coarse coefficients of this sequence [1],[2] as shown in Equation 4: 

���
 =  ��〈�, ���	,�〉
�∈
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2.2.   Sharpness and edge detection 
The proposed blind image quality assessment approach is based on immediate human visual factors 

such as lighting, contrast, tone, noise, and blurriness. These parameters have been carefully simplified, 
filtered, merged, and optimized to result in a quantitative measure for quality of a broad range of images. As 
part of the filtering and simplification process, the edge detection and sharpening filters have been employed.  

The sharpness filtering or un-sharp masking can be used to remove uneven pixels and noise from an 
image while preserving the original data and avoiding deformity and shrinkage. This is done by applying 
linear or non-linear filters that amplify the high frequency components of the image and therefore give the 
impression of an image with a higher resolution. This technique increases the sharpness effect of an image by 
raising the contrast of small brightness changes. The image appears more detailed, since the human 
perception is aligned to the recognition of edges and lines. Un-sharp masking could increase the detail 
contrast in general and amplify image interference of the original and therefore result in very bumpy and 
unnatural image effects. In fact, too much masking could cause "halo" effect (light or dark outlines near 
edges). It can also bring in slight color shifts by emphasizing certain colors while diminishing others. By 
setting automatic thresholds that limit the sharpness of unwanted elements in image (such as image grains), 
the proposed filters in this research have been carefully designed to optimize masking without causing “halo” 
effect and to emphasize luminance channel rather than color to avoid any color shift [7]. 
 Edge detection is an essential part of any feature detection or extraction in image processing or 
computer vision algorithms. The technique consists of recognizing the points at which the brightness of a 
digital image changes abruptly (points of discontinuity). These changes could be an indication of important 
incidents in an image such as sudden changes in depth or surface orientation, properties of material, or 
illumination of the scene. Despite different techniques presented to solve this non-trivial problem, one of the 
early ones by Canny is considered an state-of-the-art edge detector. In his approach, Canny considered an 
optimal smoothing filter given the criteria of detection, localization, and minimizing multiple responses to a 
single edge. He proved that this filter can be implemented as the sum of four exponential terms and 
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approximated by first-order derivatives of Gaussians. He used central differences as a gradient operator to 
estimate input image gradients [10],[11]: using Equations 5a,b: 
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The gradient magnitude and orientation then can be computed as shown in Equations 6a,b: 

|∇�| = ���� + ���           (6�) 

� = ����2���, ���       (6�) 
 
2.3.   Quantitative quality analysis 

For the purposes of comparison and assessment of various images reconstructed from a degraded 
original version, it is desired to have a quantitative measure based on human visual system which can be 
measured using parameters involved in signal transformation. In this research, the ideal quantitative measure 
has been analytically calculated based on a delicate balance between the signal to noise ratio (SNR) and norm 
of the reconstructed image. Furthermore, important factors in human visual system such as scene lighting, 
contrast, and edges have been considered to come up with these parameters. As depicted in Figure 2, a 
cluttered image is de-noised to an optimal level (measured by SNR) and then using the un-sharp masking its 
useful information has been extracted to realize a factor that is an indication of the portion of the true image 
that is embedded inside the cluttered version. The closer this number is to one, it shows a higher portion of 
the true image inside the reconstructed version. A number larger than one (as shown in the case of 
exceptional images in Table 3) is an indication that the image has picked up a few extra pieces in addition to 
what was intended in the original image. 
 SNR is a measure of how well a signal is preserved as it travels through a noisy environment. It is 
the ratio of signal power to background noise power measured in dB. It is calculated in Equation 7: 

��� = 10 log��

 �
 � = 20 log��

��

��

            (7) 

Where Ps and Pn are signal and noise power, and As and An are signal and noise amplitude, respectively. 
Since all data acquisition systems suffer from environmental noise, SNR can be partially improved 

by limiting the amount of noise injected into the system from the environment. This can be done by reducing 
the sensitivity of the system and/or filtering out the noise. Another type of noise (additive noise) is introduced 
to the system at the quantization phase. This type of noise is non-linear and signal-dependent and therefore, 
requires more selective filtering for noise cancellation. The filters used in this research for noise reduction are 
a delicate balance between Weiner, Gaussian, and wavelet filter banks which optimally adjust themselves to 
the level of noise in signal and noise frequency bands for maximum noise cancellation and minimum signal 
deterioration [8]. Figure 2 shows the details as well as the order of these filters. 

Thinking of an image as a two dimensional matrix, norm can be used to measure the “size” of the 
image or the “distance” or “difference” between two images. 1-Norm of a vector is given by Equation 8: ����

�
=  �|��|�

���

          (8) 

Accordingly, Equation 9 shows the 1-norm of a matrix ‖�‖� =  	
�� ���
�,��
�

           (9) 

This amounts to the maximum of column sums. Following the same pattern, the 2-norm of a vector is shown 
in Equation 10: 

����
�

=  ��|��|��
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Which amounts to matrix 2-norm in Equation 11 being ‖�‖� =  ��
����� ������
��� �� �∗�          (11) 
Otherwise known as singular value of matrix A [9]. 
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3. RESEARCH METHOD 
Figures 1 and 2 below show the placement of the proposed algorithms in a given image processing 

setup and its functional block diagram. Ideally, the proposed algorithms should be able to analyze an image 
received from a transmitter, that is cluttered with various noise and blur effects of the channel, compare it to 
the outcome of various image processing algorithms (A1, A2, and A3) for the same image (Image 1, Image 2, 
and Image 3), and decide which processed image is a better representative of the original image being 
transmitted. Since there is no prior knowledge about the original image in hand at the receiver side, this 
comparison and analysis is done blindly. As such, to validate the capability of the proposed algorithms in 
assessing and comparing the quality of processed images, it must be tested with known images compared to 
their cluttered and processed versions.  

The algorithm starts processing each image by first reading it into the work space of the computer. 
Then a set of cascaded filter banks (wavelet, Gaussian, and Weiner) are applied to the image to remove noise 
from the image. Each type of filter in this stage requires special parameters to be extracted from the image. 
Therefore, every image would go through some pre-processing to compute these parameters. After noise 
removal, each image is tested for a predetermined SNR global thresholding and unsharp masking to make 
sure that the quality of the signal has not been degraded in the noise removal process and that noise level is 
not going to affect the assessment process. Next, an image edge detection algorithm is applied to reduce the 
image to a sub-image consisting of important information that can be measured quantitatively. Finally, the 
norm of the sub-image is calculated based on the singular values of the matrix of image pixels. The results of 
these computations are listed for a set of sample images in Table 1. 

Furthermore, to achieve a comprehensive model for an algorithm that can handle a wide-range of 
imaging applications, we have used a large database of images (240 faces and landscapes) which contain 
original image, original images cluttered with noise, original image corrupted with blur, and original image 
with both noise and blur. This set represents a wide range of variety in image quality and resolution from 
close-up (face) images all the way to far-away (landscape) images. The noise in this case consists of 
Gaussian, salt and pepper, and shot noise [26]. The blur consists of different levels of pixel displacements 
and angular rotations. We have used a variety of the most prevalent techniques recommended in the literature 
to include noise and blur in the images [21],[22]. Wavelet transforms have been employed for analyzing 
noise in image data as suggested by relevant literature [1],[2], [23],[24],[25].  

Figure 3 shows the block diagram of the validation approach combined with the details of the 
proposed algorithms shown in Figure 2. Consistency in quality measure figures is the key to the successful 
validation of this approach and its applicability to a wide range of images from different sensors. The 
objective is to have one algorithm that works with images from different set of sensors. To show consistency 
in results, the tests have been repeated with the original image (O), original image plus noise (O+N), original 
image plus blur (O+B), and original image plus noise and blur (O+N+B) and the results have been shown for 
all cases in Table 1.  

 
 

4. RESULTS AND ANALYSIS 
As mentioned earlier, the proposed algorithm for blind image quality assessment is more robust, 

more efficient, faster, and less computationally involved than similar algorithms introduced in the literature. 
The advantage of this algorithm is that it works on an effective subset (edge) of the image. Therefore, due to 
less computational overhead and more reliable data (effective edges) it is more efficient. Table 1 shows 
examples of images from the image database used for this experiment. Figure 4 shows examples of the 
validation results for this research as depicted in section III of the paper. As shown in Figure 3, the set of 
images for this experiment were cluttered in 3 different ways (Table 1) and all processed with the proposed 
blind image quality assessment algorithm. Quantitative results prove to be consistent for each and every 
image type tested. Here are some observations from these test results: 
a. The algorithm consistently rates the original better than the noisy (O+N), blurry (O+B), and noisy-blurry 

(O+N+B). The qualitative measure obtained is also rating the O+N and O+B consistently. In all cases, as 
the quality of the image is degraded from blur t noise, the quality measure keeps decreasing. The 
consistency here has also triggered comparison to human visual system (HVS). 

b. The proposed algorithm also shows consistency in grading the quality of O+N+B images compared to O, 
O+N, and O+B. The O+N+B images are qualitatively graded lower than the other types of images and 
this is consistent with our expectations.  

c. The results also indicate that the proposed quality assessment measure is a robust and reliable one based 
on limited visual parameters for a fast convergence suitable for real-time applications with limited sensor 
data. The measure has proven to differentiate between different versions of the same image very 
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accurately. Accordingly, it is designed to detect the quality of the image in the same way that human eye 
can. 

The authors plan to further examine the validity of this algorithm in comparison to human visual 
system (HVS). Additionally, the algorithm will be tested for different grades of blur and noise to find the 
resolution thresholds of the proposed method. Both these are rather important tasks as they find applications 
in many automated systems in which human observation and validation is part of the process (radar, remote 
sensing, manufacturing, etc.). Once validated, the algorithm will be matched to relevant applications in the 
real world. 

 
 
5. CONCLUSION 

Target image extraction, recognition, and processing are of great interest to many science and 
engineering fields such as remote sensing, target detection, radar processing, and meteorology. The long-term 
goal of this research is to enable increased autonomy and quality of image processing systems, with special 
emphasis on automated processing, validation, and reconfiguration. The overall theme of this work is 
automatic extraction and processing of high-resolution images by adding a real-time blind image quality 
assessment algorithm. Wiener, Gaussian, un-sharp masking, and Multi-resolution wavelet filter banks have 
been proposed to enable an efficient and fast solution to this problem. A delicate balance of these filters in 
the proposed algorithm is capable of recognizing the quality of an image in comparison to corrupted versions 
of it. This research has led to accelerate research in theories, principles, and computational techniques for 
blind quality assessment in image processing. The results obtained indicate that the proposed algorithm can 
effectively assess the quality of any given image from a wide range of extremes in an image database. 
Furthermore, the algorithm can differentiate between a regular image and its corrupted versions. 
Additionally, the proposed algorithm is fast, efficient, and robust and can be implemented in hardware for 
real-time applications. 
 
 
ACKNOWLEDGEMENTS 

The authors would like to acknowledge NASA CIPAIR grant, NASA NSTI grant, NASA Research 
Fellowship grant, and Commonwealth Center for Advanced Manufacturing (CCAM) grant for their support 
of this research project. They also greatly appreciate the positive feedback and comments by N. 
Memarsadeghi at NASA GSFC which helped improve the quality of this work. 
 
 
REFERENCES 
[1] E. Sheybani, “Enhancement of Data in Integrated Communications, Navigation, and Surveillance Systems”, 

Proceedings of NASA/IEEE/AIAA ICNS 2011, May 10-12, Washington, DC. 
[2] N. C. Pramod and G. V. Anand, “Nonlinear Wavelet Denoising for DOA Estimation by MUSIC”, 2004 

International Conference on Signal Processing & Communications (SPCOM), 11-14 December, Bangalore, India, 
pp. 388-392. 

[3] E. Davies, “Machine Vision: Theory, Algorithms and Practicalities”, Academic Press, 1990, pp 42 - 44.  
[4] R. Gonzalez, and R. Woods, “Digital Image Processing”, Addison-Wesley Publishing Company, 1992, p 191.  
[5] R. Haralick, and L. Shapiro, “Computer and Robot Vision”, Addison-Wesley Publishing Company, 1992, Vol. 1, 

Chap. 7. 
[6] F. Jin, P. Fieguth, L. Winger, and E. Jernigan, “ADAPTIVE WIENER FILTERING OF NOISY IMAGES AND 

IMAGE SEQUENCES”, Proceedings of IEEE ICIP 2003, September 14-17, 2003, Barcelona, Spain.  
[7] LaserSoft Imaging, “SilverFast Unsharp Masking”, Manual: SilverSoft USM, 

http://www.silverfast.com/highlights/. 
[8] Wikipedia, “Signal-to-Noise ratio”, http://en.wikipedia.org/. 
[9] J. Stensby, “Notes on Matrix Norms”, http://www.ece.uah.edu. 
[10] D. Ziou and S. Tabbone, "Edge detection techniques: An overview", International Journal of Pattern Recognition 

and Image Analysis, 8(4):537–559, 1998  
[11] J. Canny, "A computational approach to edge detection", IEEE Trans. Pattern Analysis and Machine Intelligence, 

vol 8, pages 679-714, 1986.  
[12] Gupta, S.; Ramesh, K.P.; Blasch, E.P.; “Mutual Information Metric Evaluation for PET/MRI Image Fusion”, IEEE 

National Aerospace and Electronics Conference, NAECON 2008. Page(s): 305 – 311. 
[13] Hongbo Wu; Yanqiu Xing; “Pixel-based image fusion using wavelet transform for SPOT and ETM+ image”, IEEE 

International Conference on Progress in Informatics and Computing (PIC), 2010, Volume: 2, Page(s): 936 – 940.  
[14] Lavanya, A.; Vani, K.; Sanjeevi, S.; Kumar, R.S.;  “Image fusion of the multi-sensor lunar image data using 

wavelet combined transformation”, International Conference on Recent Trends in Information Technology 
(ICRTIT), 2011, Page(s): 920 – 925.  



      �          ISSN: 2088-8708 

IJECE  Vol. 2, No. 1,  February 2012 :  120 – 129 

126

[15] Yildirim, A.; Efe, M.; Ozdemir, A.K.; “An Alternative Model for Target Position Estimation in Radar Processors”, 
IEEE Signal Processing Letters, Volume: 14 , Issue: 8, 2007 , Page(s): 549 – 552.  

[16] Paoloni, C.; “On the Analysis and Improvement of Yield for TWT Small-Signal Gain”, IEEE Transactions on 
Electron Devices, Volume: 55 , Issue: 10, 2008 , Page(s): 2774 – 2778.  

[17] Pluim, J.P.W.; Maintz, J.B.A.; Viergever, M.A.; “Mutual-information-based registration of medical images: a 
survey”, IEEE Transactions on Medical Imaging, Volume: 22 , Issue: 8, 2003 , Page(s): 986 – 1004.  

[18] Reed, S.; Ruiz, I.T.; Capus, C.; Petillot, Y.; “The fusion of large scale classified side-scan sonar image mosaics”, 
IEEE Transactions on Image Processing, Volume: 15 , Issue: 7, 2006 , Page(s): 2049 – 2060.  

[19] Sheikh, H.R.; Bovik, A.C.; “Image information and visual quality”, IEEE Transactions on Image Processing, 
Volume: 15 , Issue: 2, 2006 , Page(s): 430 – 444.  

[20] Zhou Wang; Bovik, A.C.; “A universal image quality index”, IEEE Signal Processing Letters, Volume: 9 , Issue: 3, 
2002 , Page(s): 81 – 84.  

[21] Samadani, R.; Mauer, T.A.; Berfanger, D.M.; Clark, J.H.; “Image Thumbnails That Represent Blur and Noise”, 
IEEE Transactions on Image Processing, Volume: 19 , Issue: 2, 2010 , Page(s): 363 – 373.  

[22] Mignotte, M.; “A Post-Processing Deconvolution Step for Wavelet-Based Image Denoising Methods”, IEEE Signal 
Processing Letters, Volume: 14 , Issue: 9, 2007 , Page(s): 621 – 624.  

[23] Chappelier, V.; Guillemot, C.; “Oriented Wavelet Transform for Image Compression and Denoising”, IEEE 
Transactions on Image Processing, Volume: 15 , Issue: 10, 2006 , Page(s): 2892 – 2903.  

[24] Balster, E.J.; Zheng, Y.F.; Ewing, R.L.; “Feature-based wavelet shrinkage algorithm for image denoising”, IEEE 
Transactions on Image Processing, Volume: 14 , Issue: 12, 2005 , Page(s): 2024 – 2039. 

[25] Donoho, D.L. (1995), "De-Noising by soft-thresholding, " IEEE Trans. on Inf. Theory, vol. 41, 3, pp. 613-627. 
[26] Van der Ziel, Aldert. “Noise: Sources, Characterization, Measurement”, Prentice-Hall, Inc., Englewood Cliffs, 

New Jersey, 1970. 
[27] Chaofeng Li, Alan Conrad Bovik, Xiaojun Wu, “Blind Image Quality Assessment Using a General Regression 

Neural Network”, IEEE Transactions on Neural Networks, 22(5), pp. 793-799, 2011. 
 
 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 1. The general path for an image from transmitter to receiver, the alternative  
paths for processing, and the proposed algorithm for image quality assessment 

 
 
 

                
 
 
 

                
 
 

 
Figure 2. Components of the proposed edge detection algorithm for  
image quality assessment and details of the de-noising filter banks  
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Figure 3. The validation approach functional block diagram for the proposed algorithm for blind image 
quality assessment 

 

Table 1: Examples of images used for validation of the proposed algorithm for blind image quality 
assessment. The algorithm has been tested with original image (O), original image plus noise (O+N), original 

image plus blur (O+B), and original image plus noise and blur (O+N+B). Examples of images with 
exceptional conditions are shown in the last two rows. 
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a. Examples of the normalized validation results for the proposed algorithm for blind image quality assessment of face 
images. The algorithm has been tested for original image (O), original image plus noise (O+N), original image plus blur 

(O+B), and original image plus noise and blur (O+N+B). 
 

 
 

b. Examples of the normalized validation results for the proposed algorithm for blind image quality assessment of 
landscape images. The algorithm has been tested for original image (O), original image plus noise (O+N), original image 

plus blur (O+B), and original image plus noise and blur (O+N+B). 
 

Figure 4. Examples of the normalized validation results for the proposed algorithm for blind image quality 
assessment 

 
 
BIBLIOGRAPHY OF AUTHORS 
 

Ehsan Sheybani has earned a BSEE, MSEE, and Ph.D EE from University of Florida, Florida 
State University, and University of South Florida, respectively. He is currently an Associate 
Professor of Computer Engineering at Virginia State University, with a research interest in 
Communications and Signal Processing. He has numerous federal grants from NASA and NSF 
and has a long list of publications in peer reviewed journals and conference proceedings. 

  

0

0.2

0.4

0.6

0.8

1

1.2

O O+N O+B O+N+B

FACE 1

FACE 2

FACE 3

FACE 4

0

0.2

0.4

0.6

0.8

1

1.2

O O+N O+B O+N+B

LAND 1

LAND 2

LAND 3

LAND 4



IJECE  ISSN: 2088-8708 � 
 

An Algorithm for Real-Time Blind Image Quality Comparison and Assessment (E. Sheybani) 

129

 

Singli Garcia-Otero received the M.S. and Ph.D. degrees in the electrical and computer 
engineering from the University of Missouri- Columbia in 1985 and 1992, respectively. She has 
three years industrial experiences as an engineer and has been teaching at different universities 
for over 20 years.  Currently, she is a professor the computer engineering program at the Virginia 
State University.   
 
 

 
 

 

 

Fedra Adnani received her M.S. and Ph.D. degrees in the Biomedical Engineering from 
Virginia Commonwealth University in 2003 and 2006, respectively. She has over three years 
research/teaching experience.  Currently, she is assistant professor of computer engineering 
program at Virginia State University.   
 
 

  

 

Dr. Giti Javidi holds BS in Computer Science from University of Central Oklahoma, MS in 
Computer Science and Ph.D. in IT with an emphasis on Computer Science, both from Univerity 
of South Florida.  She currently serves as an Associate professor of Computer Science at 
Virginia State University, where her main research interest is information visualization, 
multimodal human computer interaction, computer vision, and pattern recognition. She has 
received several grants from external agencies to support her research. dition to teaching and 
research experience, Dr. Javidi has gained many years of industrial experience by serving as a 
software engineer at IBM and as the chief Researcher at C.I.T.I (Center for Information 
Technology Integration). 

 
 

 

Dr. Deshpande since 2005 serves as a senior RF engineer in Microwave Instrument Technology 
Branch (Code 555) of NASA Goddard Space Flight Center, Greenbelt, MD.  Before joining 
NASA GSFC, Dr. Deshpande served as an antenna design engineer at NASA Langley Research 
Center during 1990-2005.  During his association with NASA Langley Research Center, Dr. 
Deshpande developed antenna analysis and design tools based on the Method of Moment, Finite 
Element Method, and hybrid methods (FEM and MoM).  Most of his work has been published in 
IEEE Transactions on Antennas and Propagation, Microwave Theory and Techniques. Before 
joining NASA LaRC, Dr. Deshpande completed his education (BE, M.Tech, and Ph. D.) from 
Indian Institute of Technology, Kharagpur, India.  He also served as an Associate Professor 
during 1982-1989 at Indian Institute of Technology, Kharagpur where he guided couple of Ph. D 
students and number of M. Tech thesis. 

 


