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 The size of Distributed Generation (DG) is crucial in order to reduce the 
impact of installing a DG in the distribution Network. Without proper 
connection and sizing of DG, it will cause the power loss to increase and also 
might cause the voltage in the network to operate beyond the acceptable 
limit. Therefore, many researchers have given concentration on the 
formulation optimization technique to regulate the DG’s output to compute 
its optimal size. The distinctions between these techniques were on the 
ability to acquire the optimal value with hasty computing time for solving the 
problems. PSO is among the popular optimization methods due to its 
simplicity and satisfying value. However, the computing time for PSO is 
dependant to the problem that needs to be solved. In this paper, the concept 
of Evolutionary Particle Swarm Optimization (EPSO) method is 
implemented in sizing the DG units. By substituting the concept of 
Evolutionary Programming (EP) in some part of Particle Swarm 
Optimization (PSO) algorithm process, it will make the process of 
convergence become faster. The algorithm has been tested in 33bus 
distribution system with 3 units of DG that operate in PV mode. Its 
performance was compared with the performance when using the traditional 
PSO and without using any optimization method. In terms of power loss 
reduction and voltage profile, the EPSO can give similar performance as 
PSO. Moreover, the EPSO requires less number of iteration and computing 
time to converge. Thus, it can be said that the EPSO is superior in term of 
speed, while maintaining the same performance. 
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1. INTRODUCTION 

The connection of Distributed Generation (DG) at the consumer side has given a lot of opportunities 
for the network to reduce the existing power losses. With the implementation of DG units, the distribution 
system no longer have a single supply system, which is from the transmission-distribution substation, but 
there will be multiple sources power in the network. Thus, the DG units will supply to some of the local load 
while the other loads will still get the power supply from the main source. However, the incompatibleness of 
the size and location of the DG will give an opposite effect to the distribution network such as power loss 
increase, voltage operating beyond the limit and others [1-5]. Therefore, many researchers have conducted 
studies to obtain the appropriate location and size for the DG either for a single DG unit [2],[4] or for 
multiple DG units [6-7]. The optimization techniques such as Genetic Algorithm (GA), Particle Swarm 
Optimization (PSO), Evolutionary Programming (EP), Ant Colony Optimization (ACO) and other heuristic 
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methods are usually used in finding the optimal size of DG. With these optimization methods, it could help 
the power system planner to compute the optimal capacity of DG size for the network. 

The analysis in [8] is one of the most recent studies on optimal placement and sizing of DG units in 
the distribution system. The author used combination of two heuristic optimization methods which are 
Genetic Algorithm and Immune System in order to maximize the benefit of DG. Since the size of DG is 
directly related to the power losses and the cost of reinforcement, thus the authors aim to minimize both 
factors in order to achieve the optimal DG output in the system. The authors have compared the method with 
other optimization methods which are GA, PSO, Immune Algorithm (IA), Ordinal Optimization (OO) and 
GA-OPF. However, the locations of DGs are diverse for each optimization methods and can cause the 
optimal power losses values to be different.  Furthemore, the implementation of DG optimal sizing is not 
only restricted to distribution network. Some researchers also focus on optimizing the large scale of DG that 
is connected to the mesh transmission network [9]. Since the DG is built with a large capacity, the 
characteristic of the DG is most likely the same as traditional power generator. In this case study, the authors 
implement a simple conventional iteration in order to optimize the size of DG to achieve the same objectives 
as in [8] which are to lower down both cost and losses in the network. Although the analysis for DG 
connected at transmission network can be made, but the implementation of this DG is cumbersome due to the 
capacity of DG must be large enough.The objective of DG sizing is not only limited to the reduction of 
power loss and lowering the cost of generation, but the sizing of DG can also be used to minimize the total 
harmonic distortion (THD) in the network [10], lowering the short circuit level that represents the protective 
device in the network [11] and many more.  

In this paper, the concept of hybrid optimization between EP and the PSO which has introduced in 
[12] is used to analyze the performance of the algorithm for DG sizing which known as Evolutionary PSO 
(EPSO). The performance of proposed methods will be compared to traditional PSO in term of reduction of 
power losses value, voltage profile, computing time and others when the DG connected at the distriubution 
level. The detail of the algorithm will be discussed in Section 2. Section 3 shows the simulation results 
between the performance of traditional PSO and EPSO in term of power loss and voltage profile for 33 bus 
radial distribution systems. Last but not least, Section 4 presents the conclusion of the study. 
 
 
2. RESEARCH METHOD: OPTIMIZATION APPROACHED 

The PSO is one of the heuristic methods used by researchers to solve any optimization problem. The 
main idea of the PSO is based on the food searching behavior (foraging) of birds or fish. The birds or fish 
will move to the food in certain speed and position. Their movement will depend on their own experience 
(local best) and other ‘friends’ in the group (global best). The finding process of local best and global best 
that are computed in every iteration gives the potential to the PSO to reach the most optimal solution. Thus, 
many researchers tend to combine or hybrid the PSO with other optimization methods such as artificial 
Neural Network (ANN), Genetic Algorithm (GA) or (Evolutionary Programming) EP or other heuristic 
methods. The combination/hybridization process between PSO and other heuristic methods has been 
summarized in [13-15]. 

 
2.1. Basic Machinery of Particle Swarm Optimization 

In this subsection, the process and the machinery of the PSO will be discussed in depth. The 
summary of traditional PSO is as follows. 
 

Step 1: The population of N particles is initialized with random positions, x and the velocity, v of 
each particle is set to zero. Each particle can have d number of variables.  

Step 2: The objective function is evaluated with all particles in order to find the objective value.  
The particles generated will be tested for it fitness to the objective. If the value of a particle 
and the objective value obtained from that particle are within the constraints of the system, 
that particle will be accepted. Meanwhile if the particle itself or the objective value 
obtained from that particle is out of the range of the system’s constraints, new particle will 
be generated and this step will be repeated for the number of particles which are out of the 
boundary. The local best, Pbest, is set as the current position and objective value of the 
particle, and the global best, Gbest and its objective value is set as the best initial particle. 

Step 3: The new velocity,vi+1 and the new position, xi+1, is calculated using equations (1) and (2) and 
the values of the current Gbest and Pbest.  

Step 4:  Evaluate the objective values of all particles using the new position. 
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Step 5: The objective value of each particle is compared with its previous objective value. If the new 
value is better than the previous value, then update the Pbest and its objective value with the 
new position and objective value. If not, maintain the previous values. 

Step 6: Determine the best particle of the whole updated population with the Gbest. If the objective 
value is better than the objective value of Gbest, then update Gbest and its objective value 
with the position and objective value of the new best particle. If not, maintain the previous 
Gbest. 

Step 7: If the stopping criterion is met, then output Gbest and its objective value; otherwise, repeat 
step three. 

 
           )()( 22111 ibestibestii xGrcxPrcVv −+−+=+ ω  (1) 

iii xvx += ++ 11      (2) 
 
A calculation example for one level of iteration is as shown in Table 1. 
 

Table 1. The Example of PSO Calculation Concept to Find the Minimum Point 

 
set 1 set 2 Pbest Gbest 

Fitness_11 = 6.845 Fitness_12 = 6.458 Element (6.458) 

Fitness_21 = 7.214 Fitness_22 = 7.421 Element (7.214) 

Fitness_31  = 3.125 Fitness_32  = 3.013 Element (3.013) 

Fitness_41  = 6.127 Fitness_42  = 6.478 Element (6.127) 

Fitness_51  = 4.025 Fitness_52  = 4.125 Element (4.025) 

Fitness_61  = 6.389 Fitness_62  = 6.446 Element (6.389) Element (3.013) 

Gbest 3.125 3.013 

 
  Set 1 is a set of old positions and set 2 is a set of new positions. The Pbest set is selected by 
comparing the best value between the fitness values achieved by set 1 and set 2. For example, the set 1 and 
set 2 fitness values for the 4th element are 6.127 and 6.478 respectively. Assuming that the process of 
optimization is to obtain the minimum value, the element for the set 1 (Element (Fitness_41)) is chosen as a 
Pbest value. Next, for the new Gbest, the Gbest for set 1 and set 2 will be compared and the smallest value 
between both sets is preferred as the new Gbest. Hence, in this example, the Gbest for set 1 is smaller than the 
Gbest for set 2. Thus, the new Gbest value was the element for Fitness_32.  

Up till this point, the traditional PSO method has been discussed. EPSO is similar to PSO in many 
of the steps. This statement is obvious, because EPSO itself is based on PSO. However, their similarities stop 
at the steps 5 and 6 where the new Pbest and new Gbest are determined. In the next subsection, EPSO will be 
discussed in greater detail. 
 
2.2. Evolutionary Particle Swarm Optimization’s Machinery 

In this subsection, the process and the machinery of the EPSO will be discussed in detail. In EPSO, 
the process is similar as PSO from step 1 until step 4. The concept of EP is integrated in steps 5 and 6 (of the 
previous subsection), where the tournament selection process is done. For the discussion on EPSO, refer 
Figure 1. 

After obtaining the new position, xi+1, the new fitness value, yi+1, is calculated using the values of 
xi+1. Subsequently, the set of new positions, xi+1, and the old ones, xi, will be combined and contested in a 
tournament with a number of positions other than itself according to the contestants’ percentage settings. For 
example, if 20 positions are selected, and the percentage is set to 20 percent, then all positions will be 
challenged by four other contestants randomly, and each position will be weighted by the number of wins it 
obtains. A position gains a win when its fitness is better than its contender. This tournament is the part which 
is adapted from EP and different from the traditional PSO. 

After the tournament, the positions will be sorted out in a descending fashion, starting with the 
highest wins down to the lowest wins. N number of positions with the best score will be selected from the 
result as the survival positions, which will be used for the next iteration. These positions will also be used as 
the new Pbest and the position with the highest score will be used as the new Gbest. Next, the new position set 
will be tested for convergence. If convergence is not achieved, the process will be repeated by calculating a 
newer velocity and position using equations (1) and (2) based on the new Pbest and Gbest. If convergence is 
achieved, then the optimization process is terminated.  
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Figure 1. The flow chart for EPSO algorithm 

 
An example of how to calculate a level of iteration is as shown in Table 2 where set 1 is the oldest 

position set, and set 2 is the newest position set calculated using equations (1) and (2).  
 

Table 2. The Example of EPSO Calculating Concept to Find the Minimum Point 

set 1 set 2 set1+set2 
Competition: 

Win 
Selection (Pbest) Gbest 

Fitness_11 = 6.845 Fitness_12 = 6.458 Fitness_11 = 6.845 1 Element (3.125) Element (3.013) 

Fitness_21 = 7.214 Fitness_22 = 7.421 Fitness_21 = 7.214 0 Element (3.013) 

Fitness_31  = 3.125 Fitness_32  = 3.013 Fitness_31  = 3.125 2 Element (4.125) 
Fitness_41  = 6.127 Fitness_42  = 6.478 Fitness_41  = 6.127 0 Element (6.845) 

Fitness_51  = 4.025 Fitness_52  = 4.125 Fitness_51  = 4.025 1 Element (3.013) 

Fitness_61  = 6.389 Fitness_62  = 6.446 Fitness_61  = 6.389 1 Element (4.125) 

Fitness_12 = 6.458 0 

Fitness_22 = 7.421 0 

Fitness_32  = 3.013 2 

Fitness_42  = 6.478 0 

Fitness_52  = 4.125 2 
Fitness_62  = 6.446 0 

 
The third column shows the combination of set 1 and set 2. In column four, the scores achieved by 

each position is shown based on the number of wins in the tournament. In this example, each set consists of 6 
positions and the challenger percentage is set to 20 percent so that each position will compete with two other 
competitors. That is why in the fourth column, the highest achievable score is two. In the fifth column, six 
positions with the best fitness will be chosen as the Pbest and in the last column the element or position with 
the best fitness among the Pbest will be selected as Gbest. From the results, only the survival element during the 
competition process will be maintained for the next iteration while the other are terminated. This process 
make the EPSO could achived the optimal value faster than traditional PSO. 
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3. RESULTS AND DISCUSSION 
The 33 bus radial distribution system is used for the analysis on the performance of EPSO versus 

PSO as shown in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2. 33 radial distribution system with existing of DG operated at PV mode 
 

The line and load data for the system can be gained in [16]. There are 3 units of DG which are 
present in the network, at buses 6, 16 and 25 and operating in P-V bus mode. In this simulation, the initial 
capacities of the DG units are 2.4878 MW, 0.4970 MW and 0.3556 MW whilst the power loss in the network 
is 23.1049 kW. The technique to get the location and capacity of DGs is obtained using the same approached 
as in [17]. In the analysis, the authors used the mathematical approached for determining the location and 
size of DG in the distribution network before improved it using PSO method. However, all the DGs are 
operated in the PQ mode. Therefore, the DGs location in [17] are different compared to the location that can 
be obtained in Fig. 2 due to the effect of PQ and PV mode in finding the power loss saving. Besides that, by 
implemented DG operated at PV mode, the power losses after the optimal location and sizing is improved as 
shown in Table 3.  

 
Table 3. Comparison the performance optimal location and size of DGs without Optimization method 

No  
DG operate in PQ mode [16] 
Without Optimization method 

DG operate in PV mode 
Without Optimization method 

1 Location of DGs 6, 15, 25, 32 6, 16, 25 

2 No. of DG units 4 3 
3 Total DG size (MW) 3.0884 3.3404 

4 Total Power Losses (kW) 
(after DGs placement) 

66.5892 23.1049 

 
3.1.  Performance of PSO and EPSO in Radial Distribution System 
 

In the power system analysis, the size of DGs are becoming the controllable parameter or “particles” 
in both optimization methods and the total power losses is the “fitness” or the minimum value that need to be 
achieved. By randomizing and uptdating the “particles” using PSO and EPSO methods (as discussed in 
sections 2.1 and 2.2), the power output of DGs is as shown in Table 4. It can be seen that the PSO and EPSO 
give the same performance in term of DG size and the total power losses. The DGs that operated at buses 6, 
16 and 25 is running at 1.7004 MW, 0.7740 MW and 0.53 MW respectively in order to reduce the power 
losses from 23.1049 kW to 17.1721 kW. Thus, by resizing all these 3 units of DG, the total power losses can 
be reduced up to 5.9328kW which is equal to 25.68 percent. 

However, by comparing the PSO and EPSO methods, the EPSO algorithm gives a better result in 
terms of processing time to reach the optimal size of DG. For the traditional PSO, it requires 79 iterations 
before it can converge. On the other hand, EPSO which implements the competition concept from the EP 
requires only 56 number of iteration before it converges. The difference in number of iteration between 
EPSO and PSO is due to the concept used in EPSO which only maintains survival or successful particles. 
These survival particles are the particles among the population set that will give the lower fitness value in the 
optimization process (for minimum optimization cases). Thus, it will make the process of convergence 
becomes faster. As a result, EPSO gives superior results compared to PSO in sizing of DG to minimize the 
power losses in the network. 
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Table 4. Comparison the performance of EPSO and PSO with initial condition 

33 bus 
Distribution 

System 

Location 
(bus) 

Without 
Optimization 
Technique 

PSO EPSO 

DG 1 (MW) 6 2.4878 1.7004 1.7004 

DG 2 (MW) 25 0.4970 0.7740 0.7740 

DG 3 ( MW) 16 0.3556 0.5300 0.5300 

Total DG Capacity (MW) 3.9325 3.0044 3.0044 

Total Power Loss (kW) 23.1049 17.1721 17.1721 

Power losses Reduction (%) - 25.68 25.68 

Iteration (average) - 79th 56th 

Computation Time (s) 
(average) 

- 93.2874 71.2743 

 
Figures 3 and 4 shows the total DG capacities that installed with the value of power loss and the 

comparison of voltage profile after the optimization take place in the analysis respectively. Since the 
performance in finding optimal DG capacity for PSO and EPSO are same, both optimization method have the 
lowest value of total DG capacity and lowest total power loss compared to the initial stage (without the 
optimization). From the results (Figure 4), the extra capacity of DG in the network does not guarantee that 
the system will have lower power losses value. It proves that the DG sizing play an important role in 
determining the power losses value in the network. By having the optimal size of DG, it will give better 
reduction in total power losses value while fulfilling all the other constraints in the network. Thus, it is very 
important to have the optimal DG capacity rather than additional DG capacity that can increase the power 
losses. 

 

 
Figure 3. Total DG Generated Power vs Total Power Loss in 33 bus distribution system 

 
The voltage profile in the network is quite similar for all DGs connected cases either with or without 

optimization as shown in Figure 4. Since the generation capacity has been reduced during the optimization 
process either for PSO or EPSO cases, some of the buses experience the voltage reduction while the others 
have the same voltage value especially for the busses which do not have DG connection in the feeder. 
However, the voltage reductions on some buses still fulfill the voltage constraint that has been set in the 
system which is from 0.95p.u to 1.05p.u.  

Figure 5 shows the detail on the result of voltage reduction that occurs due to the optimization. The 
highest voltage reduction that occurred in the network is only near to 0.12 percent or equal to 0.0012p.u 
which is for bus 9 and followed by bus 5 which is near to 0.095 percent or 0.00095p.u. Besides that, only one 
bus will experiences the voltage increment which is bus 13. However, these voltage changes that occur in the 
network is very small and can be ignored. It can be concluded that the adjustment of DG capacity in the 
network does not give significant impact to the bus voltage, but only on the power loss. Therefore, REPSO 
gives a faster solution to optimize the DG capacity with minimum power loss and without affecting the 
voltage profile in the network. 
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Figure 4. Voltage profile for 33 bus distribution system 

 

 
Figure 5. The Percentage of Voltage Changes after Optimization Process 

 
Since the performance to find the optimal sizing and reduce the power losses in the distribution 

network between PSO and EPSO is similar, the improvement given by these two types of optimization can be 
summarized as in Table 5. It can be clearly seen that the percentage of total voltage drop in the network due 
to optimization process is too small which is approximately 0.675 percent while the savings that can be 
achieved from the optimization process is very high which is near to 50 percent. The savings consist the 
reduction on power loss (≈ 26 percent) in the network and the total DG reduction (≈ 24 percent). As a result, 
EPSO can give a faster solution compared to traditional PSO and also give superior performance if compared 
with the solution without the optimization method. 

 
Table 5. Summary Performance of Optimization vs Without Optimization Method 

No Summary of  Performance Percentage (%) 

1 Total Voltage Drop 0.674908 

2 Total Power Losses Reduction 25.67767 

3 Total DG power Reduction 23.60076 

 
 

3.2.  Effect of Using Different Number of Particle for the Optimization Process. 
 
The result for optimal sizing of DG in section 3.1 is obtained using 20 particles. Many researchers 

have suggested the number of particle for the PSO cannot be too large or too small. If the number of particle 
is too large, it might cause the processing time to be too long whilst by using too little particles; it can cause 
the results of the optimization to be trapped in the local value and will not achieve the global value. Thus, in 
this section, the number of particle for PSO and EPSO will be varied in order to see the impact to the 
performance in the distribution network. 
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Figure 6. The performance of PSO by varying the number of particle in the analysis. 

 
Figure 6 shows the performance of PSO when the population of particles is configured as 15, 20 and 

25 respectively. The performance of the algorithm is measure based on the difference between maximum and 
minimum fitness value among the particles for each level of iteration and the speed for them to reach the 
same optimal value. From the figure, when the population of particle is 25, it takes many iteration steps to 
reach the optimal value compared to when the number of population is 15 or 20.  There is a gap where the 
different fitness value among the particle is constant before optimal point is reached. This is the weakness of 
PSO if the number of population chosen is too large. However, when the population size of PSO is 15, it will 
also take more iteration to reach the optimal point. It is due to the possibility that the PSO has reached the 
local optimal point before getting the global optimal value along the searching process. Thus, it can be said 
that the number of population of 20 particles is an ideal value for this case study. 
 

 
Figure 7. The performance of EPSO by varying the number of particle in the analysis. 

 
On the other hand, EPSO will not face the trapping condition as PSO does when the number of 

population is 25 as shown in Figure 7. From the figure, regardless the number of population for EPSO, it will 
give a faster convergence value compared to the PSO. The competition and selection concept in EPSO can 
guarantee that the faster solution can be achieved. Besides that, the performance of EPSO also looks more 
stable where the fitness value is not varying too much as PSO does. Table 5 shows the summary between the 
performance of PSO and EPSO when the number of particle is changed. The EPSO give the faster solution 
regardless of the number of population compared to PSO. Thus, the percentage of improvement in the 
iteration process that has been done by EPSO is shown in Figure 8. 

 
Table 5. Comparison the performance of PSO and EPSO by varying the size of population 

Number of Particles PSO 
(no. of iteration) 

EPSO 
(no. of iteration) 

N = 15 90 75 
N = 20 79 56 
N = 25 164 54 
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Figure 8. The improvement in number of iteration by EPSO 

 
 
4. CONCLUSION 

The power losses in the distribution network can be reduced by having the optimal size of DG. 
Since EPSO and PSO can give the same performance in finding the optimal size of DG, it shows that EPSO 
can give superior results by having less iteration and shorter computation time in solving the optimization 
problem.  

Besides that, PSO also has the possibility of being trapped at certain value after certain amount of 
iteration has been done. Thus, the concept of competition and selection in EPSO can avoid this problem by 
selecting the survival particles to remain in the next iteration. Therefore, EPSO’s performance is superior 
than traditional PSO and can be used to solve the power system optimization problem.  
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