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The Artificial Bee Colony(ABC) algorithm is one of the best applicable 
optimization algorithm. In this work, we make some modifications  to 
improve the ABC algorithm based on convergence speed of solution. In 
order to, we add some conditions to selected food sources by bees. So, if 
solution have been enough near to optimal solution, then further search exist 
around the food sources. That, this is near to optimal solution because, we 
can replace lower and upper bounds of food sources with smaller values 
relate to last search. Therefore, the new search is near to optimal solution and 
after some  iteration, optimal solution achieves. Finally, we illustrate 
convergence speed of the MABC algorithm that is faster than ABC 
algorithm. There are some examples. 
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1. INTRODUCTION 

Artificial Bee Colony (ABC) is one of the most recently defined algorithms by Dervis Karaboga in 
2005, motivated by the intelligent behavior of honey bees [2, 10]. It is as simple as Particle swarm 
optimization (PSO) and Differential evolution (DE) algorithms, Genetic Algorithm (GA)[1], biogeography 
based optimization (BBO), and uses only common control parameters such as colony size and maximum 
cycle number. ABC as an optimization tool, provides a population-based search procedure in which 
individuals called foods positions are modified by the artificial bees with time and the bee's aim is to discover 
the places of food sources with high nectar amount and finally the one with the highest nectar. In ABC 
system, artificial bees fly around in a multidimensional search space and some (employed and onlooker bees) 
choose food sources depending on the experience of themselves and their nest mates, and adjust their 
positions.   Once all onlookers have selected their food sources, each of them determines a new neighboring 
food source of its selected food source and computes its nectar amount. Providing that this amount is higher 
than that of the previous one, and then the bee memorizes the new position and forgets the old one. The 
employed bee becomes a scout bee when the food source which is exhausted by the employed and onlooker 
bees is assigned as abandoned. In other words, if any solution cannot be improved further through a 
predetermined number of cycles which is called limit parameter, the food source is assigned as an abandoned 
source and employed bee of that source becomes a scout bee. Thus, ABC system combines local search 
methods, carried out by employed and onlooker bees, with global search methods, managed by onlookers and 
scouts, attempting to balance exploration and exploitation process. Also, Karaboga and Basturk have 
compared the performance of the ABC algorithm with other works such as GA, DE and PSO methods on 
unconstrained problems[3].  Although, ABC is a robust, easy and flexible algorithm, but similar to other 
evolutionary algorithm have some challenges and problems. For example, accelerating of convergence speed 
is one of the important goal in ABC research. But, convergence speed of this method is typically slower than 
those of representative population-based algorithms [11]. Some researchers find application of ABC 

brought to you by COREView metadata, citation and similar papers at core.ac.uk

provided by Institute of Advanced Engineering and Science

https://core.ac.uk/display/329117662?utm_source=pdf&utm_medium=banner&utm_campaign=pdf-decoration-v1


      �  
 

IJECE Vol. 2, No. 4, August 201

474

algorithm to solve hard problems and clustering.  P. Mansouri
introduced a novel iteration method by using ABC algorithm for solve hard problems. D. Karaboga and
Ozturkin in 2010[13] applied the ABC algorithm fuzzy clustering to classify different data sats: Cancer, 
Diabetes,and Heart from UCI database, a colle
San-yang in 2011[14] introduced the new search mechanism together with the proposed initialization makes 
up the modified ABC, which excludes the probabilistic selection scheme and scout bee phas
the new search mechanism which introduces the selective probability P to balance the exploration of the 
solution search equation: 

 

where  is a random number between [
equation: 

 

where the indices   and  
different from the base index i; 

population and 
Eq.1 is random enough for exploration. In other words, the solution search equation described by Eq.1 is 

good at exploration but poor at exploitation. However, according to Eq.2, In ABC, 
candidate solution only around the best solution of the previous iteration. Therefore, the proposed solution 
search equation described by Eq.2 can increase the  
convergence speed of this method is slow. In this work, we introduce modified ABC (MABC) method that is 
faster than ABC algorithm by adding some limitations to ABC algorithm respect to convergency. In the 
section 2, ABC algorithm summarize. In section 3, MABC algorithm for improve ABC algorithm present to 
find global optimal solution of optimization problems. Then computing time
MABC and ABC algorithms compared in section 4. Finall
 
 
2. ARTIFICIAL BEE COLONY

In the ABC model, the colony consist three groups of bees: employed bees,
the ABC algorithm, the number of employed bees
to the number of onlooker bees. There is only one employed bee for each food source whose
randomly generated. At each iteration of the algorithm,
food source of its currently associated food source and computes the nectar amount of this new food
by Equation (1).  If the nectar amount of this
food source, then this employed bee moves to this new f
After all employed bees complete the search process, they
with onlooker bees. An onlooker bee evaluates the nectar information taken from all employed bees
chooses a food source with a probability related to its nectar amount

 

 

where  is the fitness value of the solution i which is proportional to the
food source in the position i and n
bees. This method, known as roulette wheel selection method, provides better candidates to have
chance of being selected. Once all onlookers have selected their
neighboring food source of its 
amount is higher than that of the previous one, and then the bee memorizes the new position and forgets the 
old one. The employed bee becomes a scout bee when the food source which is exhausted by the employed 
and onlooker bees is assigned as abandoned. In other words, if any solution cannot be improved further 
through a predetermined number of cycles which is called limit p
abandoned source and employed bee of that source becomes a scout bee. In that position, scout generates 
randomly a new solution by Equation:
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where j is determined randomly which is different from i and 

and  where D is the solution vector, the scout discovers a new food source which will be 
replaced with zi. The employed bee whose food source has been abandoned becomes a scout and starts to 
search for finding a new food source. Onlookers watch the dances of employed bees and choose food sources 
depending on dances. Based on the above explanation of initializing the algorithm population, employed bee 
phase, probabilistic selection scheme, onlooker bee phas
algorithm is given bellow: 

 
2 .1. Algorithm .1 (Abc Algorithm)

01. Initialize population with random solutions.
02. Evaluate fitness of the population.
03. While (stopping criterion not met) Forming new pop
04. Select sites for neighborhood search.
05. Recruit bees for selected sites (more bees for best sites) and evaluate fitnesses.
06. Select the fittest bee from each patch.
07. Assign remaining bees to search randomly and evaluate their fitnesses.
08.  End While. 
In first step, the algorithm starts with the scout bees (n) being placed randomly in the search space. 

In step 2, the fitnesses of the sites visited by the scout bees are evaluated. In step 4, bees that have the highest 
fitnesses are chosen as "selected bees" and sites visited by them are chosen for neighborhood search. Then, in 
steps 5 and 6, the algorithm conducts searches in the neighborhood of the selected sites, assigning more bees 
to search near to the best sites. The bees can be chos
sites they are visiting. Alternatively, the fitness values are used to determine the probability of the bees being 
selected. Searches in the neighborhood of the best sites which represent more prom
more detailed by recruiting more bees to follow them than the other selected bees. Together with scouting, 
this differential recruitment is a key operation of the bees algorithm. However, in step 6, for each patch only 
the bee with the highest fitness will be selected to form the next bee population. In nature, there is no such a 
restriction.  This restriction is introduced here to reduce the number of points to be explored. In step 7, the 
remaining bees in the population are assign
solutions. These steps are repeated until a stopping criterion is met. At the end of each iteration, the colony 
will have two parts to its new population, those that were the fittest representa
that have been sent out randomly.
 
 
3. THE MODIFICATION OF ABC ALGORITHM

Consider the optimization hard problem as follows:
 

 
Where domains of variables defined by their lower and upper bounds:
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 is a D-dimensional vector. Here, D 
added two limitations to ABC algorithm, one limitation for changing initial interval that includes solution to 
obtain small size interval near to global optimal solution as possible and one limitation for conver
condition with respect to arbitrary accuracy. Details of MABC algorithm are as follows:
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3.1 Algorithm 2.( MABC Algorithm )
01. Initialize the population of optimal solution  

epresent the food source in t
follows: 

 
02. Construct initial employed bee colony solutions by using greedy randomized, adaptive search  c        

heuristic (GRAH), 
03.Each employed bee goes to a food source in her 

evaluates its nectar amount and dances in the hive(evaluate fitness value for each bee).
04. I=0(number of iteration)
05. Repeat,.Until N=Employed Bee
06. N=0, 
07. Repeat, Until I=MaxCycles
08. Each onlooker watches the dance of employed bees and chooses one of their sources depending 

on the dances, and then goes to that source. After choosing a neighbor around that, she evaluates its       
nectar amount. 

09.For each bee employed, replace initial lower(lb) and 
optimal solution as follows: 

10. If   the values of optimization problem in the best food source in iteration i and i+1

 Maxiteration ) get close together,
11 Then, we can say, by replacing initial lower(lb)

and closer to optimal solution as possible as following,
 

            
      
      
    
 

Thus, domain of search will be smaller and 
be faster. Last limitation guarantees that, we don't loose convergence's domain.

12. Else,  I= I+1. 
13.  N=N+1. 
14. Abandoned food sources are determined and are replaced with new food sources discovered b

scouts. The best food source found so far is registered( best feasible onlooker found and replace with best 
solution) 

15. Check how much these food sources are near to best food source( with arbitrary accuracy),

16.  If GlobalMins(k+1)

17.  Then, GlobalMin= GlobalMins(Cycle), 
18. UNTIL (requirements are me

     where GlobalMin  is values of optimization problem to best value of sources.
By using ABC algorithm, a randomly distributed initial population (initial ran

optimal solution) is generated.  After that, the population is subjected to repeat the iteration of the search 
processes of the employed, onlooker and scout bees respectively. Find the best feasible onlooker, replace 
with the best solution. Since the ABC algorithm is one of the convergence iterative method, then in cycles 
and  k+1 (1   k << MaxCycles
(parameters relate to optimized) was reduced to

increasing lower and decreasing upper bounds 
solution obtained as follows: 

temp1= ub, temp2=lb,

 
where the GlobalParams (k,j) is the best solution in Cycle k.
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smaller sizes as possible and global optimal solution founded and finally algorithm terminates.  In the next 
section, we illustrate the modify version of ABC algorithm (MABC) and show that converges speed of 
MABC algorithm is faster than ABC algorithm.
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section, we illustrate the modify version of ABC algorithm (MABC) and show that converges speed of 

In this section, some examples are propose to illustrate MABC algorithm and compares with ABC 
algorithm. Also we compare MABC in this paper and Gao's algorithm that introduced by W.Gao in 2011 

hmark functions as shown in follows: 

                    Min optimal 
function                                                                                                                               solution 

                                0 

[600,600]                                  0 

-15 15]     0 

15,15]                                     0 

We obtain global minimum values of above benchmark functions by using MABC algorithm and ABC 

Comparative results of performance MABC and ABC algorithms: 
Optimization                      MABC                  ABC                     Iteration 

2                    30 
                    30 

1                        30 
4                    30 
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Figure 1. Compare results of MABC and ABC algorithms on optimization problem Rastrigin. 

 
 

 
Figure 2. Compare results of MABC and ABC algorithms on optimization problem Griewank. 

 
 

 
  Figure 3. Compare results of MABC and ABC algorithms on optimization problem  Resonberge . 

 



IJECE 
 

The modify version of artificial 

Figure 4. Compare results of MABC and ABC algorithms on optimization problem Sphere.
  
 

Comparison of proposed algorithm, ABC algorithm and Gao's algorithm  by using benchmark 
functions of Table.1 when  Dim=30  is as follows:

 
Table 3. Comparative results of performance MABC, ABC and Gao's algorithms

Optimization            (MABC, Iteration)             (A

Rastrigin            (1.04961e-5, 2e+3)         
Griewank            ( 4.10783e-015, 2e+3)     
Rosenbrock        (7.0e-4, 1900)                   
Sphere                (2.73264e-017, 2133)       

5.  CONCLUSION 
The capability of the ABC algorithm for hard optimization problems was

performance of several experiments on well
ABC algorithm with adding some limitations. when onlookers chose best food source(best solution

( ), by some modifications, the MABC
solution to smaller sizes as possible
well known hard problems. Result of comparison convergence speed between
algorithm at the same iteration time, at the Tables
is less than the ABC algorithm. Also comparison of our algorithm with Gao’s algorithm,
accuracy of solution shows our algorithm is faster. So it is
MABC algorithm to solving  hard 
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The capability of the ABC algorithm for hard optimization problems was investigated through the 
performance of several experiments on well-known test problems. In this paper, we present an improved 

adding some limitations. when onlookers chose best food source(best solution

), by some modifications, the MABC algorithm replace initial bounds of optimal 
sible and convergence speed of algorithm will be increase. We solved some

well known hard problems. Result of comparison convergence speed between our algorithm and ABC 
algorithm at the same iteration time, at the Tables 3 and 4 show our algorithm is faste

ABC algorithm. Also comparison of our algorithm with Gao’s algorithm,
accuracy of solution shows our algorithm is faster. So it is better, instead of ABC algorithm, we choose 

hard  problems. 
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