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 This paper provides a review of orchestration distributed systems for IoT 

smart services in fog computing. The cloud infrastructure alone cannot 

handle the flow of information with the abundance of data, devices and 

interactions. Thus, fog computing becomes a new paradigm to overcome the 

problem. One of the first challenges was to build the orchestration systems to 

activate the clouds and to execute tasks throughout the whole system that has 

to be considered to the situation in the large scale of geographical distance, 

heterogeneity and low latency to support the limitation of cloud computing. 

Some problems exist for orchestration distributed in fog computing are to 

fulfil with high reliability and low-delay requirements in the IoT applications 

system and to form a larger computer network like a fog network, at different 

geographic sites. This paper reviewed approximately 68 articles on 

orchestration distributed system for fog computing. The result shows the 

orchestration distribute system and some of the evaluation criteria for fog 

computing that have been compared in terms of Borg, Kubernetes, Swarm, 

Mesos, Aurora, heterogeneity, QoS management, scalability, mobility, 

federation, and interoperability. The significance of this study is to support 

the researcher in developing orchestration distributed systems for IoT smart 

services in fog computing focus on IR4.0 national agenda. 
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1. INTRODUCTION  

In recent years, the rapid development of distributed computing requires a decentralized computing 

system to encounter the varying difficulties of different IoT applications like QoS, latency, privacy and 

scalability. Due to the increased data speed and volume, it may not be possible or even unachievable to 

transfer big data from IoT devices into the cloud due to bandwidth constraints in some cases [1]. The 

importance of the cloud as an interface for the integration of distributed heterogeneous computer resources 

and the availability of integrated and seamless computing systems to end-users as services has gradually 

increased in recent years in the handling of the actual handing out of significant numbers of heterogeneous 

wireless IoT devices data [2]. Conventional cloud computing architecture is unsuited to simultaneously 

support trillions of IoT devices at the network edge in real-time, because of certain shortcomings [3]. Cloud 

computing is didn't intend for the large scale of geographical distance, heterogeneity and low latency, which 

was most relevant during the fourth industrial revolution, in Industry 4.0 and IoT related cases [4]. A new 

computing model is therefore needed to restrict cloud-based computing to satisfy the needs of these critical 

IoT applications for latency. New technologies focused on distributed IoT devices will face their difficulties. 

https://creativecommons.org/licenses/by-sa/4.0/
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Each IoT system can process data on its own or send it to a processing server. A distributed storage system 

must fulfil several criteria for use in the fog computing environment. Fog computing is the paradigm between 

cloud and endpoint devices that brings processing, storage and networking resources close to the end devices 

[5]. It should be clearly stated that fog computing does not substitute for cloud computing but rather 

complements these two technologies. Fog computing expands cloud computational systems to the edge of the 

network where data and applications exist between the data source and the cloud to address delaying 

sensitive IoT devices in a cloud environment.  

Big data are very various data and are necessary to store, maintain and process the data within a 

proper time frame even from the popular IoT or any other paradigm hardware and software environment. The 

cloud services provide user-friendly applications and tools for cloud services offered by public, private, and 

certain approved entities that are centralized, secure and cost-effectively. As for the cloud, storage and 

infrastructure are at the edge of the network. Fog computing is capable of handling knowledge streaming on 

the edge of the network created by the Internet of things. The development of these services at the edge of the 

fog computing system will lead to new business models and network operators' opportunity [6]. Fog provides 

end-users in data, storage computing, and application services. Its proximity to end-users, its dense 

geographical distribution and its mobility support are characteristic features of Fog. Services are hosted on 

the edge of a network or even on end devices like set-top boxes or access points. It will allow the IoT to solve 

issues such as reduced service latency and increased QoS. The fog system is suited for real-time big-data and 

real-time analysis due to its wide geographic distribution. Fog supports densely distributed data collection 

points and thus improves the frequently mentioned dimensions of big data such as volume variety and speed 

with a fourth axis. 

Internet of things (IoT) defined as a device for receiving or transmitting data via transceivers, such 

as wires, vehicles, actuators, smart grids, or any smart devices so that devices are connected [7]. The growth 

of new-generation information technology, including cloud computing (CC), IoT, big data analytics (BDA), 

artificial intelligence, Cyber-physical system (CPS), and other technology, leads towards a rise in smart 

device consumer creation in 2025 [8]. Cloud computing is needed to deal with the explosion data that 

extended to be accessible through the internet [9]. Cloud computing is internet-based and allows shared 

computer resources such as storage, applications, data management, apps, etc. The cloud computer offers 

software, interface, network, storage, security data, etc. The IoT will produce unanticipated quantities and 

varieties of data. The cloud infrastructure alone cannot handle the flow of information with the abundance of 

data, devices and interactions. As the cloud provides easy and cheap access to, save, and even network, these 

centralized services can lead to delays and performance problems on devices and data far away from a central 

public cloud or data centre source. Fog computing can help to overcome these limitations by resolving the 

total bandwidth, latency and inefficient QoS. Fog computing expands the cloud to devices generating IoT 

data and acting on it. Fog computing includes data processing or analysis elements in the distributed cloud 

and edge devices. Figure 1 shows the three layers for the architecture of fog computing [10]. The layer that 

closest to the end customer and physical condition is called edge layer. Edge layer contains many types of 

IoT devices such as sensor, mobile phone and so on. The framework of the edge was arranged to the fog 

layer. Fog layer generally including switches, gateway, base stations and others.  

 

 

 
 

Figure 1. The hierarchy of layers in fog computing 
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Figure 2 is representing a fog computing architecture for the whole IoT system [11]. The end 

devices such as sensor and actuators of IoT devices located in at the bottom layer in the fog architecture. The 

sensor will stream the data to the network along with the application that enhances their functionality. The 

next layer’s for fog computing is the network. This network engaged communication with the edge device 

such as gateways. At this stage, components for resource management act as monitoring services to track the 

state of available to process incoming tasks. The usage of APIs to build complex functionalities become the 

next stage for fog computing. Finally, the application layer is to deliver the application services to the users 

or clients. 

  

 

 
 

Figure 2. Fog computing architecture 

 

 

Cloud platform orchestration systems are responsible for creating, maintaining, and allocating 

device and bandwidth resources for the services requested. Conventional methods in data centres, where they 

are a single fault point and potentially a value container, rely on centralized solutions [12]. Orchestration 

means an automated centralized process, which manages the interaction of applications or services. 

Orchestration also uses a structured approach to the design of programs and facilities. While other scenarios 

such as the cloud have been subject to various orchestration methods, the fog has unique characteristics, such 

as the distributional existence, the complexity of its devices and resource constraints [13]. Orchestration is a 

crucial term of distributed organization, heterogeneous systems and facilities administration. The method of 

orchestration was implementing in both the cloud-based IoT and fog-based IoT situations. Due to the nature 

of the fog measurement, such as heterogeneous distributed devices and their limiting resources, the function 

of orchestration is easily justifiable for the case of IoT fog. An orchestration helps to adapt many specific fog 

computing techniques, limitations and applications [14]. Networking technology enables the smooth 

communication between a wide range of devices including cell phones, tablets, TVs, servers, microphones, 

lighting and other appliances. By selecting the correct data traffic load from WSN, a reduction in the chance 

to maintain QoS can be minimized [15]. 

 

 

2. ORCHESTRATION CHALLENGES FOR IoT APPLICATION 

 Fog computing brings challenges at many different levels. By looking from a broader perspective, 

one of the first challenging issues is the modelling of the orchestration element that needs to be able to 

perform the deployment of the cloudlets and handle tasks inside the environment. The combination of IoT, 

fog and cloud embrace a complex scenario wherein some case it is not suitable to migrate or apply well-
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known solutions or mechanisms from other domains or paradigms. The existing IoT applications are very 

diverse in terms of reliability, scalability and security. The complexity of Fog nodes is a big challenge in 

terms of location, setup and the features of the fog node increases this complexity significantly. It presents a 

fascinating research challenge, namely how the method of evaluating and choosing the right IoT and fog 

components for an application framework can be optimized while meeting non-functional requirements like 

stability, network latency, QoS, etc. The transition from cloud to fog raises many critical obstacles. It 

requires the need to support on-orchestration and reliable fog services that are critical to the success of the 

future IoE, and emerging IoT [16]. The fog computing challenges is how to customized and pick the right 

IoT devices and fog components to create an application workflow while fulfilling non-functional needs such 

as protection, network latency and QoS. A realization of dynamic graph generation and partitioning during 

the runtime to adapt possible solutions from the scale and dynamic of the internet of items remains an 

unresolved problem [17]. Several other open challenges and areas of research include safety factors such as 

fog node authentication, rogue node detection, privacy, intrusion detection system, access control, and data 

protection and dynamic nature of fog nodes [18]. 

 

 

3. MOTIVATION 

Seeing from a bigger perspective, the development of the orchestration systems which should be 

able to implement the clouds and perform tasks throughout the system one of the first challenges. The main's 

motivation in fog computing is latency. Ultra-reliable low-latency in 5G defines determines the efficiency of 

a PER around 10−6 and the transmission time of end-to-end as low as 1ms that many IoT applications will 

fulfil with high reliability and low-delay requirements [19]. Mobile networks cannot be suitable in terms of 

technology and management for some critical situations, such as industrial control and manufacture. In 

November 2019, the average transatlantic round time between London and New York in the Verizon 

enterprise network was 70.439 [20]. The perfect orchestration of the tasks in the fog nodes is necessary to 

fulfil these strict conditions. In fog computation, the second motivation is large-scale and distributed. Fog 

nodes may belong to separate parties, which form a bigger computer network like a fog network, at different 

geographic sites. The architecture supporting fog computing must be scalable and take into consideration the 

specific preferences and safety concerns of the owners of fog infrastructure. A dynamic and autonomous is 

the third motivation for this work. As a result of the on-setting of IoT applications and the mobility of fog 

nodes, the condition of a fog network is changing dynamically, and some fog nodes are unconnected with 

their networks. For order to tackle complexities, fog computation should be independent.  

Besides that, the quality-of-Service become one of the research motivations. IoT implementations 

will have its specifications for the quality of service (QoS) in the affinity-ware offloading phase to be met, 

including delays, performance levels such as streaming rates for video applications and the data locality. 

Therefore, it is not easy to decide how several applications should be deployed simultaneously in the shared 

fog network. Bandwidth is also important's for this motivation research and serving requests at the network's 

edge would save the bandwidth between edge and core. Saving bandwidth would not just reduce costs but 

also reduce the amount of CO2 emissions from the network devices. In 2018, ICT contributes to 6-10% of 

global electricity consumption, or 4% of greenhouse emissions, and this figure rises annually between 5% 

and 7% [21]. A route usually works at 60% of its capacity. Even though it's inactive, they use almost as much 

energy and don't allow switching off during off-peak hours, as when they are operating at their full capacity.  

 

3.1.  Reviews structure 

The most common way to look for review structure is through the online search functions of 

popular's publishing databases. Figure 3 shows the review structure for the orchestration distributed systems 

for IoT smart services in fog computing. Most of the selected journals and proceedings from IEEE Xplore 

database which index in SCOPUS and science direct has been chosen by those reviews to search for 

candidates of literature reviews. Google Scholar has also been used by because it provides all sorts of papers 

covering peer reviews of items from selected databases. The search keywords were defined based on the 

research structure. The main factors for the following search query are orchestration distributed systems, IoT 

smart services, fog computing, IoT applications, Edge and Cloud computing and IoT communications. For 

each review paper, it needs to contain the keywords of the smart services (such as smart healthcare, smart 

city, smart wearables, and so on), the architectures orchestration distribution, fog computing motivations and 

criteria of fog computing. Total reviews papers are about 68 which 40 journals and 27 proceedings. 

 

3.1.1. Study of reviews areas 

All the review paper was select from 5 years back started from 2015 until 2020. Most of the journal 

and proceedings have been select from 2018 until 2020. Only a few journals and proceedings were selected 

between from the year 2015 until 2017. 
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Figure 3. The review structure for the orchestration distributed systems for IoT smart services in  

fog computing 

 

 

4. IoT APPLICATIONS REVIEWS 

4.1.  IoT smart services applications 

The number of wearable computing devices is almost unstoppable, such as smartwatches, smart 

devices (smart metres, smart cities or smart cars), large-scale wireless sensor networks, and the Internet of 

Things (IoT) is almost constant. Fog computing offers a range of theoretically competitive benefits over 

cloud storage, including in-house processing, data store privacy and analysis, a distributed and federated 

near-by computer connectivity, and emerging business possibilities for accelerated innovation. The thorough 

use of both paradigms in conjunction created unprecedented opportunities to create's new technologies and 

ideas that were previously unthinkable. Smart's service is a digital service that interacts with knowledge 

gathered and analysed by networking, smart's technologies and platforms. In comparison to industry 4.0 

technologies, smart networks require cross-functional industrial, which can only happen in one specific field 

[22]. 

 

4.1.1. Smart traffic lights  

A smart traffic light system (TLS) allows an STL used to at every intersection. The STL was fitted 

by sensors that sense the movement of pedestrians and bikes crossing the road and measure the distance and 

speed of the vehicles arriving from either side. The STL even speeds down the signal for red-crossing traffic 

and also switches its process to prevent accidents. The TLS has three primary objectives: avoiding collisions, 

ensuring smooth traffic, gathering the necessary data to assess and develop the network [23]. 

 

4.1.2. Smart wearables 

In the market today are trendy smart devices, like smartphones, tablets, PCs, netbooks, etc. These 

machines are small and portable, making them functional [24]. Wearable technology is an electronic system 

of some type intended for use in the user's body. The word wearable computing means computation or 

networking capability, but wearables may differ in fact. The apps are hands-free phones, powered by 

microprocessors and able to send and receive data on the Internet. Wearable hardware was developed based 

on the development of mobile networks. The production of wearable technologies now appears to 

concentrate on more advanced and realistic uses, including consumer accessories. The use of microchip 

implants now removes keys and passwords. Embedded based on fingertip recognition, the chips are similar to 

those used to track missing pets using near-field communication (NFC) or radio frequency identification 

(RFID). The volume of data aggregated and combined with the cloud is growing with the growing use of 

wireless and portable sensory network systems [25]. 

The medical data is collected by the intelligent edge devices such as wearables, wrist-bands, 

smartwatches, smart textiles etc. The intelligence refers to knowledge of analytics, devices, clinical 

application and the consumer behavior. Such smart data is structured, homogeneous and meaningful with 

negligible amount of noise and meta-data [1]. The big data and quiet recently smart data trend had 

revolutionized the biomedical and healthcare domain. With increasing use of wireless and wearable body 
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sensor networks (BSNs), the amount of data aggregated by edge devices and synced to the cloud is growing 

at enormous rate. 

 

4.1.3. Smart accident detection  
Every year a significant number of deaths occur worldwide due to prolonged rescue delays. To order 

to detect the efficient and track road accidents, vehicles installed to specialized technologies and roads fitted 

with modern facilities are necessary. Nevertheless, in less developed nations, these networks and technology 

automobiles are rare. Therefore, low-cost solutions are compulsory in these countries to tackle the problem. 

Internet of things (IoT)-based applications has begun to be used to detect and track accidents at the roadside. 

However, the centralization and remoteness of cloud services can lead to an increase in time, causing 

serious's concern regarding its effectiveness in emergencies; all delays need to eliminate as far as possible 

while life-threatening conditions are involved. Fog computing has become a Middleware model for solving 

the issue of latency, which puts cloud-like services closer to terminals [26]. Because of the distributed design 

of the infrastructure, a cloud-based incident and emergency recovery program will face problems related to 

latency and bandwidth. Fog computing, which offers reduced latency, connectivity assistance, improved 

flexibility and scalability, is a new technology to help solve these problems. Besides, the use of mobile 

sensors makes for cheaper and faster installation of emergency and response devices in legacy vehicles. 

 

4.1.4. Smart grid 

Smart grids were built to conserve electricity by using ICT, where a completely integrated power 

delivery network is available, where both utilities and customers communicate with one another to exchange 

knowledge. However, it is important's to monitor consumption and generate power to achieve these 

properties [27]. Data need to be gathered and exchanged to gain real-time connectivity between customers, 

providers, transmission lines and generators via smart grid topology [27]. Hisham et al. [28] the IT gaming 

device that improvises the current forms and produces electricity and the Internet of Things (IoT) proposed. 

This system is programmed to generate energy when playing games by referring to the user scores. The 

system was built consisting of hardware and system designed with Arduino, PHP programmes that connect 

via smartphones and web servers. The cloud data on Fusionex Giant is collected. Unity 3D game engine has 

been creating to enable users to select and play online games. The system results from the control of mobility 

by generating electricity when playing games on smartphones. 

 

4.1.5. Smart city 

The smart city model is a product of the convergence of ICT and the IoT network to tackle 

contemporary urbanization challenges. The development of smart cities includes the whole city structure, as 

well as infrastructure management. It is built and maintained through integrated technologies, including 

sensors, electronics and networks [29]. This incorporation aims to make operations and public infrastructure 

more effective, to enhance the quality of life of the community and to promote environmental protection 

while ensuring "smart" city control. Nonetheless, smart city technologies vary from smart traffic control, 

smart house, smart living, smart manufacturing and smart buildings. Smart city applications incorporate 

advanced IoT technology by linking people in a community so that all consumers have the right information 

in real-time at the right time [30]. Santos et al. [31] proposed a fog computing framework that allows for 

independent management and orchestration of 5 G enabled intelligent cities. The findings reveal that, 

compared with centralised cloud systems, the current architecture substantially reduces network bandwidth 

consumption and latency. 

 

4.1.6. Smart healthcare 
IoT is a technology which radically disrupts the ecological health system. The concept of smart 

health care is changing with the advent of information technology. Smart technology integrates a new wave 

of IT innovation such as the internet of things, large-scale applications, cloud computing, artificial 

intelligence to make the entire revolution efficient and sustainable in the health sector [32]. The large 

quantities of data generated from these sensors and devices have to be used to make informed decisions for 

caregivers and decision-makers. To do that, it is crucial that IoT data streams are processed in near-real-time 

and that data analytics tools are used to learn from events in the healthcare facility or current patient health 

conditions. Time-sensitive applications, such as surveillance cameras processing videos, are unable to 

tolerate sending cloud streams due to bandwidth and latency requirements of networks [33]. The adoption of 

ICTs in the healthcare sector has created the smart health concept for promoting the ubiquitous healthcare 

services of smart cities through the use of the contextual and sensor network [34]. The centralized cloud 

provider can not offer medical facilities that are closely connected to geographical location since the primary 

networks are still congested. To control the geographical propagation of illness is cumbersome coordinating 

the local or physical network with the remote cloud servicer. Enhanced hardware, storage and smart health 
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centers are needed for the latest, location-related health systems [35]. The internet of things also used a 

smartphone device for more effective personal tracking. The mobile app will gather information and data 

from the database and make the user more interactively to track his health [36].  

 

4.2.  Architecture of orchestration distributed in fog computing 

The fog orchestrator is used as a monitoring panel on a workstation or cloud datacenter and based on 

global knowledge in all operational structures. The key task is to pick services and execute an overall 

operation configuration focused on network security, stability, and specifications for system performance. It 

should be noted that the orchestrater can be used as a centralized controller in a distributed and fault-tolerant 

manner, and without the introduction of one single failure point [37]. Figure 4 shows as design for fog 

environment for IoT-enable in orchestration distributed systems. 

 

 

 
 

Figure 4. Fog environment for IoT-enable in orchestration distributed systems 

 

 

4.3.  Reviews gaps 

Reviews gaps between orchestration distribution systems, fog computing and latest IoT smart 

services is derived in presenting the critical areas towards implementation of this project. 

 

4.3.1. Review on orchestration distribution system 

The integration of these fog processing devices requires a variety of challenges. At least the analysis 

programming model has to be distributed. Therefore, to transparently incorporate IoT implementations, the 

heterogeneous architecture for fog systems of different capacities, hardware and software include 

virtualization technologies. The status of several IoT apps and fog devices must be managed by a centralized 

repository in the head office. The system that contain in the orchestration distributed are Borg, Kurbernetes, 

Swarm, Mesos, and Aurora which are shown in Table 1. 
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Table 1. Evaluation system classification for orchestration distribution system 

System Scalability 
High 

Availability 

Application 

QoS 

High 

Utilization 

High 

Throughput 
Review paper 

Borg      [38-40] 

Kubernetes      [41-47] 

Swarm      [48-53] 
Mesos      [54-59] 

Aurora      [60, 61] 

 

 

4.3.2. Review on fog computing 

Concerning the studies observed and filtered in the distribution, we find problems that remain open 

in distributed applications with several levels to handle dependence between containers. Anything like a 

plane of orchestration may define its elements, its dependency and its life cycle in the container. The short 

requirements for determining the fog machine environments are considered important. Table 2 shows the 

criteria of heterogeneity, QoS management, scalability, mobility, federation and interoperability. 

 

 

Table 2. Evaluation criteria for fog computing 
Criteria Definition  

Heterogeneity C1  Fog and server nodes in the computing and storage capabilities are very heterogeneous. Heterogeneity 

will be able resolved by fog. 
QoS management C2  Leading to proximity to IoT apps and end-users, Fog can support applications in real-time. However, 

depending on the position of device modules, latency varies significantly and hence involves control of 

QoS. 
Scalability C3  A wide range of end-user computers, applications, domains and nodes is necessary for Fog. This must 

also be operative in great proportions and elastically rise and decrease way. 

Mobility C4  IoT computers, end consumers, and nodes of fog may be mobile. This versatility has to be managed by 
Fog systems. 

Federation C5  Fog distributes large-scale deploys where each fog domain can belong to a separate provider as well as 

numerous cloud components. The federation of these separate providers, which may host multiple 

elements, is required to provide applications. 

Interoperability C6  The implementation of elements from different providers may be carried out as part of a federated 

system. In provider level and design packages, fog computing must be fully compatible. 

 

 

4.3.3. Review on latest IoT smart services 

In the selected studies, Table 3 demonstrates the criteria and an overview of gaps that are not 

approached by such relevant studies. 

 

 

Table 3. Main features and requirements in the fog computing environment for effective orchestration 
Author Application type Evaluated parameter Criteria 

C1 C2 C3 C4 C5 C6 

José Santos et al. [31] Smart City Latency, bandwidth       

D. A. Chekired et al. [62] Smart Grid energy       

Minh-Quang Tran et al. [63] Smart city latency, energy consumption, 

and network load 

      

Eugene Siow et al. [64] Smart city Latency, scalablity, resource-

constrained 

      

Marica Amadeo et al. [65] Smart Campus Workload, Service 
provisioning time 

      

Karima Velasquez et al. [13] Smart city latency levels, location 

awareness, and mobility 

      

Bilal Khalid Dar et al. [26] Smart Accident 

Detection 

Network throughput, latency 

and execution time 

      

Md. Muzakkir Hussain [66] Smart Management 
Services 

Latency, power consumption, 
and cost of architecture. 

      

Mohammad Aazam et al. [67] Smart Healthcare Network, latency       

Mohammad Abdullah Al 

Faruque et al. [68] 

Smart Energy cost       

 

 

5. CONCLUSION  

A fog network distributed computing system is essential to reduce electricity consumption and to 

satisfy end users latency requirements, reduce the burden on the central data centre and provide localization 

services to process data in real-time. Fog computing is an advanced technology in our daily lives that needs 

to improve overall latency-sensitive applications such as disaster management, smart healthcare and smart 
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transport networks. A distributed storage system must fulfil several criteria for use in the fog computing 

environment. This network will be reliable and latency-low in heterogeneous networks with hundreds of 

thousands of fog nodes. The implementation of the fog computing helps overcome that large data in IoT 

system. The usage of fog computing has decreases latency and storage compare to the cloud computing. 
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