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Journal Name

Reversible barocaloric effects over a large temperature span in ful-
lerite C60

Junning Li,a David Dunstan,a Xiaojie Lou,b Antoni Planes,c Lluís Mañosa,c María Barrio,d

Josep-Lluís Tamaritd and Pol Lloveras,∗d

Solid-state cooling methods based on field-driven first-order phase transitions are often limited by
significant hysteresis and small temperature span, which increase the input work required to drive
the cooling cycle reversibly and reduce the temperature range of operation. Here we show that giant
reversible caloric effects can be driven using low hydrostatic pressures in the molecular crystal of
fullerene C60 across its order-disorder first-order phase transition due to a small transition hysteresis
and a high sensitivity of the transition to pressure. In particular, we obtain isothermal entropy changes
∆S= 25 J K−1 kg−1 under reversible application and removal of a pressure as low as p= 0.05 GPa. We
also demonstrate that these features allow to obtain these giant effects in a wide temperature span
around room temperature which, furthermore, is desirable for single-component regenerative coolers.
For a pressure change of p = 0.41 GPa, we obtain giant reversible values of ∆S = 31 J K−1 kg−1

and ∆T = 11 K, in a temperature interval larger than 50 K. This very good barocaloric performance
postulates C60 as a one of the best candidates known so far to be considered by engineers for the
development of barocaloric devices. The physics underlying these caloric effects is also analyzed.

1 Introduction
About 3400 milion of air conditioning units based on
compression-expansion cycles of fluids, are installed around the
world and it is expected that this number will grow four times
in the next 30 years1. Moreover, the hidrofluorocarbon fluids
used in these devices have a global warming potential up to thou-
sands of times that of CO2, aggravating noticeably the green-
house effect because a significant amount of such fluids system-
atically leaks out to the atmosphere. Alternative cooling meth-
ods based on the solid state promise higher efficiencies and avoid
the use of harmful fluids2 and therefore this research field has
received great attention in the past decades3,4. Fundamentally,
these techniques achieve cooling from changes in temperature
and entropy obtained in a controlled way via application of ex-
ternal stimuli. These so-called caloric effects are mostly sought
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at first-order phase transitions because the mentioned thermody-
namic changes can be large, driving the exchange of the transition
latent heat. However, first-order transitions are affected by hys-
teresis, which can dramatically degrade the caloric performance
because, on the one hand, it increases the required input work to
drive the changes cyclically forth and back with the consequent
decrease in efficiency, and because, on the other hand, it reduces
the temperature range of operation5–7. Although strategies have
been proposed8 to take advantage of hysteresis in specific cases,
in general a relatively small hysteresis is required in any solid-
state caloric material to be actually suitable for implementation
in future devices.

Furthermore, large caloric effects driven by magnetic or elec-
tric fields are restricted to phase transitions involving changes
in magnetization and polarization, respectively. In contrast,
mechanically-driven large caloric effects9 offer a much large
number of candidates. In particular, any of the numerous and
diverse non-isochoric transitions can be used for pressure-driven
(barocaloric, BC) effects. Among them, magnetostructural al-
loys have traditionally received most research efforts10–13 due
to their high densities, high thermal conductivities and the pos-
sibilities of tuning the material properties via off-stoichiometry
or doping14, and by combining magnetic field and pressure for
multicaloric effects8,15–17. Nevertheless, lately, materials under-
going transitions involving a strong order-disorder change are at-
tracting increasing interest because the disordering process may
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lead to large entropy changes and therefore may show a better
BC performance. This is the case, for instance, of strong oc-
cupational disorder in some ferroelectric18 and hybrid organic-
inorganic compounds19, and positional disorder in superionic
transitions20. Very recently, crystals exhibiting strong orienta-
tional disorder (plastic crystals) have been identified as com-
pounds with the largest caloric effects achieved so far in the solid
state, comparable to current fluid refrigerants21,22. However,
some are shadowed by a considerable transition hysteresis which
may disqualify them for applications5.

Carbon materials such as graphite23, diamond24,
graphene25,26, carbon nanotubes27,28 and fullerenes29 have
shown superior mechanical, electrical, thermal or optical prop-
erties for practical applications. These materials have also been
considered for caloric purposes, and previous theoretical studies
have focused on the electrocaloric, elastocaloric and barocaloric
effects of graphene30–32, and the elastocaloric effect of carbon
nanotubes30. However, experimental studies are still lacking
in these compounds. Here we report an experimental analysis
of the BC response of fullerite C60, the molecular crystal of C60

(buckminster fullerene). We have selected this compound as a
promising BC candidate because it undergoes an order-disorder
transition towards a plastic crystal phase near room temperature.
In this face-centered cubic (fcc) phase, the orientational disorder
in C60 is prototypical because the quasi-spherical molecular
shape permits a quasi-free rotation33 as suggested by x-ray34

and NMR35 experiments and the unique excellent agreement
with the Pauling-Fowler model36. At a temperature T ∼ 257 K,
fullerite C60 undergoes a first-order phase transition on cooling
across which, in addition to a volume reduction, the molecular
orientations order partially, reducing significantly the number
of possible orientations35,37. As a consequence, the four sites
that are equivalent in the fcc phase become distinguishable in
the low-temperature phase38, reducing the fcc symmetry to a
simple cubic (sc) lattice39,40. This symmetry breaking can be
seen in the unit cells for both sc and fcc phases shown in Fig.
1(a,b)38,40, where the quasi-free rotating C60 molecules in the fcc
phase are represented by spheres. Interestingly, the orientational
disordering across the phase transition is a source for a giant
transition entropy change ∆St of ∼ 25−50 J K−1 kg−1 33,34,41–44.
Yet giant, this value is lower than colossal values reported in
other plastic crystals45 because on the one hand the elemental
rotating units are heavy rigid molecules and on the other hand in
the sc phase the ordering is not complete.

The present study demonstrates that C60 exhibits outstanding
BC properties. In particular, we show that the combination of
a large transition entropy change, a small transition hysteresis
and a high sensitivity of the transition to the applied pressure
allows to obtain giant reversible BC effects at very small pres-
sure changes. Moreover, at moderate pressure changes, giant re-
versible BC effects are obtained on a very wide temperature span,
which expands the operational temperatures around room tem-
perature and suggests its use in regenerative cooling cycles46.

2 Experimental details
Crystalline powder of C60 (99.5 wt% purity) was purchased from
Sigma-Aldrich and used as such. High-resolution x-ray powder
diffraction (XRPD) measurements were performed at atmospheric
pressure and different temperatures using an INEL diffractome-
ter with Cu-Kα1 = 1.5406 Å radiation, a curved position-sensitive
detector (CPS120), a 0.5-mm-diameter Lindemann capillary and
a 700 series Oxford Cryostream Cooler to control the temper-
ature. Differential Scanning Calorimetry (DSC) at atmospheric
pressure was performed using a commercial Discovery DSC 2500
(TA instruments) at 10 K min−1, using 10-20 mg samples of
C60. Calorimetry at high pressure was performed using two Cu-
Be high-pressure cells that can operate in a temperature range
∼ 200− 393 K. One (calorimeter A) is a bespoke high-pressure
calorimeter that operates up to ∼ 3 kbar and uses thermocouples
as thermal sensors and the other (calorimeter B) is a commer-
cial high-pressure cell MV1-30 from Unipress (Poland) adapted
as a calorimeter that can operate up to ∼ 6 kbar and uses Peltier
modules as thermal sensors. Powdered samples of ∼200 mg of
mass were mixed with an inert fluid (Galden-Bioblock Scientist)
to remove air and encapsulated in tin capsules. To verify that
the inert fluid was chemically inactive and did not modify ther-
modynamic properties of the phase transition, preliminary DSC
measurements were carried out with a C60-inert fluid mixture
at atmospheric pressure on the commercial Differential Scanning
Calorimeter. The pressure transfer medium used was DW-Therm
M90.200.02 (Huber).

3 Results and discussion

3.1 Phase transition properties at atmospheric pressure

Temperature-dependent XRPD at atmospheric pressure confirm
the expected sc phase (Pa3̄, with Z = 4 formula units per unit cell)
at low temperatures, which transforms to the fcc phase (Fm3̄m,
Z = 4) around T ∼ 260 K (see Fig. 1a-b and Fig. S1 and Table S1 in
Supplementary Information). From the recorded XRPD patterns
(see Fig. 1c-e), the temperature evolution of the unit cell vol-
ume per formula unit V (T )/Z is determined by means of pattern
matching (see Fig. 1f). The finite volume change at the first-order
phase transition (indicated by a double arrow in the Figure) cor-
responds to a large relative increase on heating of ∆Vt/Vsc ∼ 1%.
Both above and well below (T < 250 K) the transition, V (T ) shows
a linear behavior as indicated by the red and blue linear fits, re-
spectively, whereas below but close to the first-order transition
(250− 260 K), V (T ) shows a nonlinear behavior as indicated by
the second-order polynomial fit (green line). In view of previous
studies33,41–44, this nonlinear V (T ) regime can be associated with
a pretransitional regime.

Isobaric temperature-dependent calorimetric signals render
peaks in dQ/|dT | (Q is heat) associated with the first-order tran-
sition (see Fig. 2a), that are positive for the sc→fcc transitions on
heating (i.e. endothermic) and negative for the fcc→sc transitions
on cooling (i.e. exothermic). It can be observed that exother-
mic peaks show a two-peak structure. This behavior has been
previously reported in literature41 and has been ascribed to the
likely existence in the sc phase of two quasidegenerated orienta-

2 | 1–9Journal Name, [year], [vol.],

Page 2 of 10Journal of Materials Chemistry A

Jo
ur

na
lo

fM
at

er
ia

ls
C

he
m

is
tr

y
A

A
cc

ep
te

d
M

an
us

cr
ip

t

Pu
bl

is
he

d 
on

 3
1 

Ju
ly

 2
02

0.
 D

ow
nl

oa
de

d 
by

 Q
ue

en
 M

ar
y,

 U
ni

ve
rs

ity
 o

f 
L

on
do

n 
on

 7
/3

1/
20

20
 2

:5
4:

59
 P

M
. 

View Article Online
DOI: 10.1039/D0TA05399F

https://doi.org/10.1039/d0ta05399f


1 6 0 2 0 0 2 4 0 2 8 0 3 2 0 3 6 0
7 0 0

7 1 0

2 7 . 0 2 7 . 5 2 8 . 0 2 8 . 5

( e )
 

I (a
rb.

 un
its)

2 �  ( °)

1 8 02 0 02 2 02 4 02 5 02 5 5

1 5 0

2 6 02 6 52 7 02 8 03 0 03 2 03 4 03 6 0
T  ( K )

1 0 0

( 4 2 0 )( 3 3 1 )
1 0 2 0 3 0 4 0

( d )  1 5 0  K

 

 

I (a
rb.

 un
its)

(11
1)

(22
0)

(44
4)

(62
2)

(53
3)

(51
1,3

33
)

(42
2)

(42
0)

(33
1)

(22
2)

(31
1)

(62
0)

1 0 2 0 3 0 4 0

(44
4)

(63
1)

(54
2)

(62
2)

(53
3)

(54
1)

(62
1)

(51
1)

(42
2)

(42
0)

(33
1)

(22
2)

(31
1)

(11
1)

( c )  3 0 0  K

I (a
rb.

 un
its)

(22
0)

(53
2)

(62
0)

( b )( a )

y
z

 

( f )

V/Z
 (Å

3 )

∆ V t  / Z

T  ( K )
Fig. 1 (a) and (b) unit cells of the low-temperature simple cubic (sc)
phase and high-temperature face-centered cubic (fcc) phase, respectively,
generated from literature data38,40. Spheres in the fcc cell represent
the C60 molecules under quasi-free rotation whereas C60 molecules with
non-equivalent orientations in the sc cell39 are plotted in different col-
ors for clarity. (c) and (d) XRPD patterns recorded at 300 K and 150
K, corresponding to the fcc and sc phases, respectively, in the interval
2θ = (10,45)◦. Black symbols correspond to experimental data, red lines
are calculated patterns via pattern matching fitting procedure and green
lines indicate the position of the Bragg peaks, whose (hkl) Miller indices
are indicated on top of each panel (see also Fig. S1 and table S1 in
Supplementary Information for an enlargement of the diffraction peaks
in the region above 40◦ and the (hkl) list). (e) Temperature evolution of
the (331) and (420) Bragg peaks well above, across, and well below the
phase transition. (f) Temperature-dependent unit cell volume on heating.
Error bars are smaller than the symbol size. The finite volume change
per formula unit across the phase transition, |∆Vt|/Z, is indicated by a
double arrow. Red and blue lines are linear fits to V (T ) data above and
well below the transition, respectively. Green line is a second-order poly-
nomial fit to V (T ) data at the pretransitional regime. For more details
see the text.

tional configurations that originate due to lattice impurities. The
fact that this feature is visible only on cooling is probably due to
hysteresis. Transition enthalpy changes, ∆Ht, and transition en-
tropy changes, ∆St, can be obtained from integration of peaks in
dQ/|dT | and in (1/T )dQ/|dT |, respectively, after baseline subtrac-
tion between temperatures T1 and T2 properly chosen below and
above the pressure-dependent transition range, as usual21.

At atmospheric pressure (black curves in Fig. 2a), the peak
temperatures occur at T = 259 K and T = 256 K for the transi-

tions on heating and on cooling, respectively, exhibiting a small
hysteresis of 3 K. The integrated values are ∆Ht(patm) = 6.9±
0.5 J g−1 and ∆St(patm) = 26± 2 J K−1 kg−1 on heating and
|∆Ht(patm)| = 7.6±0.5 J g−1 and |∆St(patm)| = 27±2 J K−1 kg−1

on cooling. These values are in overall agreement with previ-
ous values reported in literature on powdered samples34,41–43

whereas single crystals usually render larger results33,44, which
are ascribed to the purity and crystallinity of the samples. On the
other hand, in this compound the baseline chosen for integration
in the low-temperature interval may be a source of significant
uncertainty due to a smooth tail below the transition peak corre-
sponding to the pretransitional regime. In some cases this tail is
observed to extend more than 100 K below the first-order peak33,
and may depend on the temperature rate of measurement. As our
high-pressure calorimetry does not capture such pretransitional
tail we can associate the integrated values entirely with the first-
order transition.

For C60, the entropy change across the first-order phase tran-
sition ∆St originates from the volume change ∆SV and from the
partial ordering of the orientation of C60 molecules, ∆Sc, such
that ∆St = ∆SV + ∆Sc. As for ∆SV , it can be calculated taking
into account that the entropy S is related to the Helmholtz free
energy F via the thermodynamic relation S = −

(
∂F
∂T

)
V

. Con-

sidering the high-temperature phase as the unstrained phase,
the volume-related entropy change ∆SV = SV (fcc) − SV (sc) =

−SV (sc) =
(

∂FV (sc)
∂T

)
V

. For a cubic system experiencing a pure di-

latation, FV can be expressed up to the harmonic approximation

as FV = K
3ρ

(
εxx + εyy + εzz

)2
= K

3ρ

(
∆Vt
V

)2
where εii are the diago-

nal terms of the lagrangian strain tensor, K = C11+2C12
3 is the bulk

modulus, with Ci j the components of the stiffness tensor, ∆Vt
V is

the relative volume change at the transition and ρ is the den-
sity. Therefore, ∆SV can be expressed as ∆SV = −

(
∂FV (sc)

∂T

)
V
=

− 1
3ρ

(
∆Vt
V

)2(
∂K
∂T

)
V

. Using
(

∂K
∂T

)
V
= −0.04± 0.02 GPa K−1 from

temperature-dependent elastic constants available in literature47

and ρ = 1.70 · 103 kg m−3, we obtain ∆SV = 1.0± 0.5 J K−1

kg−1, which is much smaller than the total transition entropy
change. Interestingly, this indicates that the major contribution
to the total transition entropy change comes from the partial
ordering of molecular orientation, ∆Sc ∼ 26 J K−1 kg−1. Then,
we can estimate the ratio between the number of configurations
achievable in the fcc phase (N1) and in the sc phase (N2) as
N1/N2 = exp(MR−1∆Sc)∼ 9.5.

3.2 Phase transition properties at high pressures

On increasing pressure, the isobaric calorimetric peaks shift to
high temperatures (see Fig. 2a), which is qualitatively con-
sistent with the positive ∆Vt on heating as established by the
Clausius-Clapeyron (CC) equation dT/d p = ∆Vt/∆St (notice that
here ∆St is the total transition entropy change48). The depen-
dence of the peak temperatures with pressure is plotted in Fig.
2b, and shows constant dT/d p = 167±3 K GPa−1 on heating and
dT/d p= 172±2 K GPa−1 on cooling within the pressure range un-
der study, which are in agreement with literature values41,49. The
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large values for dT/d p in C60 anticipate a giant temperature span
and along with the small difference between the endothermic and
exothermic peak temperatures promise an outstanding reversibil-
ity for the BC effects, as it will be discussed in Sec. 3.4. It is worth
mentioning that the use of He as pressure-transmitting medium
in some studies41,44,50 gave rise to a much smaller dT/d p, which
was associated with the easy penetration of He into the lattice.

From integration of peaks in (1/T )|dQ/dT | at different pres-
sures after baseline subtraction, we obtain that the transition en-
tropy change (see Fig. 2c) decreases with pressure notably within
the pressure range under study, as d|∆St|/d p=−30±1 J K−1 kg−1

GPa−1, averaging over heating and cooling ramps. By includ-
ing this value in the CC equation and taking into account that
dT/d p does not depend on pressure, it can be derived that the
first-order transition volume change also decreases with pressure
as d|∆Vt|/d p = (dT/d p)(d∆St/d p) = (−5.3±1.0) · 10−6 m3 kg−1

GPa−1. These results could be interpreted as a weakening of the
first-order character of the transition when the pressure increases.

0 . 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 6

1 0

2 0

3 0
2 5 0 2 7 0 2 9 0 3 1 0 3 3 0 3 5 0 3 7 0- 2
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Fig. 2 (a) Temperature-dependent isobaric heat flow dQ/|dT | at different
pressures, after baseline subtraction. Selected curves shown below and
above 0.3 GPa have been performed using calorimeter A and B, respec-
tively. (b) Peak temperature and (c) entropy change across the phase
transition ∆St as a function of pressure determined from both heating and
cooling heat flow curves shown in panel (a). Solid and empty symbols
stand for values obtained using calorimeters A and B respectively. Lines
are linear fits to data.

It is worth mentioning here that we can safely state that C60

does not undergo polymerization nor amorphization processes
because of two reasons: (i) In the present study, pressure and
temperature ranges are much below the pressure and temper-
ature above which such irreversible processes have been ob-
served51,52; (ii) Pressure values for our measurements have not
been chosen monotonically increasing but nearly random just to
ensure that the observed transitions at different pressures are
thermodynamically reversible and do not depend on history.

3.3 Determination of entropy as a function of temperature
and pressure

For the calculation of the BC effects, the quasi-direct method4 re-
quires the knowledge of isobaric entropy vs. temperature curves
at different pressures, S(T, p), across and on each side of the tran-
sition. For this purpose we proceed as described in Refs9,53:

S(T, p) =

S(T0, p)+
∫ T

T0

Csc
p (T

′,p)
T ′ dT ′, T0 ≤ T ≤ T1(p)

S(T1, p)+∫ T
T1

1
T ′

(
Csc-fcc

p (T ′, p)+ dQ(T ′,p)
dT ′

)
dT ′, T1(p)≤ T ≤ T2(p).

S(T2, p)+
∫ T

T2

Cfcc
p (T ′,p)

T ′ dT ′, T ≥ T2(p)
(1)

where S(T0, p) is a pressure-dependent entropy at a reference
temperature T0 chosen below the transition temperature at at-
mospheric pressure (in particular, we set T0 to 150 K); T1(p)
and T2(p) are pressure-dependent temperatures limiting the
transition; dQ(T, p)/dT is the pressure-dependent heat flow in
temperature associated with the latent heat of the transition,
and measured by our pressure-dependent calorimetry; Csc

p (T, p),
Cfcc

p (T, p) are the heat capacity of sc and fcc phases, respectively,
and Csc-fcc

p (T, p) = [1− x(T, p)]Csc
p (T, p) + x(T, p)Cfcc

p (T, p), where
x(T, p) is the fraction of the system in the high-temperature phase
and is calculated as

x(T, p) =

∫ T
T1

1
T ′

dQ(T ′,p)
dT ′ dT ′∫ T2

T1
1
T ′

dQ(T ′,p)
dT ′ dT ′

, T1(p)≤ T ≤ T2(p) (2)

To calculate Cp(T, p) throughout all the pressure-dependent tem-
perature intervals defined in eq. 1, we have used temperature-
dependent data at atmospheric pressure taken from literature54

and have taken into account that the pressure-dependence of Cp

is given by the following thermodynamic relation:(
∂Cp

∂ p

)
T
=−T

(
∂ 2V
∂T 2

)
p
. (3)

To evaluate the right-hand side of eq. 3 we have used
temperature-dependent volume data shown in Fig. 1f, assuming
that at any pressure55(

∂V
∂T

)
p
'
(

∂V
∂T

)
patm

. (4)

On the one hand, blue and red linear fits in Fig. 1f indicate
that the temperature dependence of the unit cell volume of the
sc phase below the pretransitional regime (150-250 K at atmo-
spheric pressure) and of the fcc phase (260-360 K at atmospheric
pressure) is linear. This behavior renders

(
∂ 2V
∂T 2

)
p
' 0, which leads

to a pressure independent Cp (eq. 3) in these temperature inter-
vals (as it will be explained later on in this Section, Cp must vary
with pressure in some temperature range below 150 K, where,
consequently, V must be nonlinear with T ).

On the other hand, below but close to the transition, Csc
p lit-

erature data54 exhibits a smooth tail corresponding to the afore-
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mentioned pretransitional regime associated with the nonlinear-
ity observed in V (T ) data in the temperature interval ∼ 250−260
K (see Sec. 3.1). This behavior was fitted by a concave second-
order polynomial fit (see green line in Fig. 1f), which leads to
state that in this regime

(
∂ 2V
∂T 2

)
patm
' const > 0. Consequently, eq.

3 establishes that in this interval
(

∂Csc
p

∂ p

)
T

∝−T , i.e. Csc
p decreases

with pressure, and this decrease is larger at higher temperatures.

To account for the translation of these features to higher
temperatures at higher pressures (as the transition tempera-
ture does), both extrapolation of Csc

p and Cfcc
p in the pressure-

independent regime using a Debye function fit, and shift of
the pressure-dependent smooth tail in Csc

p , are carried out up
to a temperature incremented by an addend dT

d p (p− patm) with
respect to the temperature at atmospheric pressure. Exam-
ples of temperature-dependent Cp at different pressures, i.e.
Cp(T, p), are shown in Fig. 3a, where the pressure-dependent
and pressure-independent intervals can be distinguished. A
more detailed explanation about the construction of the pressure-
dependent Cp can be found in the Supplementary Information.

Lastly, the fact that, at T0,
(

∂V
∂T

)
patm
6= 0 entails that the refer-

ence entropy must depend on pressure due to the Maxwell rela-
tion S(T0, p) = S(T0, patm)−

∫ p
patm

(
∂V
∂T

)
p′

d p′, where S(T0, patm) =∫ T0
0

Cp(patm)
T dT . Assuming the condition in Eq. 4, we can write

∆S+(T0, patm → p) ≡ S(T0, p)− S(T0, patm) '
(

∂V
∂T

)
patm

(p− patm),

where
(

∂V
∂T

)
patm

= 3.7 · 10−8 m3 kg−1 K−1 as obtained by using

data in Fig. 1a. This can be understood as a signature that at
temperatures well below the pressure-independent-Csc

p regime,
Cp must depend on pressure, because S(T0, p) could also be cal-

culated directly as S(T0, p) =
∫ T0

0
Cp(p)

T dT if Cp was available at
pressure p.

Combining all these ingredients in eq. 1, we can finally con-
struct the temperature-dependent isobaric entropy curves at dif-
ferent pressures, which are plotted in Fig. 3b and c for heating
[Sheat(T, p)] and cooling [Scool(T, p)] ramps, respectively, with re-
spect to the reference entropy S(T0, patm). Notice that the pro-
cedure for constructing the entropy curves determines additional
entropy changes above the transition, ∆S+, and that at the same
time this ∆S+ can be calculated via the Maxwell relation using(

∂Vfcc
∂T

)
p

above the phase transition. The magnitudes for this

quantity obtained by using these two methods independently are
in agreement within error, which confirms the validity of the con-
structed entropy curves.

3.4 Barocaloric effects

We now proceed to calculate the BC effects from the entropy-
temperature curves determined in Sec. 3.3. Isothermal en-
tropy changes are computed by subtracting S(T, p) curves at dif-
ferent pressures following isothermal paths: ∆S(T, pi → pf) =

S(T, pf)− S(T, pi). Hereafter, the lower pressure is taken as at-
mospheric pressure and the higher pressure as p, and therefore
|∆p| = |pf− pi| ' |p|. In turn, adiabatic temperature changes are
computed by subtracting the entropy-temperature curves follow-
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Fig. 3 (a) Pressure-dependent heat capacity constructed from literature
data54 at atmospheric pressure. For more details see the text. (b,c)
Temperature-dependent isobaric entropy curves at different pressures on
(b) heating and (c) cooling.

ing adiabatic paths: ∆T (Ts, pi→ pf)= T (S, pf)−T (S, pi), where ∆T
is more appropriately plotted as a function of the starting temper-
ature Ts. Since for a material with dT/d p > 0 decompressions
are endothermic processes and compressions are exothermic pro-
cesses, changes on first decompression are computed from en-
tropy curves on heating whereas changes on first compression are
computed from entropy curves on cooling. The corresponding re-
sults for ∆S and ∆T are shown in Fig. 4a and b, respectively. It
is worth pointing out here that from the entropy curves we can
state that at low pressures the main contribution to ∆S originates
from the transition entropy change ∆St. At high pressures ∆St

decreases noticeably but additional entropy changes outside the
transition ∆S+ become very significant, reaching about ∼ 50% of
∆S under a pressure change of p = 0.59 GPa.
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- 4 0
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0
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6 0
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 0
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( b )

∆T
 (K
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p →
 0

0 →
 p

Fig. 4 Barocaloric effects obtained on first application or removal of pres-
sure. (a) Isothermal entropy changes on decompression and compression
as a function of temperature at different pressures. (b) Adiabatic tem-
perature changes on decompression and compression as a function of the
starting temperature at different pressures.

As barocaloric cooling devices work in compression - decom-
pression cycles, it is necessary for applications to determine the
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BC effects that occur when applying and removing pressure re-
peatedly. Given that compression processes end at cooling en-
tropy curves at high pressure [Scool(T, p)] whereas decompres-
sion processes end at heating entropy curves at atmospheric pres-
sure [Sheat(T, patm)], reversible BC effects are given by the dif-
ference between entropy curves on cooling at high pressure and
the entropy curve on heating at atmospheric pressure. Therefore,
reversible ∆T is calculated as |∆Trev(patm ↔ p)| = |T (Scool, p)−
T (Sheat, patm)|. Obviously, this expression is only valid provided
that the shift of the transition by application of pressure over-
comes the transition hysteresis, which establishes a lower thresh-
old for the pressure change to obtain nonzero |∆Trev|, i.e. p≥ p∆T

rev.
Nonetheless, it has been shown6,56 that a fraction of ∆S can be
achieved reversibly (∆Srev) at p∆S

rev < p∆T
rev due to the existence

of minor loops allowed by partial transformation of the sample.
Above this threshold pressure change, ∆Srev(T, patm↔ p) is deter-
mined as the overlap between ∆S(T ) on compression and ∆S(T )
on decompression. Using the procedure described elsewhere5 we
obtain that for fullerite C60 across its sc→fcc transition, p∆S

rev = 0
and p∆T

rev = 0.02±0.01 GPa.
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0 . 2 2  0 . 3 10 . 0 5  0 . 1 0  0 . 1 7p  ( G P a )

Fig. 5 Reversible barocaloric effects. (a) Reversible isothermal entropy
changes on decompression and compression as a function of temperature
at different pressures. (b) Reversible adiabatic temperature changes on
decompression and compression as a function of the starting temperature
at different pressures.

From Figs. 4 and 5, the maximum of |∆S|, |∆T |, |∆Srev| and
|∆Trev| as a function of pressure change are determined and
shown in Fig. 6a,b. Very interestingly, it can be observed that
|∆Srev|> 0 is obtained at any pressure change, as anticipated pre-
viously, and reaches |∆Srev| = 25± 3 J K−1 kg−1 for p = 0.05 GPa
and |∆Srev| = 32± 3 J K−1 kg−1 for p = 0.1 GPa. Larger values
can be obtained at higher pressures. The area below the |∆Srev|
vs. T curves gives an estimation of the Refrigerant Capacity (RC),
which refers to the amount of heat that can be exchanged cycli-
cally between hot and cold ends57. Values for RC as a function of
the pressure change are shown in Fig. 6c.

Importantly, giant and reversible BC effects in C60 are obtained
in a large temperature interval. In particular, Figure 7 shows the
temperature span as a function of the pressure range where an
interval of ∆Srev [panel (a)] and ∆Trev [panel (b)] values can be
achieved. At a given pressure change, the upper bound for Tspan

0
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0 . 0 0 . 1 0 . 2 0 . 3 0 . 4 0 . 5 0 . 60
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g-1 )
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Fig. 6 Maximum (a) isothermal entropy changes and (b) adiabatic
temperature changes as a function of pressure change, on first decom-
pression (red), on first compression (blue) and reversible values (green).
(c) Refrigerant capacity as a function of pressure

limiting each color band corresponds to the minimum values of
the BC effects indicated in the legend so that larger BC effects
are obtained in a narrower Tspan as expected. As examples, under
a pressure change of p = 0.1 GPa, we obtain ∆Srev = 25±3 J K−1

kg−1 and ∆Trev = 5.0±0.5 K in a temperature interval of 11 K, and
under a pressure change of p = 0.41 GPa, we obtain ∆Srev = 31±3
J K−1 kg−1 and ∆Trev = 11±1 K in a temperature interval of about
50 K. This excellent performance can be very useful in single-
compound regenerative cooling methods, where heat sources and
sinks are separated by large temperature spans by means of a
regenerative heat exchanger46.

Finally, we carry out a comparison of the BC performance be-
tween different compounds by computing the Coefficient of Re-
frigeration Performance (CRP)58,59, as shown in Table 1. Interest-
ingly, it reveals that the CRP for C60 surpasses other compounds at
room temperature and compares well with most of the remaining
compounds at any temperature.

4 Summary and conclusions
We have used isobaric calorimetry at high-pressure and x-ray
diffraction to complete the information needed to predict the
barocaloric performance of crystalline powder of C60. Our
results show giant isothermal entropy changes at low pressures,
that arise mainly due to the partial ordering of molecular
orientations across the first-order phase transition fcc → sc.
With increasing pressure the transition entropy change decreases
but the isothermal entropy change still increases due to the
increase in additional changes arising outside the transition
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Table 1 Coefficient of Refrigeration Performance and associated quantities in giant barocaloric materials.

Material Tt ∆Trev ∆S p ∆V CRP Ref.
K K J K−1 kg−1 GPa 10−6 m3 kg−1

Fe49Rh51 310 5 12.5 0.25 1.0 0.50 13,57

MnCoGeB0.03 286 10 30 0.17 5.0 0.71 11

Ni50Mn31.5Ti18.5 243 7.3 74 0.40 2.8 0.96 5

BaTiO3 400 4 1.6 0.10 0.19 0.67 53

(NH4)2SO4 219 8 60 0.10 2.9 3.31 18

AgI 390 18 60 0.25 7.4 1.17 20

[TPrA]Mn[dca]3 330 4.1 30 0.007 10.0 3.51 19

[TPrA]Cd[dca]3 385 1.4 11.5 0.007 5.3 0.87 19

MnNiSi0.61FeCoGe0.39 311 6 52 0.26 3.6 0.67 12

(CH3)2C(CH2OH)2 315 6 450 0.20 46 0.59 21

(CH3)C(CH2OH)3 354 10 490 0.24 38 1.07 5,45

(CH3)3C(CH2OH) 235.7 16 320 0.26 45.5 0.87 5,45

C60 257 9.7 32 0.10 4.6 1.35 this work
C60 257 16 42 0.41 4.6 0.71 this work

0
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Fig. 7 Temperature span as a function of applied pressure change for
which different intervals of (a) reversible isothermal entropy changes and
(b) reversible adiabatic temperature changes are obtained. For more
details see the text.

associated with the thermal expansion of each phase. Giant
adiabatic temperature changes are also obtained, originating
in a large sensitivity of the transition to pressure due to a very
large transition volume change, relative to the magnitude of the
transition entropy change. More importantly for applications,
we demonstrate that the small hysteresis in this compound
yields giant barocaloric effects that can be driven reversibly with
very low pressures. In addition, the giant BC effects in C60 are
obtained in a very large temperature span, which can be very
useful in single-component cooling methods using regeneration.
Our outcomes indicate that C60 can be a promising candidate to
be employed in future barocaloric cooling devices.
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