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Deep Learning Assisted Time-Frequency Processing
for Speech Enhancement on Drones

Lin Wang and Andrea Cavallaro

Abstract—This article fills the gap between the growing interest
in signal processing based on Deep Neural Networks (DNN) and the
new application of enhancing speech captured by microphones on
a drone. In this context, the quality of the target sound is degraded
significantly by the strong ego-noise from the rotating motors and
propellers. We present the first work that integrates single-channel
and multi-channel DNN-based approaches for speech enhancement
on drones. We employ a DNN to estimate the ideal ratio masks
at individual time-frequency bins, which are subsequently used to
design three potential speech enhancement systems, namely single-
channel ego-noise reduction (DNN-S), multi-channel beamform-
ing (DNN-BF), and multi-channel time-frequency spatial filtering
(DNN-TF). The main novelty lies in the proposed DNN-TF algo-
rithm, which infers the noise-dominance probabilities at individual
time-frequency bins from the DNN-estimated soft masks, and then
incorporates them into a time-frequency spatial filtering frame-
work for ego-noise reduction. By jointly exploiting the direction
of arrival of the target sound, the time-frequency sparsity of the
acoustic signals (speech and ego-noise) and the time-frequency
noise-dominance probability, DNN-TF can suppress the ego-noise
effectively in scenarios with very low signal-to-noise ratios (e.g. SNR
lower than −15 dB), especially when the direction of the target
sound is close to that of a source of the ego-noise. Experiments with
real and simulated data show the advantage of DNN-TF over com-
peting methods, including DNN-S, DNN-BF and the state-of-the-art
time-frequency spatial filtering.

Index Terms—Deep neural network (DNN), drone, ego-noise
reduction, microphone array.

I. INTRODUCTION

THE processing of audio signals captured by small drones
has attracted increasing interests in recent years for ap-

plications such as search and rescue, recreational filming, and
human-robot interaction [1]–[6]. A microphone array mounted
on a drone can be used for acoustic sensing tasks, such as record-
ing and localizing sound sources [7], [8]. However, since the mi-
crophones are mounted close to the rotors and propellers, which
produce strong ego-noise [9], [10], the signals have typically
very low signal-to-noise ratios (e.g. SNR lower than −15 dB).
While a few signal processing algorithms have been proposed for
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sound enhancement [10]–[17] and source localization [18]–[22],
their performance is still unsatisfactory because of ego-noise
nonstationarities [23].

Deep learning has revolutionized sound and speech enhance-
ment [24]–[27]. When a sufficient amount of training data is
available, deep neural networks (DNN) can learn to predict
clean speech signals from a noisy recording. DNN-based ap-
proaches can be separated into single-channel and multi-channel
techniques. Single-channel approaches, which include fully-
connected [28], [29], convolutional [30], [31] and recurrent
neural networks [32]–[34], learn the mapping between noisy
signals and their corresponding clean signal [28], [35] or esti-
mate the time-frequency masks of the clean signal [36]–[39].
While traditional unsupervised single-channel noise reduction
approaches are still favorable in many applications due to their
robustness and low computational complexity, the noise reduc-
tion performance of supervised DNN approaches is generally
better, especially with nonstationary noise and when the noise
is represented in the distribution of the training set data [8].
Multi-channel approaches typically use time-frequency masks
estimated by the DNN model to construct a spatial filter to
enhance the target sound [40]–[45]. Extensions of this idea [46],
[47] estimate the coefficients of the filter directly from the
multi-channel data, which however require a large amount of
training data simulated in a variety of scenarios. While signif-
icant progress has been made in this domain, the application
of DNN-based speech enhancement on drone platforms has not
been reported yet.

In this paper, we present the first work that applies single-
channel and multi-channel DNN-based approaches for speech
enhancement on drones. Our contribution is twofold. First, we
employ a DNN to estimate the ideal ratio mask at individ-
ual time-frequency bins from the noisy signal, and implement
two baseline speech enhancement approaches: single-channel
ego-noise reduction (DNN-S) and multi-channel beamforming
speech enhancement (DNN-BF). Experimental results demon-
strate that while both baseline approaches perform well for
non-stationary noise, the performance drops remarkably in low-
SNR scenarios. Second, we propose a method that combines the
DNN-estimated ideal ratio mask with a time-frequency spatial
filtering approach [10]. By jointly exploiting the time-frequency
sparsity of the acoustic signals (speech and ego-noise) and the
noise-presence probability inferred from the DNN-estimated
mask, the proposed method outperforms state-of-the-art ap-
proaches, especially when the direction of the target sound is
close to that of a source of ego-noise.
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Fig. 1. (a) The drone with the microphone array and (b) the corresponding 2D
coordinate system. (c) Spectrogram of the ego-noise. (d)–(e) Spatial likelihood
of the ego-noise for 0–20s and 20-40s, respectively.

The paper is organized as follows. After defining the problem
in Section II, Section III introduces the DNN model for the esti-
mation of the time-frequency mask. In Section IV we propose the
single-channel and multi-channel DNN algorithms. Section V
covers the experimental results and analysis, and Section VI
discusses the advantages and disadvantages of the proposed
algorithms. Finally, conclusions are drawn in Section VII.

II. PROBLEM DEFINITION

Let a target sound source in the far field emit sound with
direction of arrival (DOA) θd. Let rm = [rmx, rmy]

T be the
position of the m-th microphone (the superscript (·)T denotes
the transpose operator). Let R = [r1, . . . , rI ] represent the
locations of the I microphones in the array. The microphone
signal, x(n) = [x1(n), . . . , xI(n)]

T, contains the target sound,
s(n) = [s1(n), . . . , sI(n)]

T, as well as the ego-noise, v(n) =
[v1(n), . . . , vI(n)]

T, i.e.

x(n) = s(n) + v(n), (1)

or, after applying a short-time Fourier transform (STFT):

X(k, l) = S(k, l) + V (k, l), (2)

where k and l denote the frequency and frame indices, respec-
tively. Let K and L be the total number of frequency bins and
time frames, respectively.

We assume that R and θd are known. Given x(n), the goal is
to extract the target sound from the noisy recording. The main
challenge is to deal with the very low SNR at the microphones
(that can be lower than −15 dB), which most speech enhance-
ment algorithms cannot cope with.

Fig. 1(a)–(b) show the 8-microphone circular array (I = 8),
mounted on the top of a 3D IRIS quadcopter [9], and the
coordinate system. The diameter of the array is 0.2 m. Fig. 1(c)
shows the time-frequency spectrum of a segment of ego-noise
recorded with one of the microphones. The first half of this

Fig. 2. The DNN architecture for estimating the ideal ratio mask. The input
layer corresponds to (2ΔL + 1) frames of log spectrogram flattened into a
vector. The output layer corresponds to one frame of the ideal ratio mask.

segment contains stationary noise generated by rotors and pro-
pellers operating at a constant speed. The second half of the
segment contains nonstationary noise generated by rotors and
propellers operating with a time-varying speed. The ego-noise
mainly consists of multiple narrowband harmonic components,
which are caused by the rotating rotors, and broadband noise,
which is caused by the propellers cutting air. The nonstationarity
of the ego-noise is caused by variations of the fundamental
frequency of the harmonic component with the changes of the
rotation speed of the motors. Fig. 1(d)–(e) depict the spatial
likelihood functions for two ego-noise segments 0–20s and
20-40s, respectively. The spatial likelihood is computed by
building a histogram of the local DOA estimates at individual
time-frequency bins (cf. Eq. (19)) and then normalizing it with
the highest frequency count [8]. It can be observed that the shape
of the spatial likelihood function varies for the two segments.
The DOA of the ego-noise is spread widely, but has roughly four
peaks, corresponding to the four rotors/propellers.

III. MASK ESTIMATION

The ideal ratio mask (IRM) is the soft ratio between the clean
speech component and the noisy signal at each time-frequency
bin. The ratio also indicates the speech-presence probability
at each time-frequency bin. DNNs have been widely used to
estimate the ideal ratio mask for speech enhancement [38]. We
first present how to estimate the ideal ratio mask with DNNs,
and then describe how the mask is used for single-channel and
multi-channel speech enhancement.

Let us consider the signal captured at one microphone only:

X(k, l) = S(k, l) + V (k, l), (3)

where X , S, and V are the single-channel microphone signal,
the clean speech, and noise component, respectively. The ideal
ratio mask for each time-frequency bin is defined as

IRM(k, l) = min

( |S(k, l)|
|X(k, l)| , 1

)
, (4)

where | · | denotes the absolute value. IRM(k, l) ∈ [0, 1].
To estimate the ideal ratio mask, we employ a feed-forward

neural network that comprises an input layer, three hidden layers
with rectifying linear units (ReLUs) and an output layer with
sigmoid units (see Fig. 2) [28]. A dropout layer is added at each
hidden layer to increase the robustness of the model. The sigmoid
unit maps an input into the range of [0, 1], which typically
corresponds to a soft mask.
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The DNN is trained with input the log magnitude spectrogram
of the noisy signal. We compute the log magnitude as

X̌(k, l) = log |X(k, l)|, (5)

and then normalize it to zero mean and unit variance, i.e.

X̃(k, l) =
X̌(k, l)− m̌(k)

σ̌(k)
, (6)

where m̌(k) and σ̌(k) denote the mean and standard deviation
of X̌ at the k-th bin, which are pre-computed from the training
dataset. The spectrogram has a smaller scale after log scaling
and normalization, which is desirable for better convergence in
model training [28].

The spectrogram is fed to the DNN in a frame-wise manner.
Let us take the l-th frame as an example. The input Xin(l)
consists of neighbouring frames [l −ΔL : l +ΔL] in the whole
frequency band, i.e.

Xin(l) = X̃(1 : K, l −ΔL : l +ΔL), (7)

where ΔL = 3 is a predefined constant for STFT with frame
length 32 ms (256 points) and half overlap. The 2ΔL + 1 frames
are flattened into a vector of length (2ΔL + 1)K before entering
the neural network.

The output of the DNN is the ideal ratio mask estimated at
the l-th frame, which is a vector of size K and is represented as

M out(l) = M(1 : K, l). (8)

Cascading the estimation at all the L frames, we get the mask
M = {M(k, l)}, which approximates the true ideal ratio mask.

The model parameters are computed in a supervised manner
by minimizing the squared error between the estimated and the
true ideal ratio mask, i.e.

J =

K∑
k=1

L∑
l=1

|M(k, l)− IRM(k, l)|2 . (9)

A detailed configuration of the training and testing dataset is
described in Section V-B.

IV. DNN-ASSISTED SPEECH ENHANCEMENT

In this section, we apply the estimated soft masks to three
speech enhancement systems: DNN-S, DNN-BF and DNN-TF.
DNN-S and DNN-BF are two baseline methods that use the soft
masks to estimate the speech-presence probability at individual
time-frequency bins, and to design a single-channel spectral
filter and a multi-channel beamformer, respectively. DNN-TF is
the proposed multi-channel method, which uses the soft masks
to estimate the noise-dominance probability at individual time-
frequency bins, which are incorporated into the time-frequency
spatial filtering algorithm (TF), a state-of-the-art algorithm for
drone sound processing [8], [10].

A. DNN-S

Fig. 3 depicts the single-channel speech enhancement pipeline
(DNN-S) that uses the DNN model (Fig. 2) to estimate the ideal
ratio maskM(k, l) from the log spectrogram of the noisy signal.
The whole procedure is straightforward. The clean speech can

Fig. 3. Block diagram of the DNN-assisted single-channel speech enhance-
ment method (DNN-S).

Fig. 4. DNN-assisted multi-channel speech enhancement with I microphones.
(a) Ideal ratio mask estimation from multi-channel signals. (b) DNN-BF: DNN-
assisted beamforming. (c) DNN-TF: DNN-assisted time-frequency filtering.

be recovered from the noisy signal as

Ŝ(k, l) = M(k, l)|X(k, l)|ej∠X(k,l) = M(k, l)X(k, l), (10)

where ∠· denotes the angle of a complex-valued number. After
applying inverse STFT (ISTFT), we obtain the enhanced signal
in the time domain.

B. DNN-BF

The ideal ratio mask estimated by DNN cannot be used
directly to construct the spatial filter, due to the FFT length
mismatch between the two. For instance, in DNN the FFT length
is usually 32 ms (256 points) while in a spatial filter the FFT
length is longer than 128 ms (1024 points) in order to capture
the transmission delay and reverberation. We thus employ a
synthesis-reanalysis procedure, as shown in Fig. 4(a), to estimate
a ratio mask that is useful for spatial filtering.

Suppose the DNN-estimated mask at the i-th microphone
channel is Mi(k1, l1), where k1 and l1 are the frequency and
frame indices corresponding to the FFT lengthN1 (e.g. 256). The
clean signal is estimated from the noisy signal in the frequency
domain as

Ŝi(k1, l1) = Mi(k1, l1)Xi(k1, l1), (11)

and is converted into the time domain as Ŝi(n). We convert
the signal Xi(n) and Ŝi(n) back to the STFT domain with
FFT length N2 (e.g. 1024) as Si(k2, l2). The ratio mask is
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re-estimated as

Mi(k2, l2) =
|Ŝi(k2, l2)|
|Xi(k2, l2)| , (12)

where k2 and l2 are the frequency and frame indices correspond-
ing to the FFT length N2.

We compute the mask as the average across the channels
(e.g. I = 8):

M̄(k2, l2) =
1

I

I∑
i=1

Mi(k2, l2). (13)

Without introducing ambiguities, from now we replace
(k2, l2) with (k, l).

Fig. 4(b) shows how we construct a spatial filter based on
the average ratio mask M̄(k, l). Given the mask indicating
the speech-presence probability at each time-frequency bin, we
estimate the correlation matrix of the target speech signal as

Φ̃ss(k, l) =
1

L

L∑
l=1

M̄2(k, l)X(k, l)XH(k, l), (14)

where (·)H denotes the Hermitian transpose. We then compute
the correlation matrix of the noisy signal as

Φxx(k, l) =
1

L

L∑
l=1

X(k, l)XH(k, l). (15)

Finally, we construct a standard multichannel Wiener filter
(MWF) as [49]

W BF(k, l) = Φ−1
xx(k, l)Φ̃ss1(k, l), (16)

where Φ̃ss1(k, l) represents the first column of Φ̃ss(k, l).
The target signal is extracted as

YBF(k, l) = W H
BF(k, l)X(k, l). (17)

DNN-BF formulates a beamformer based on the ideal ratio
mask estimated by the DNN. Unlike traditional beamforming
techniques, DNN-BF does not require the knowledge of the
target DOA or the voice activity information to estimate the
target correlation matrix, and thus is more flexible.

C. DNN-TF

In [10] we proposed a time-frequency (TF) processing method
that, after estimating the instantaneous DOA at each time-
frequency bin, estimates – given the target DOA – the cor-
relation matrix of the target signal and constructs the spatial
filter. The TF algorithm works effectively for sound processing
on drones since it can well exploit the time-frequency sparsity
of the speech signal and the ego-noise. However, a drawback
of TF is that when the target signal arrives from a direction
close to that of the ego-noise, the time-frequency bins from the
ego-noise will be included in computing the target correlation
matrix [8]. This leads to noise residuals in the spatial filter-
ing output, thus degrading the noise suppression performance.
In extremely low-SNR scenarios the noise-presence inferred
from the estimated ideal ratio mask tends to be more reliable
than the speech-presence. If we can identify the time-frequency

bins that are occupied by the ego-noise and exclude them from
computing the target correlation matrix, the performance of the
spatial filter will be improved. Based on these considerations, we
propose the DNN-TF algorithm, as illustrated in Fig. 4(c). The
proposed algorithm is composed of three steps: instantaneous
DOA estimation, target correlation matrix computation, and
spatial filtering.

1) Instantaneous DOA Estimation: Given the microphone
signal X(k, l) and location R, the DOA of the sound at each
time-frequency bin can be estimated by building a local gener-
alized cross correlation (GCC) function [48]

γTF(k, l, θ)

= R

⎧⎪⎪⎨
⎪⎪⎩

I∑
m1,m2=1
m1 �=m2

Xm1
(k, l)X∗

m2
(k, l)

|Xm1
(k, l)Xm2

(k, l)|e
j2πfkτ(m1,m2,θ)

⎫⎪⎪⎬
⎪⎪⎭ ,

(18)

where fk denotes the frequency at the k-th bin, the super-
script (·)∗ denotes the complex conjugation, and the operator
R{·} denotes the real component of the argument. The term

τ(m1,m2, θ) =
‖rm2

−rθ‖−‖rm1
−rθ‖

c denotes the delay between
two microphones m1 and m2 with respect to the sound coming
from θ, where c is the velocity of sound and rθ is the location
of the far-field sound source from direction θ. The local DOA
of the sound at the (k, l)-th bin is determined as

θTF(k, l) = argmax
θ∈(−180◦,180◦]

γTF(k, l, θ). (19)

The harmonic components of the ego-noise and the human
speech tend to occupy different time-frequency bins. This time-
frequency sparsity makes it possible to estimate the instanta-
neous DOA at individual time-frequency bins even in low-SNR
scenarios.

2) Target Correlation Matrix Computation: The instanta-
neous DOA estimation at individual time-frequency bins can be
used to formulate a spatial filtering pointing at the target direc-
tion θd. We first measure the closeness of each time-frequency
bin (k, l) to θd. Assuming the distribution of the DOA estimates
to be Gaussian with mean θd and standard deviation σd, the
closeness measure is defined as

Cd(k, l, θd) = exp

(
− (θTF(k, l)− θd)

2

2σ2
d

)
, (20)

where the scalar Cd(·) ∈ [0, 1]. The higher Cd(·), the higher the
confidence that the sound at the (k, l)-th bin arrives from direc-
tion θd. Since the target sound arrives from θd, the confidence
Cd(·) can also be interpreted as speech-presence probability.
In [10], Cd is used to calculate the target correlation matrix as

Φ̌ss(k, l, θd) =
1

L

L∑
l=1

C2
d(k, l, θd)X

H(k, l)X(k, l), (21)

where Cd(·) denotes the contribution of the (k, l)-th bin to the
correlation matrix. As shown in (16), this target correlation
matrix is crucial to formulate a multi-channel beamformer.
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Due to time-frequency sparsity of the acoustic signal, Eqs.
(20)–(21) can compute the speech-presence probability and
the target correlation matrix robustly in low-SNR scenarios.
However, when the target sound comes from a similar direction
as the ego-noise, the noise component will be accounted as
the target speech, thus degrading the accuracy of the target
correlation matrix estimation. To mitigate this problem, we
use DNN-estimated soft masks to detect the time-frequency
bins dominated by the ego-noise and then remove them from
computing the target correlation matrix. The details are given
below.

We first estimate the average ratio mask using multi-channel
signals with (13). The time-frequency bins dominated by the
ego-noise are then determined as

MH(k, l) =

{
1, M̄(k, l) < MTH

0, otherwise
(22)

where MTH = 0.2 is a pre-defined threshold. MH =
{MH(k, l)} is a binary matrix indicating the noise-dominance at
each time-frequency bin. We refer to MH as noise-dominance
probability.

We then remove the contribution from the noise-dominated
time-frequency bins, obtaining a modified confidence matrix
with

C̃d(k, l, θd) = Cd(k, l, θd) (1−MH(k, l)) . (23)

Finally, the modified target correlation matrix is computed as

Φ̂ss(k, l, θd) =
1

L

L∑
l=1

C̃2
d(k, l, θd)X

H(k, l)X(k, l). (24)

3) Spatial Filtering: Given the target correlation matrix, we
formulate a standard multi-channel Wiener filter, similarly to
(16), as

W TF(k, l, θd) = Φ−1
xx(k, l)Φ̂ss1(k, l, θd), (25)

where Φ̂ss1(k, l) represents the first column of Φ̂ss(k, l).
The sound arriving from the target direction θd is extracted as

YTF(k, l, θd) = W H
TF(k, l, θd)X(k, l). (26)

The main difference between TF [10] and DNN-TF is the
confidence matrix used for computing the target correlation ma-
trix. TF only considers the target DOA and the time-frequency
sparsity to compute the confidence matrix C̃d, using (20)–(21).
DNN-TF considers the target DOA, the time-frequency sparsity,
as well as the noise-dominance at individual time-frequency bins
to compute the confidence matrix Cd, using (22)–(24). In very
low-SNR scenarios, the ideal ratio masks estimated by DNN-S
tend to have low values, and thus can infer the noise-dominance
more robustly than speech-presence. With more accurate target
correlation matrix estimation, DNN-TF tends to outperform TF,
especially when the target sound comes from a direction close
to that of the ego-noise source. A comparison of results obtained
with the two confidence matrices, C̃d and Cd, will be discussed
in the next section (see Fig. 8).

TABLE I
DETAILS OF THE NOISE DATASET

V. EXPERIMENTS

A. Experiment Setup

First, we investigate the performance of the single-channel
DNN model obtained with different combinations of the train-
ing and testing datasets. Then, we investigate the performance
of various speech enhancement approaches, namely DNN-S,
DNN-BF, DNN-TF, the state-of-the-art time-frequency spatial
filtering algorithm (TF) [10], and the single-channel UMMSE
noise reduction algorithm [50].

We use two multi-channel drone-sound datasets, AS [8] and
AVQ [51], and a single-channel speech and noise dataset. Table I
summarizes the details of the noise data used in this paper. AS
and AVQ were recorded with the platform shown in Fig. 1, with
the drone on a tripod. The multi-channel microphone signal is
captured with a Zoom R24 audio recorder at a sampling rate of
44.1 kHz (downsampled to 8 kHz before processing). The speech
and ego-noise are recorded separately to allow performance
evaluation. The AS dataset consists of real-recorded ego-noise
and simulated speech [8]. The ego-noise is recorded in an indoor
environment with reverberation time 200 ms. During recording,
the drone operates at a constant power, varying from 50% to
150% of the hovering status. The speech component is simulated
with the image source model [52] in a space of size 20 m
× 20 m × 4 m and reverberation time 200 ms. The speech
source is placed in the far field (10 m away from the micro-
phone array), emitting sound from a varying DOA from −180◦

to 180◦. The AVQ dataset consists of ego-noise and speech
both recorded outdoors [51]. When recording the ego-noise, the
drone operates either at a constant power (hovering status) or a
time-varying power (from 50% to 150% of the hovering power).
When recording speech, a person moves at different locations
in front of the drone, with the distance varying from 2 meters
to 6 meters. During recording, the person talks while stationary
at one location, before moving to the next location. The DOA
of the speaker is provided in the dataset. Fig. 11(a) depicts an
example of the recording environment.

In addition to multi-channel drone sound recording, we use
a single-channel speech and noise dataset. The noise dataset
contains 115 types of regular noise in daily life [54], [55].
For speech, we use the TIMIT corpus (630 speakers with 10
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TABLE II
DIFFERENT STRATEGIES TO COMBINE TRAINING AND TESTING DATA

FOR LEARNING THE DNN MODEL

sentences each), where the training and testing subsets contain,
respectively, 4620 and 1680 utterances, each lasting less than
8 seconds [53]. Note that this speech corpus is mainly used to
develop and test the single-channel DNN model. AS and AVQ
use a completely different speech corpus from TIMIT.

To assess the speech enhancement performance, we use the
signal-to-noise ratio (SNR) and the perceptual evaluation of
speech quality (PESQ). The SNR is computed assuming the
target s(n) and the noise component v(n) at the microphones
to be known. Given a spatial filterw(n), which is a time-domain
version of W (k, l), the spatial filtering procedure is written as

y(n) = w(n) ∗ x(n) =
Lw−1∑
p=0

w(p)x(n− p)

= ys(n) + yv(n) = w(n) ∗ s(n) +w(n) ∗ v(n), (27)

where ‘∗’ denotes the convolutive filtering procedure and Lw is
the length of the filter w(n); ys(n) and yv(n) are, respectively,
the speech and noise components at the output. The SNR is
calculated in the target-sound-active periods Ns as [56]

SNR = 10 log10

∑
n′∈Ns

y2s(n
′)∑

n′∈Ns
y2v(n

′)
. (28)

PESQ ∈ [0, 4.5] is a measure to assess the overall quality of
the processed speech relative to the referenced clean speech [57].
The higher the PESQ, the better the speech quality.

B. Single-Channel DNN Model Training

The DNN processes the signal at sampling rate 8 kHz. When
computing the STFT, we use a frame length of 32 ms (256 points)
and half overlap. We set ΔL = 3 in (7), and thus the size of the
input layer is 903 and that of the output layer is 129. Each of the
three hidden layers contains 2048 neurons. The dropout ratio
is set as 0.2. The total number of parameters of the DNN is
10,508,417. To train the DNN we use the Keras library [58] and
a Tesla V100 GPU with 16 GB memory. We use SGD solver
with learning rate 0.01. The mini-batch size is set to 500. The
total number of epochs is 50.

Table II shows our different choices of combining speech and
noise data for training the DNN. The noisy data is generated
by adding the clean speech and the noise at different SNRs.
We always use the TIMIT corpus to generate the training and
testing clean speech. For training noise, we choose either the
regular noise (n1-n115), or the drone ego-noise (n116-n120)

Fig. 5. PESQ values obtained by the DNN models for various testing SNRs.
(a) Testing noise n116-n120. (b) Testing noise n121-n122.

from the AVQ dataset, or a combination of both (n1-n120). For
testing noise, we choose drone ego-noise either from the AVQ
dataset (n116-n120) or from the AS dataset (n121-n122). For
n116-n122 each with eight channels, we only use the data from
the first channel.

When generating the training noisy data, we consider different
SNRs, varying from−25 dB to 15 dB, with an increment of 5 dB.
For a specific SNR, each of the 4620 utterances in the TIMIT
training subset is added with four noises randomly selected
from the noise dataset, i.e. we generate 18,480 files with a
total duration of about 12 hours at each SNR. When the noise
segment (e.g. n116-n120) is longer than the speech segment, we
randomly choose the same length of segment from the noise.
The combination of different choices leads to 6 DNN models:
MD1, . . ., MD6. The testing noisy data is generated similarly to
the training data. The difference is that for a specific SNR we
combine all the available speech and noise. For instance, given
1680 speech segments and 2 noise segments, we generate 3360
noisy segments.

Fig. 5 shows the average PESQ obtained by the 6 models
(MD1, . . ., MD6) for the testing data at different SNRs. The
testing data is generated with n116-n120 in Fig. 5(a), and with
n121-n122 in Fig. 5(b), respectively. Note that n116-n120 are
also used to generate the training data, whereas n121-n122 are
unseen to the trained DNN. As shown in Fig. 5, the way to
generate the training data impacts the performance of the DNN
model considerably. In both Fig. 5(a) and (b), all the 6 models
improve the PESQ of input noisy speech to a certain degree.
However, the improvement is quite limited in scenarios with
low testing SNRs (e.g. < −20 dB).

In Fig. 5(a), which uses n116-n120 as testing noise, MD4-
MD7, which are trained using n116-n120, remarkably outper-
form MD2-MD3, which are trained using n1-n115. This indi-
cates the importance of training noise data for the performance of
the DNN model. MD4, which is trained at SNRs [−25,−5] dB,
outperforms MD3, which is trained at SNRs [−5, 15] dB, when
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Fig. 6. Speech enhancement performance (SNR and PESQ) by DNN-S and
UMMSE for stationary and nonstationary ego-noise at various input SNRs.

the testing SNR is lower than −10 dB. On the other hand, MD3
outperforms MD4 when the testing SNR is higher than −10 dB.
MD5, which is trained at SNRs [−25, 15] dB, outperforms
both MD3 and MD4, at all testing SNRs. This indicates the
importance of training SNR for the performance of the DNN
model. MD6, which is trained using all types of noise n1-n120
and all SNRs [−25, 15] dB, performs worse than MD3-MD5 in
most testing scenarios. It only outperforms MD3 in a specific
testing scenario (SNR ≤ -20 dB). This is possibly because the
size of the DNN model is not big enough to capture all the
variations in the training noise.

In Fig. 5(b), which uses unseen noise n121-n122 as testing
noise, the performance of all the models is lower than the
corresponding one in Fig. 5(a). This is reasonable as the per-
formance of the DNN model tends to drop for unseen noise.
The performance of all the models shows similar variation
trends as those observed in Fig. 5(a). However, the difference
between MD3-MD6 becomes smaller. It would be interesting
to compare the performance of MD4, which is trained at lower
SNR [−25,−5] dB, and MD5, which is trained at a wider SNR
range [−25, 15] dB. MD5 outperforms MD4 for seen noise in
Fig. 5(a), but performs slightly worse than MD4 for unseen noise
in Fig. 5(b). This suggests that the generality of the model can
be improved.

Based on the observations in Fig. 5, we choose the model
MD5, which performs the best in Fig. 5(a) and performs simi-
larly to MD4 and MD6 in Fig. 5(b), for the DNN-S algorithm
in the rest of the paper.

We further compare the performance of DNN-S (using MD5)
and a traditional unsupervised single-channel UMMSE noise
reduction algorithm [50] for stationary and nonstationary ego-
noise. To this end, we generate 100 testing files by randomly
selecting 100 speech files from the TIMIT testing subset and
the same length of stationary (n121) or nonstationary (n122)
ego-noise, and mixing them at a varying input SNR from -25 dB
to 0 dB, with step 5 dB. We apply the two algorithms to compute
the average output SNR and PESQ values. Fig. 6 depicts the
experimental results. It can be observed that, for both algorithms,
the output SNR and PESQ improve with the increasing input

Fig. 7. Spectrograms of the speech enhancement results using DNN-S
and UMMSE for stationary and nonstationary ego-noise. (a) Clean speech.
(b) Stationary noise. (c) Nonstationary noise. The input SNR is −10 dB.

TABLE III
SPEECH ENHANCEMENT PERFORMANCE USING DNN-S AND UMMSE FOR

STATIONARY AND NONSTATIONARY EGO-NOISE. THE RESULT

CORRESPONDS TO FIG. 7

SNR. DNN-S achieves similar performance (output SNR and
PESQ) for stationary and nonstationary noises, while UMMSE
shows significantly worse performance for nonstationary noise.
UMMSE outperforms DNN-S for stationary noise for all input
SNRs. DNN-S outperforms UMMSE for nonstationary noise
especially at low input SNRs. This difference in performance,
however, becomes less evident as the input SNR increases.

Fig. 7 shows the spectrograms of sample processing results
obtained by DNN-S and UMMSE for stationary and nonsta-
tionary ego-noise. It can be observed that DNN-S works well
for both stationary and nonstationary noise. UMMSE works
better for stationary noise but worse for nonstationary noise.
The SNR and PESQ values shown in Table III also confirm this
observation. Note that while the noise reduction performance
for non-stationary noise is worse for UMMSE, this method
does need training data and has a much lower computational
complexity.

C. Multi-Channel Speech Enhancement

We compare the three multi-channel processing algorithms
(DNN-BF, DNN-TF and TF) and the single-channel algorithm
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Fig. 8. Intermediate processing results for the proposed algorithms when the
DOA of the target source is 70◦ and the input SNR is −15 dB.

TABLE IV
SNR AND PESQ FOR THE ALGORITHMS UNDER COMPARISON IN FIG. 8

(DNN-S) with simulated and real-recorded data. For multi-
channel algorithm implementation, we set the STFT length to
be 1024 with half overlap. We set σd = 10◦ in (20), as suggested
in [10].

Fig. 8 depicts intermediate processing results of four algo-
rithms (DNN-S, DNN-BF, DNN-TF and TF) for a segment
(6 seconds) of multi-channel noisy signal, which is generated by
adding a simulated speech with DOA 70◦ and a real-recorded
ego-noise (n121). The input SNR is −15 dB. In this case the
target DOA is close to one ego-noise source (cf. Fig. 1(b)). Ta-
ble IV gives the corresponding SNR and PESQ values obtained
by the four algorithms.

The input signal becomes very noisy at input SNR −15 dB.
As shown in Fig. 8(b), it is difficult to identify speech-occupied
time-frequency bins from the spectrogram. However, as shown
in Fig. 8(c), DNN-S is able to partly recover the clean speech
from the noisy input signal, improving the SNR from −15 dB
to -6.4 dB and the PESQ value from 1.18 to 1.47.

Fig. 8(d)–(f) compare the true ideal ratio mask, the average
mask M̄ estimated from eight channels in Eq. (13), and the bi-
nary noise maskMH in Eq. (22). While not very precise, the av-
erage mask M̄ can roughly estimate the speech-presence prob-
ability at each time-frequency bin. In this low-SNR scenario,

Fig. 9. SNR and PESQ performance for target speech with DOA 70◦ at various
input SNRs.

the binary noise mask MH can identify the noise-dominated
time-frequency bins more accurately.

Fig. 8(g)–(h) illustrate the confidence matrix Cd in Eq. (20)
and the modified confidence matrix C̃d in Eq. (23), respectively.
For ease of comparison, Fig. 8(i) depicts the difference of the two
Cd − C̃d, which clearly shows that some noise-dominated time-
frequency bins are removed in the modified confidence matrix.
For instance, the time-frequency bins at 750 and 1000 Hz (as
indicated by the red arrows) are dominated by noise. These time-
frequency bins are erroneously included in Cd, but removed in
C̃d.

Fig. 8(j)–(l) compare the spectrograms obtained by DNN-BF,
DNN-TF and TF. DNN-BF is designed solely based on the
average mask M̄ ; it outperforms the single-channel DNN-S
remarkably, improving the SNR by 8 dB (from -6.4 to 1.6) and
PESQ by 0.36 (from 1.47 to 1.83). TF and DNN-TF outperform
DNN-BF by exploiting the DOA information of the target signal.
DNN-TF can further improve the SNR of DNN-BF by 10 dB
(from 1.6 to 11.4) and PESQ by 0.61 (from 1.83 to 2.44).
DNN-TF outperforms TF by computing the confidence matrix
more accurately and thus suppressing the noise more efficiently.
As shown in Fig. 8(k)–(l), TF still retains the noise components
at 750 Hz and 1000 Hz, while DNN-TF removes these noise
components completely. Consequently, the SNR of DNN-TF is
3.4 dB higher than that of TF (from 8.0 to 11.4).

Fig. 9 shows the SNR and PESQ for the results of the four
algorithms on the same speech and noise with various input
SNRs. The worst performance is by the single-channel DNN-S.
DNN-TF and TF outperform DNN-BF in most cases, except
when the input SNR is higher than -5 dB. DNN-TF achieves
higher output SNR than TF for all input SNRs. As the input
SNR decreases, the difference in performance between DNN-TF
and TF increases, thus confirming the advantage of DNN-TF in
low-SNR scenarios.

Next, we investigate how the speech enhancement perfor-
mance varies with the target DOA. To this end, we generate
testing data with the target DOA varying from -180◦ to 180◦,
with increment of 10◦ and the input SNR varying from -25 dB
to 0 dB, with increment of 5 dB. For each combination of DOA
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Fig. 10. SNR performance vs. target DOA obtained by the algorithms under
comparison when varying the input SNR.

and input SNR, we generate 20 segments (6 seconds long) of
testing data, randomly selected from the simulated speech and
real-recorded ego-noise (n121 and n122).

Fig. 10 depicts the variation of the output SNR obtained by
the four algorithms for varying DOA and input SNR. The per-
formance of TF drops significantly when the target sound comes
from a direction close to the ego-noise sources, e.g. at around 90◦

and -90◦ (which correspond to two peaks of the spatial likelihood
function in Fig. 1(d)). DNN-TF works more robustly than TF
to the variation of the target DOA, especially at low SNRs
(≤ −10dB). The two algorithms perform similarly at high SNRs
(≥ −5 dB). The performance of DNN-S and DNN-BF does not
vary with the DOA. This is because these algorithms rely on
single-channel information, which does not vary much with the
target DOA. The performance of the two algorithms improves
as the input SNR increases. DNN-BF outperforms DNN-TF and
TF when the input SNR is higher than -5 dB.

Finally, we investigate the performance of the considered
algorithms with real-recorded speech and ego-noise, both from
the AVQ dataset [51]. The speech is recorded when a person
speaks at four different locations in front of the drone (speaker
A at locations 7©, 4©, 1©, 3© in Fig. 11(a)). The ego-noise is
recorded at the hovering status (n117). Both speech and ego-
noise are recorded continuously. The speech and the ego-noise
are added without any scaling when generating the noisy signal.
The noisy signal is processed by the algorithms block by block,
where each block is defined with a non-overlap sliding window
of length 6 seconds. Fig. 11(b) shows the block-wise SNR and
PESQ results in voice-active periods and Table V shows the
average results. All the four algorithms can improve the SNR
of the input signal (which is -26.8 dB on average). DNN-TF
and TF perform significantly better than DNN-BF and DNN-S.

Fig. 11. (a) Recording environment and (b) speech enhancement performance
on the AVQ dataset in terms of SNR and PESQ for the algorithms under
comparison.

TABLE V
AVERAGE SNR AND PESQ FOR THE ALGORITHMS COMPARED IN FIG. 11

DNN-TF outperforms TF, while DNN-BF slightly outperforms
DNN-S. On average, DNN-TF improves the input SNR by
28.4 dB and improves PESQ by 0.93.

VI. DISCUSSION

DNN-S is a single-channel method that employs deep neural
networks to estimate the ideal ratio mask at each time-frequency
bin. It works well for both stationary and nonstationary noise,
and outperforms traditional single-channel noise reduction ap-
proaches (e.g. [50]). The types of noise play a crucial role for
the supervised approaches and the performance of DNN-S tends
to degrade with decreasing input SNR. As a result, DNN-S does
not improve the sound quality sufficiently in low-SNR scenarios.
However, the estimated ideal ratio mask can be interpreted as
the speech-presence probability at each time-frequency bin and
can be used to assist multi-channel processing algorithms.

DNN-BF is a multi-channel speech enhancement algorithm
that formulates a beamformer based on the ideal ratio mask
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estimated by DNN-S. In comparison to traditional beamforming
techniques, DNN-BF does not require the knowledge of the
target DOA nor the voice activity information to estimate the
target correlation matrix, and thus is more flexible. Through
multi-channel processing, DNN-BF outperforms DNN-S. A
drawback of DNN-BF is that it relies on the accuracy of the
mask estimation and thus its performance is limited with low
SNR.

DNN-TF can be interpreted as a combination of TF and DNN-
S. DNN-TF outperforms DNN-BF by combining the knowledge
of the target DOA, the time-frequency sparsity of the acoustic
signal and the estimated ideal ratio mask. By exploiting the
speech-presence probability, DNN-TF can better estimate the
correlation matrix of the target signal, and thus outperforms
TF in low-SNR scenarios, especially when the target sound
comes from a direction close to that of the ego-noise sources.
Unlike DNN-BF, DNN-TF requires the knowledge of the target
DOA and the location of the microphones. In practice, the target
DOA can be estimated using existing sound source localization
algorithms that are dedicated to drone sound processing [18],
[19], or be estimated by exploiting additional vision informa-
tion [13], [51]. Furthermore, DNN-TF can separate multiple
speakers talking simultaneously if their DOAs are known. This
is challenging for DNN-BF, as it requires to know the TF bins
associated with each speaker, which is difficult to obtain in
practice.

Similarly to DNN-BF, several existing works integrate the
time-frequency masks and the multichannel beamformer. These
works either employ a single-channel DNN model [40]–[42],
which exploit the spectral information only, or employ a multi-
channel DNN model [43]–[45], which exploit both the spectral
and spatial information of the microphone signals. These various
types of DNN models can also be used in the proposed method.
The single-channel DNN regression model employed in this
paper works optimally estimating the time-frequency masks
when using a FFT of length 32 ms to take advantage of the
short-time stationarity of speech signals [28]. This parameter
is consistent with traditional single-channel noise reduction
approaches [50]. A spatial filter usually employs a larger FFT
length (e.g. 128 ms) to achieve better noise reduction perfor-
mance. A synthesis-reanalysis procedure is thus required to
deal with the inconsistency between the different FFT lengths
between the spectral and spatial filters. One interesting future
direction would be to develop a more advanced DNN structure
that can estimate the time-frequency masks at the same FFT
length of the spatial filter.

VII. CONCLUSION

We presented the first method that employs deep learning
for speech enhancement on noisy drone platforms. The pro-
posed method, DNN-TF, can suppress the ego-noise and im-
prove the sound quality by exploiting the knowledge of the
target DOA, the time-frequency sparsity of the ego-noise and
speech signals, and the DNN-estimated time-frequency ratio
mask. DNN-TF outperforms traditional single-channel (DNN-
S) and multi-channel deep-learning-based speech enhancement

(DNN-BF) approaches in most cases. DNN-TF also outperforms
the state-of-the-art TF algorithm in low-SNR scenarios, and
provides a more robust performance when the target DOA is
close to the ego-noise sources. Future work will investigate
the performance of the proposed approach on various drone
platforms.
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