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Abstract: In this article, a multi-objective optimization-oriented energy management strategy is investigated 

for fuel cell hybrid vehicles on the basis of rule learning. The degradation of fuel cells and lithium-ion batteries 

are considered as the objective function and translated into the equivalent hydrogen consumption. The optimal 

fuel cell power sequence and state of charge trajectory, considered as the energy management input, are solved 

offline via the Pontryagin’s minimum principle. The K-means algorithm is employed to hierarchically cluster 

the optimal data set for preparation of rules extraction, and then the rules are excavated by the improved repeated 

incremental pruning to production error reduction algorithm and fitted by the quasi-Newton method. The 

simulation results highlight that the proposed rule learning-based energy management strategy can effectively 

save hydrogen consumption and prolong fuel cell life with real-time application potential. 
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I. INTRODUCTION 

As a promising segment of transportation electrification, fuel cell hybrid vehicles (FCHVs) have been the 

research hotspot in automotive industry, owing to their zero emission, high efficiency and low noise [1]. In 

FCHVs, usually two energy sources including fuel cells and energy storage systems (such as lithium-ion 

batteries) operate together to supply the driving power. Consequently, proper power allocation between different 

energy sources is spurred to optimize the operation performance of FCHVs, and it is often tackled by the so-

called energy management strategies (EMSs), which have been intensively investigated by industry and 

academia [2]. 
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Generally, EMSs can be divided into rule based and optimization based strategies [3]. Rule based EMSs 

are usually employed for real-time application due to low computation intensity, high reliability and strong 

robustness; however, they still need to be optimized to further promote the vehicle overall performance. Ref. [4] 

proposed a rule-based meta-heuristic optimization approach for hybrid vehicles with multiple power sources. 

Fuzzy logic (FL) algorithms, as a special format of rule based algorithms, are introduced to control power output 

of energy sources [5]. Nonetheless, development of rule based strategies relies heavily on engineering 

experience, making it intractable to find all-sided high-quality rules for adapting to different driving conditions. 

In this context, optimization based EMSs progressively emerge, trying to solve the problem of energy 

management from optimal control perspective [6]. 

In general, optimization based strategies are divided into global optimization based and instantaneous 

optimization based algorithms. For global optimization methods, conventional solutions include dynamic 

programming (DP) [7] and Pontryagin’s minimum principle (PMP) [8]. In [9], DP is leveraged to optimize both 

hydrogen consumption and batteries’ serve life inside of the FCHV. In [10], the optimal hydrogen consumption 

of FCHV is offline attained by the PMP, and an online controller is designed according to the analysis of solved 

results. Ref. [11] proposes a global optimal EMS based on a multi-dimensional DP to improve the fuel economy 

of FCHV. In [12], DP is employed to simultaneously optimize the hydrogen economy and system durability of 

FCHV. A unified DP together with its effective solution is investigated to tackle the global optimal energy 

management of FCHV [13]. In [14], the PMP is leveraged to optimize both the fuel economy and battery lifetime. 

Ref. [15] applies the PMP to optimize the battery life while reducing the battery energy loss, fuel consumption 

and power system cost. Another kinds of global optimization methods are learning-based algorithms, such as 

reinforcement learning (RL) and its extensions, including Q-learning and deep RL [16]. In [17], the stationary 

Markov chain and RL are applied to devise the online EMS, and the simulation results suggest that the built 

strategy enables adaption to different driving conditions. Ref. [18] optimizes the key parameters of EMS for 

hybrid electric vehicles (HEVs) based on RL, and the simulation results highlight the preferable fuel economy 

raised by the proposed strategy. However, how to update the transition probability matrix online remains a 

challenging task for enhancing robustness of RL based strategy [19]. Generally, the premise of applying global 

optimization algorithms is that the whole driving conditions should be acquired before departure. Since driving 

conditions are always time-varying, it is difficult to apply global optimization methods in real-time operation. 

However, obtained solutions can be treated as benchmarks for evaluation of other algorithms. In addition, they 
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can supply fundamental training information for artificial intelligence (AI) algorithms, like neural networks 

(NNs) [20]. Ref. [21] combines the speed prediction based on an adaptive online learning enhanced Markov 

chain and the SOC reference to distribution the driving power of FCHV. Ref. [22] utilizes the upper confidence 

tree search to optimize the prediction speed, and then the hierarchical RL is leveraged to achieve the approximate 

global optimization of FCHV. In [23], a novel NN is employed to dynamically regulate the equivalent factor to 

improve the management effect of equivalent consumption minimum strategy (ECMS). In [24], the power 

allocation of standard driving cycles is solved by NN, and then driving condition identification is conducted to 

attain the online energy management. Ref. [25] proposes an adaptive hierarchical EMS that can be applied 

online for plug-in HEVs (PHEVs), and it combines deep learning and genetic algorithm to achieve power 

distribution between engine and battery. Actually, AI based algorithms require a variety of offline optimal data 

and endeavor to involve all possible situations, thereby incurring massive computation and large storage. Their 

controlling performance is difficult to guarantee all the time due to complicated time-varying driving conditions. 

In this context, instantaneous optimization-based strategies emerge, including ECMS and model predictive 

control (MPC) algorithms. They are declared to achieve instantaneous optimization according to current vehicle 

status and driving demand, together with prior management knowledge, immediate optimization and future 

prediction. Ref. [26] proposes a bi-level MPC algorithm to achieve the optimal torque allocation and shifting of 

HEVs. In [27], ECMS is implemented in a feedforward manner to systematically adjust the equivalent factor 

with the consideration of future driving information. In [28], a fusion algorithm combining a direct configuration 

method and sequential quadratic programming (SQP) is proposed to simultaneously optimize the life economy 

of fuel cell and energy consumption economy. One imperative premise for these instantaneous algorithms is 

that they need to build effective mathematical models for attaining preferable solutions [29]. 

As discussed above, since rule-based and optimization-based algorithms both have their intrinsic 

shortcomings, it comes to mind that exploring effective EMSs that can incorporate their advantages and 

compensate each other’s defects may be a breakthrough direction. The progressively spurred rule learning 

principle features the advantages of less dependence on engineering experience, unnecessary requirement of 

prior driving conditions, simple mathematical models, acceptable interpretability and ease of extension, thus 

promoting its potential implementation in EMS. To the authors’ knowledge, there exist only a few studies with 

respect to rule learning applied in energy management of FCHVs, and consequently, this motivates our in-depth 

research on it. Rule learning theory based on mathematical algebraic logic is mainly employed to generate rule 



 

4 

 

sets with powerful visibility [30]. Previous researches highlight that the rule learning principle shows strong 

learning capability and wide adaptability in different applications [31]. One representative of rule learning 

algorithms is the repeated incremental pruning to produce error reduction (RIPPER) method. In [32], the 

RIPPER algorithm is proposed to excavate hidden rules, and the effectiveness is experimentally verified. Ref. 

[33] validates that the RIPPER algorithm exhibits preferable performance in view of multiclass classification. 

In addition, the performances of fuel cells and battery will inevitably degrade with operation, thus incurring 

challenges of ensuring effectiveness of EMS in the whole lifecycle of vehicle powertrain. By incorporating all 

the illustrated aspects, a multi-objective EMS for FCHV with real-time operation capability is herein 

investigated and solved by means of rule learning. To attain it, firstly, the optimal hydrogen economy that 

includes not only the actual consumption, but also the equivalent consumption raised by the degradation of fuel 

cell and battery is solved by the PMP. Next, the data set comprised of optimal solutions is hierarchically 

simplified using the K-means algorithm, and then the hidden rules are extracted by the RIPPER algorithm. 

Finally, the multi-nonlinear regression is applied to fit these rules, and the parameters are solved by the Broyden-

Fletcher-Goldfarb-Shanno (BFGS) algorithm. The simulation results validate the effectiveness of proposed 

strategy in improving the hydrogen consumption economy and extending the fuel cell lifetime with online 

operation capability. The main contributions of this paper are attributed to the following two aspects: 1) A novel 

multi-objective EMS for FCHV is proposed based on the rule learning, and 2) the parameters of the fitted 

formulas are solved by the BFGS algorithm. 

The remainder of this paper is organized as follows: In Section II, the powertrain of FCHV is introduced 

and modeled. In Section III, the rule learning based EMS is elaborated, including optimal data set construction 

and rules extraction. The simulation is carried out in Section IV, and the detailed analysis and comparison are 

conducted, followed by the main findings and next step work drawn in Section V. 

 

II. MODELING OF FCHV POWERTRAIN  

A. Vehicle Model  

The powertrain structure of studied FCHV is depicted in Fig. 1. As can be seen, the fuel cell is the main 

source to charge the battery and drive the vehicle, and battery can supply complementary power and also recover 

the energy when braking. The power converter is composed of two parts: one AC/DC converter and one DC/DC 

converter, the AC/DC converter performs current conversion through power factor correction, and the main 
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purpose of DC/DC converter is to maintain the output voltage stable [34]. The main parameters of FCHV are 

listed in Table I. 

DC/DC DC/AC

Hydrogen 

tank

Fuel cell

Lithium-ion battery

Motor

 

Fig. 1. Powertrain structure of FCHV. 

Table I Basic parameters of FCHV 

 Characteristic Value Unit 

Vehicle 

parameters 

Mass 1700 kg 

Frontal projected area 2.59 m2 

Air drag coefficient 0.35  

Air density 1.29 Ns2m-4 

Roll resistance coefficient 0.014  

Powertrain 

parameters 

Battery capacity 5 Ah 

Battery energy 1.5 kwh 

Maximum power of fuel cell 62 kw 

The total resistance when driving consists of rolling resistance, air resistance, slop resistance and 

acceleration resistance, as [35]: 
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cos ( ) sin
2

t D

dV
F mgf C A V t mg m

dt
   = + + +  (1) 

where tF   represents the driving force; m, g, f and    respectively denote the total mass, gravitational 

acceleration, rolling resistance coefficient and road slope; CD is the air coefficient; A is the equivalent windward 

area;   represents the air density; V is the real time speed, and   is the weight coefficient of rotating mass. 

In this paper, the driving road is supposed with ignorable road slope and large enough adhesion, thus we can 

attain: 
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Now, the required driving power can be yielded, as: 

 
load

21
( ) ( ) ( )

2
D

dV
P t V t mgf C V t m

dt
 

 
=  + + 


 (3) 

The bus driving power at wheels can be calculated, as: 
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where 
/DC AC  , 

motor   and 
trans   represent the efficiency of DC/AC converter, motor and transmission, 

respectively. The relationship between power system and demand power can be formulated, as: 

 /re fc DC DC bP P P= +  (5) 

where 
fcP   represents the net power of fuel cell, 

bP   denotes the battery output power, and /DC DC   is 

efficiency of DC/DC converter. The power converter should be efficient enough to reduce the loss during power 

delivery. Essentially, the converter efficiency depends largely on that of the DC/AC converter [36]. However, 

since the research focus is the EMS in this study, which mainly manipulates the power distribution among 

different sources and usually does not consider much about the transient performance of powertrain components,  

the converter is assumed to be executed effectively, and the steady-state error and transient behavior is ignored 

for simplicity. In addition, the motor driving system is supposed to be able to effectively cope with voltage 

variations, and therefore the specific working process is not considered. 

B. Fuel Cell Model 

As an energy conversion device, fuel cell can convert hydrogen energy into electrical energy. The basic 

working principle and the efficiency-power curve of a typical fuel cell are shown in Fig. 2 (a) and (b), 

respectively [37]. In this study, a proton exchange membrane fuel cell (PEMFC) is deployed in the target vehicle 

due to its high power density and quick start-up capability. Since we focus only on the EMS in this study, and 

the fuel cell is considered to operate stably. The hydrogen consumption rate 
2Hm  can be calculated as: 

 
2

fc

H

fc

P
m

LHV
=  (6) 

where 
fc  and LHV respectively denote the fuel cell efficiency and low heat value (LHV=120 MJ/kg). The 

hydrogen rate with respect to different powers is shown in Fig. 2 (c), which is fitted by a polynomial equation, 

as expressed in (7), of which the parameters are listed in Table II. 
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4 3 2

1 2 3 4 5H fc fc fc fcm b P b P b P b P b=  +  +  +  +  (7) 



 

7 

 

2H2

Excess 

Hydrogen
e-

e-

e- e-

H
+

H
+ e-

e-
O2

H2O

Anode CathodeElectrolyte

Fuel In

Air In

H2O

O2

Unused 

Gases Out

Load

Electron 

flow

e-

e-

H
+

H
+

e-

e-

 

(a) 

  

(b)            (c) 

Fig. 2 The fuel cell model. (a) Basic working principle. (b) The efficiency of fuel cell. (c) The hydrogen consumption rate 

of fuel cell. 

Table II Fitting parameters of hydrogen consumption 

Fitting parameters Value 

1b  1.526e-7 

2b   -1.577e-5 

3b  0.0004387  

4b  0.009941 

5b  0.02112 

Previous researches indicate that dynamic load variation, start-stop times, idling time and heavy load can 

influence the lifetime of fuel cells, and the relationship is constructed by experimental validation [38], as: 

  1 1 2 1 3 2 4 3( )FC pk k t k n k t k t  = + + + +  (8) 

where FC   is the voltage degradation percentage; pk   is the correction factor; 1t  , 1n  , 2t   and 3t  

represent the fuel cell’s idling time, start-stop time, duration of heavy load vary and duration of heavy load, 

respectively;   denotes the natural decay rate; and 1k , 2k , 3k  and 4k  are the responding degradation 

coefficients, as listed in Table III. 

Table III Coefficients for fuel cell’s performance degradation 

Coefficient Values Definitions 

1k   0.00126 (%/h) Output power less than 2% of max power 
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2k   0.00196 (%/h) One full start-stop 

3k   0.0000593 (%/h) 
Absolute value of load variations rate is larger 

than 5% of max power per second 

4k   0.00147 (%/h) Higher than 90% of maximal power 

pk   1.47  

   0.01 (%/h) Natural decay rate 

 

The price of fuel cell stack is involved to calculate the equivalent hydrogen consumption. Generally, 10% 

is considered as the maximum degradation rate in automotive applications. Therefore, the equivalent hydrogen 

consumption raised by the voltage degradation can be calculated as: 

 
2

_
10%

FC FC
fc life

H

M
m






=  (9) 

where _fc lifem   denotes the equivalent hydrogen consumption of fuel cell degradation; FCM   expresses the 

price of fuel cell, and 
2H  represents the hydrogen price. 

C. Lithium-ion Battery Model 

The internal resistance model has been proved to be effective in characterizing the electrical performance 

of lithium-ion batteries [39], as shown in Fig. 3. The output power and terminal voltage of battery can be attained, 

as: 

 
b b b

b b b

P U I

U E I R

=


= −
 (10) 

where E denotes the open circuit voltage (OCV); bR  is the internal resistance; and bI  represents battery 

current. Furthermore, bI  can be derived when the output power is known, as: 

 
2 4

2

b b

b

b

E E R P
I

R

− −
=  (11) 

The state of charge (SOC) of battery, i.e., the ratio of the remaining capacity 
leftQ  over the rated value Q , can 

be calculated, as: 

 
leftQ

SOC
Q

=  (12) 

The coulomb counting algorithm expressed in (13) is applied to calculate the SOC. The resistance and voltage 

are considered unchanged and independent of battery SOC for simplicity [40]. 
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t
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I dt
SOC t SOC

Q


= −

  (13) 

where b   denotes the battery efficiency. During operation, the charge efficiency _b chr   and discharge 

efficiency _b dis  directly relate to OCV, internal resistances and output power [41], as: 
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 =
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+ −
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where disR  and chgR  represent the discharge and charge resistances, respectively. 

I

R

UE

b

b
    

(a)            (b) 

 

 (c) 
Fig. 3. Battery model and electrical performances. (a) The battery model. (b) The resistances with SOC. (c) The OCV 

variation with SOC. 

To better evaluate the hydrogen consumption, the initial and final SOC should remain consistent in a certain 

trip. However, if the SOC difference exists, the equivalent hydrogen consumption should be considered, as: 
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where 
_bat avgU  denotes the average value of terminal voltage; 

_fc avg  represents the average efficiency of fuel 

cell; 
_batdis avg   and 

_batchr avg   denote the average discharge and charge efficiency of battery, respectively; 

( )fSOC t  and 
0( )SOC t  express the terminal and initial SOC. Previous research in [42] has indicated that the 

declining rate of battery capacity is related to the operating environment, activation energy, cycling times and 

working duration, and it can be formulated as: 

 exp( )( )za
loss h

E
Q B A

RT

−
=   (16) 

where 
lossQ  denotes the decline percentage of battery capacity, B represents the pre-exponential factor, 

aE  

denotes the gas activation energy, R stands for gas constant, T is the absolute temperature, 
hA  represents the 

current flux, and z is the power law factor. Note that equation (16) is generally employed to estimate the battery 

life under changeless discharge rate, and obviously, it is inappropriate to apply in a single cycle. Thus, a discrete 

function of battery degradation introduced in [9] is considered, as: 

 
1

1 1

exp( )

1

3600

p

p

z

az z
loss h

t

h b
t

E
Q B zB Q

zRT

B I dt
+

−
 = 

 =
 

 (17) 

Generally, in automotive applications, when the capacity decreases by 20%, the battery should be 

abandoned and replaced. Thus, the equivalent hydrogen consumption caused by the capacity loss is taken into 

account, as: 

 
2

_
20%

loss bat
bat life

H

Q M
m




=  (18) 

where 
batM  denote the battery price.  

Now, all the related parameters that can influence the FCHV operation economy have been considered. In 

the next step, the EMS is constructed based on the rule learning. 

 

III. ENERGY MANAGEMENT STRATEGY BASED ON RULE LEARNING 

The EMS of FCHV in this research is typically a nonlinear optimization problem, of which the main 

optimization target includes minimization of hydrogen consumption with the consideration of degradation of 

different power sources, as: 

 ( )
2 2_ fc_life _H bat H bat lifeminJ m m m m= + + +  (19) 
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As shown in Fig. 4, the whole framework of proposed EMS includes the data optimization module, 

simplified data module and rules extraction module, and the design process is elaborated as follows:  

1) Construct a blended driving cycle with various working conditions, and find the optimal control variable 

sequences and corresponding state sequences; 

2) Build and simplify the optimal data set; 

3) Excavate the rules from the simplified data set by the rule extraction module, and apply these rules to the 

FCHV model; 

4) Apply the rule set to different driving cycles and repeat the process from steps 1 to 3 for supplementation 

of the rule set.  

 

Fig. 4. Multi-objective EMS structure based on rule learning. 

A. Construction of Optimal Data Set  

In this study, the PMP is employed to attain the optimal control for admissible questions when the driving 

cycle is known [43]. During driving, the hydrogen consumption from tank as well as the equivalent hydrogen 

consumption incurred by the fuel cell and battery degradation constitutes the objective function, as: 
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2

0

2
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SOC t t

if the SOC difference does not meet constra

 =  + + +


 
 = 
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where ( ( ), )f fSOC t t  denotes the terminal cost function. During the optimization duration 0[ , ]ft t , SOC is 

considered as the system state variable, and the fuel cell power is served as the control variable. The state 

variable and control variable should meet: 

 
2 4 ( )

( )
3600 2

bb
E E RP t

SOC t
Q R

 − −
= −   (21) 

and be subject to: 

 

0

0

min max

( ) 0.6

( ) ( ) 0.005

( )

f

SOC t

SOC t SOC t

SOC SOC t SOC

=


− 


 

 (22) 

To avoid reverse current and high load operation of fuel cell, the fuel cell power should be restricted within 

a certain range. Besides, the fuel cell power variation rate also needs to be constrained thanks to the limited 

dynamic performance of air compressor [44]. Hence, the constraints with respect to fuel cell power can be 

summarized, as: 

 
_ _

_ _

( )

( )

fc min fc fc max

fc min fc fc max

P P t P

P P t P

 

    

 (23) 

where 
_fc minP  and 

_fc maxP  represent the minimum and maximum power of fuel cell, respectively; 
_fc minP  

and 
_fc maxP   denote the minimum and maximum fuel cell power change rate. To apply PMP [45], the 

Hamiltonian function is employed, as: 

 
2 fc_life _( , , , ) ( ) ( ( ), ( ))fc H bat lifeH SOC P t m m m t f x t u t = + + +  (24) 

where ( )t  denotes the co-state variable. According to the conclusion of PMP, the optimal solution can be 

expressed as: 

 
* * *( , ( ), ( ))fcP argminH t SOC t t=  (25) 

When solving the optimal control sequence [46], the following necessary conditions should be met: 

1) The optimal control sequence enables minimization of the Hamiltonian function, i.e., 

 
* * *( ( ), ( ), ( ), ) ( ( ), ( ), ( ), )fc fcH SOC t P t t t H SOC t P t t t   (26) 

2) The relationship between the co-state variable and the state variable can be formulated as: 
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Then, the co-state can be solved, as: 

 

* **
* ( ) ( ) ( )( ) ( )
( )=

3600 ( ) ( )

b b b
b

I t dR SOC I tt dE SOC
t

Q R t dSOC E t dSOC


 

  
+ 

  
 (28) 

Since both *   and *( )fcP t   are unknown, the difference between the initial and final SOC should be 

within a given range, which makes it quite difficult to be directly solved by mathematics deduction. Here, the 

cycle iteration is employed to find the co-state, and consequently attain the optimal control sequence. The 

specific process is listed as follows: 

1) Initialize the co-state;  

2) Discretize the control variable values within the power range of fuel cell; 

3) Calculate the Hamilton function and obtain the minimum fuel cell power at the corresponding moment 

based on (24) and (25); 

4) Apply the results in (21), and find the state variable value at this moment;  

5) Repeat steps (3) and (4) and compare whether the SOC difference meets the preset threshold. If so, 

terminate the iteration, and select the current value as the optimal co-state value; or else, repeat steps from 

(1) to (4) until the difference is satisfied. 

In this study, a blended driving cycle is built by combining with standard driving cycles UDDS, WVUSUB 

and UNIF01, and thus conventional driving conditions are all involved. The velocity, acceleration, the 

corresponding optimal output power of fuel cell and the SOC trajectory of battery are considered to constitute 

the optimal set. If the data set is directly imported to extract the rules without simplification, it will no doubt 

lead to huge calculation intensity during the learning process and also be prone to overfitting. To mitigate the 

computation intensity, the clustering method is employed to excavate the inherent properties and laws of data, 

thereby paving the road for further data analysis and rule abstraction. The K-means algorithm has been justified 

by efficient classification capabilities [47], and it is continually employed in this study. To attain it, the square 

error function of K-means algorithm can be formulated, as:  
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1

i

i
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where 
kE  expresses the square error; u represents the cluster center; C denotes the clusters; and x signifies the 

sample data corresponding to the cluster. The square error of each cluster can be expressed as: 

 
2

2
1

( , )
i

k

i
u C u C

i x C

minmin E u C min min x u
= 

= −  (31) 

Since the square error function belongs to the NP-hard problem, a heuristic iterative update method is 

herein adopted to resolve the minimum solution. Besides, the clustering manner is sensitive to initial cluster 

centers, leading to different cluster results for each run. To maintain the consistency of each clustering in all 

iterations, the iteration times is set to n  in this study. The distance sum of samples and mean vector in each 

cluster is calculated after each run, and then theses values will be summed. Finally, the cluster center with the 

minimum sum value will be taken for the final result.  

To attain more accurate classification of the optimized data set, this research takes the stepwise clustering 

method to classify the data. The output power of fuel cell is firstly classified, followed by the velocity and 

acceleration, and finally the SOC of auxiliary power source is classified. The output power of fuel cell is divided 

into three categories based on its characteristics, and according to the driving cycle features, both the velocity 

and acceleration are divided into four types, and the SOC is classified into three classes. After completing the 

hierarchical clustering process, the median of each cluster is exploited to finally determine its category, and the 

classification with less data will be removed, thereby laying the foundation for rules extraction. 

B. Rules Extraction 

This study applies the rule learning to excavate the hidden rules from the simplified data set. The goal is 

to construct a rule set trying to involve as many samples as possible. Actually, the traditional RIPPER algorithm 

shows strong capabilities of generalization performance and fast learning speed, except the inadequate rule 

covering problem [48]. To cope with it, an improved RIPPER algorithm is proposed, endeavoring to summarize 

as many rules as possible. After finishing the extraction of one rule, the data included by the new rule set will 

be eliminated, and the next excavation is performed until no new rule can be found. The rules will be prioritized 

according to the order of learned rules. Note that in each rule learning process, the learned rules with 100% 
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coverage rate will be firstly added in the rule set. When no new rules can be extracted according to the evaluation 

criterion, the rules with higher accuracy will be imported, and then when the rules’ accuracy is the same, the 

rule including more samples will be written into the rule set. The process of the improved RIPPER algorithm 

can be summarized in Table IV, and the performance metrics of the algorithm can be expressed as: 

 
ˆ ˆ( )m m m

M
m m

+ − −

+ −

+ +
=

+
 (32) 

where M denotes the performance index; m̂+
 and m̂−

 represent the number of positive and negative examples 

covered by the rule, respectively; m+
 and m−

 is the amount of positive and negative examples in the data set. 

As can be found, three times rules’ extraction is conducted via the algorithm, and a total of fourteen specific 

rules are derived, as listed in Table V. Fig. 5 depicts the learned rules in three dimensions, and obviously no 

overlap exists. Nonetheless, the rule set may not involve all the situations; therefore, a default rule needs to be 

set to deal with the uncovered samples. The default rule is formulated on the basis of deterministic rule. 

Table IV Improved RIPPER Algorithm 

1. Input Data set  D  

2. 1n =  

3. nD D=   

4. Repeat 

5.   {}R =   

6.   for i=1:3 

7.      *Ri IREP D=   

8.     
' ( )i iR PostOpt R=   

9.     
' ' '

1 2 3nR R R R=     

10.   end 

11.   1n n= +   

12.   ( )n nD NotCovered R=   

13. Until the rules cannot be learned 

14. 1 2 ... nR R R R= + + +   

15. Output R 

 

Fig. 5. Rule visualization. 
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Table V Learned rule set 

 Speed Acceleration SOC Category Order 

1 / Urgent deceleration / First  1st  

2 / / Low First  1st  

3 Fairly high  / / Second  1st  

4 High  / High Third 1st  

5 / Urgent acceleration High First 2nd 

6 Medium Deceleration / First 2nd 

7 / Deceleration High First 2nd 

8 High Deceleration / Second 2nd 

9 Medium Acceleration High Third 2nd 

10 Low Acceleration Medium First 3rd  

11 Low Acceleration High First 3rd 

12 Medium Acceleration Medium Third 3rd 

13 High Acceleration Medium Second 3rd 

14 High Urgent acceleration Medium First 3rd 

 

To promote the inclusiveness of rules and reduce the complexity of choosing data, a nonlinear regression 

is used to fit the rules’ data. As one of the most popular manners, the quasi-Newton method is qualified in 

solving nonlinear optimization problems, and the BFGS algorithm is introduced in this study [49]. To make the 

algorithm more general, this study considers the situation of multiple inputs. First, the fuel cell power of fuel 

cell is considered as the objective function ( )f x , and then the second-order Taylor expansion is introduced, as: 
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( ) ( ) ( )( ) ( ) ( )( )
2

T

k k k k k kx f x f x x x x x f x x x = + − + −  −  (33) 

where 1 2( , ,..., ) N

Nx x x x R=  , kx  is the estimated value of current minimum, and f  and 2 f  denoting 

the gradient vector and Hessian matrix of f  can be defined as: 
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 (34) 

Here, let ( )k kg f x=  and 
2 ( )k kH f x= . The iteration equation can be derived, as: 

 
1

1 ,     0,1,...k k k kx x H g k−

+ = − =  (35) 

Therefore, the search direction is 
1

k k kd H g−= − . Here, the Quasi-Newton function is firstly provided before 

detailing the BFGS algorithm. To this end, a positive definite matrix is constructed to replace 
kH  and mitigate 



 

17 

 

the large computation complexity when solving second-order partial derivatives. By supposing 1kx +  can be 

obtained after 1k +   iterations, the objective function can be expanded according to the two-order Taylor 

equation in the vicinity of 1kx + , as: 

 
2

1 1 1 1 1 1

1
( ) ( ) ( )( ) ( ) ( )( )

2

T

k k k k k kf x f x f x x x x x f x x x+ + + + + + + − + −  −  (36) 

The gradient operation is imposed to both sides of the above equation, and thus: 

 1 1 +1( ) ( ) ( )k k kf x f x H x x+ +  + −  (37) 

Let kx x= , +1k k ks x x= − , 1k k ky g g+= − , and summarize the above equations to derive the Quasi-Newton 

function, as: 

 1k k ky H s+  (38) 

Then, 1kH +  is replaced with 1kB +  during the iteration, i.e., 1 1k kH B+ + . Here, B is considered to represent 

the approximation of the Hessian matrix. The core of BFGS algorithm is to solve 1kB +  by the iterative method, 

which can be formulated as: 

 1 ,    0,1,2,...k k kB B B k+ = +  =  (39) 

where 0B  denotes the identity matrix, and the correction matrix is constructed into the following equation: 

 
T T

kB uu vv  = +  (40) 

where    and    are the undetermined coefficients, and , Nu v   denote the undetermined vectors. By 

combining (38) and (39), we can attain: 

 ( ) ( )T T

k k k k ky B s u s u v s v = + +  (41) 

Obviously, both 
T

ku s  and 
T

kv s  are real numbers. Let 1T

ku s =  and 1T

kv s = − , then 

 k k ky B s u v= + −  (42) 

To ensure that equation (42) is true, we assume that ku y=  and k kv B s= , and then the correction matrix kB  

can be obtained, as: 

 =
T T

k k k k k k
k T T

k k k k k

y y B s s B
B

y s s B s
 −  (43) 

By this manner, the BFGS algorithm can be effectively applied to the rule fitting and validation. Additionally, 

the root-mean-square error (RMSE) is employed in this study to evaluate the nonlinear fitting performance, as: 
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2

1

1
ˆ( )

m

i i

i

RMSE y y
m =

= −  (44) 

where m is sample number; iy  and ˆ
iy  respectively denote sample value and fitting function output value.  

By means of the previous processes, the rules can be extracted and fitted. In the next step, the simulations 

are conducted to validate the feasibility of proposed algorithm.  

 

IV. SIMULATION AND DISCUSSION 

To validate the effectiveness of the multi-objective EMS based on rule learning, simulations were executed 

under Matlab/Simulink on a desktop computer with an i5 processor and 8 gigabyte memories. The simulation 

results of proposed strategy are compared with those based on PMP and deterministic rule-based algorithms. In 

this study, the rule-based EMS is described as follows. When the demand power is less than 5 Kw, the fuel cell 

does not turn on; and the net power of fuel cell should meet the required power when the power demand is in 

the high efficiency zone (5 to 17 Kw). When the propelling power is high, the fuel cell only provides the constant 

power. According to the discussion, the objective and constraints of variables can be expressed as: 

 
2 2

0
_ fc_life _= ( )

ft

H bat H bat life
t

J m m m m dt+ + +  (45) 

subject to: 

 

_

_

_

_

( ) 0

( ) 0

( ) ( 1) 0

( ) ( 1) 0

( ) 0

( ) 0

fc fc min

fc max fc

fc fc fc min

fc max fc fc

min

max

P t P

P P t

P t P t P

P P t P t

SOC t SOC

SOC SOC t

− 


− 
 − − −  

 − + − 


− 

 − 

 (46) 

where 
_ 5fc minP = −  Kw, and 

_ 5fc maxP =  Kw. Note that when the required power exceeds the maximum 

capability of fuel cell and battery, the dynamic performance of air compressor is supposed to be qualified in a 

short time to meet the power demand. The simulation validations were conducted under the LA92, WLTC, 

WVUCITY and INDIA_URBAN cycles, and the results are listed in Table VI. As can be seen, the optimization 

effects based on the deterministic rule strategy is greatly related to the driving condition. However, the hydrogen 

consumption based on the rule learning strategy is closer to PMP. The data in Table VI is split into the hydrogen 

consumed from the tank during driving and equivalent hydrogen consumption of fuel cell and battery 
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degradation, as listed in Table VII. Apparently, the fuel cell degradation rate based on the deterministic rule-

based method is faster than that of other two strategies due to the limited conditions of triggering the fuel cell’s 

operation. 

Table VI Hydrogen consumption 

Driving Cycle 
Hydrogen consumption (g) 

Rule-based PMP-based Rule learning-based 

LA92 
3786.3284 

+0.68% 

3633.7976 

-3.38% 
3760.766 

WLTC 
4634.9575 

+0.62% 

4352.3835 

-5.51% 
4606.5069 

WVUCITY 
3369.4657 

+5.94% 

3149.3213 

-0.98% 
3180.5627 

HWFET 
1812.6884 

-7.03% 

1813.0085 

-7.01% 
1949.8294 

INDIA_URBAN_SAMPLE 
6514.7812 

+3.62% 

6120.6878 

-2.65% 
6287.0687 

Table VII Distribution of hydrogen consumption 

Driving cycle Algorithms 

Hydrogen consumption 

Hydrogen tank 

cost(g) 

Fuel cell 

degradation(g) 

Battery degradation 

(g) 

LA92 

Rule-based 
149.7311 

+1.50% 

3171.6953 

+7.89% 

464.9021 

-30.98% 

PMP-based 
134.9291 

-8.53% 

2928.7735 

-0.372% 

570.095 

-15.36% 

Rule learning-based 147.5227 2939.6997 673.5436 

WLTC 

Rule-based 
204.4405 

-10.35% 

3942.9177 

+6.84% 

487.5993 

-29.28% 

PMP-based 
214.4563 

-5.37% 

3671.0632 

-0.52% 

466.864 

-32.28% 

Rule learning-based 226.6368 3690.4255 689.4447 

HWFET 

Rule-based 
138.6455 

-11.26% 

1597.9558 

+2.16% 

76.087 

-66.83% 

PMP-based 
139.4458 

-10.74% 

1562.4709 

-0.11% 

111.0918 

-51.57% 

Rule learning-based 156.231 1564.2273 229.3711 

WVUCITY 

Rule-based 
52.2974 

-12.58% 

3204.4095 

+9.61% 

112.588 

-42.92% 

PMP-based 
48.782 

-18.45% 

2871.6743 

-1.77% 

228.865 

+16.035% 

Rule learning-based 59.82 2923.5052 197.2374 

INDIA_URBAN 

SAMPLE 

Rule-based 
141.3173 

+1.25% 

6055.7546 

+7.54% 

317.7093 

-38.47% 

PMP-based 
118.8226 

-14.86% 

5486.0024 

-2.58% 

515.8628 

-0.099% 

Rule learning-based 139.5664 5631.1278 516.3744 

Next, the above strategies are implemented in the NEDC cycle, and the speed trajectory and the 

corresponding demand power is depicted in Fig. 6 (a). The initial SOC is set to 0.6, and the SOC trajectories are 

described in Fig. 6 (b). An iterative method is adopted in the PMP to choose the proper co-state value for 

regulating the fuel cell power until the difference between the initial and final SOC maintains within a preset 

boundary; and the proposed strategy and rule-based strategy determine the fuel cell power according to the 
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vehicle current state, which makes the difference of SOC more obvious. The hydrogen consumption is listed in 

Table VIII. As can be seen, the deterministic rule-based strategy costs 4.59% more hydrogen than the proposed 

strategy, while the PMP consumes 3.24% less than the proposed strategy, indicating that the proposed strategy 

leads to better fuel economy than the rule-based strategy, and the optimization effect is close to the global 

optimal result. 

 

(a)             (b) 

Fig. 6. NEDC driving cycle. (a) The trajectories of speed and power demand. (b) SOC trajectories.  

Table VIII Hydrogen consumption with various strategies 

 
Hydrogen consumption 

during driving (g) 
SOC  

Equivalent hydrogen  

consumption of SOC (g) 
Total hydrogen  

consumption (g) 

Rule-based 
2929.5133 

(+90.9013g) 
-0.11 -21.1429 

2950.6562 

(+4.59%) 

PMP-based 
2727.7021 

(-110.9099g) 
-0.005 -1.773 

2729.4751 

(-3.24%) 

Rule learning based 2838.612 0.15 17.5286 2821.0834 

Note: + Increment; -: Decrement 

Based on the three strategies, the power variation of fuel cell and the distribution of operating points are 

depicted in Figs. 7 and 8, respectively. Obviously, the PMP strategy enables higher operating efficiency of fuel 

cell to minimize the hydrogen consumption, and the other two strategies are only relevant with the current 

required power. The PMP based algorithm regulates the fuel cell power most frequently, and the rule learning 

based strategy can switch the rules according to the different driving conditions, therefore the power is more 

concentrated in the high efficiency region. Moreover, since the rule-based strategy enables the fuel cell to 

operate only in the high efficiency zone, the power variation range is the least. 
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Fig. 7. Power variation of fuel cell. 

   

 

Fig. 8. Net power working points of fuel cell. (a) Rule-based method. (b) PMP-based method. (c) Rule learning-

based method. 

To further evaluate the fuel cell and battery degradation performance in terms of three strategies, the 

degradation related hydrogen consumption is compared in Fig. 9, where (a) exhibits the total hydrogen 

consumption during the trip. Obviously, the equivalent hydrogen consumption needs to be recalculated due to 

the nonzero SOC difference, and the results are listed in Table IX. Obviously, the proposed strategy in this paper 

consumes the least hydrogen during the trip. Fig. 9 (b) is the total equivalent hydrogen consumption caused by 

the fuel cell degradation. The equivalent hydrogen consumption by three strategies shows a linear increasing 

trend due to the high cost of fuel cell. The strategy based on the deterministic rules does not take the fuel cell’s 
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degradation into account, thereby resulting in faster degradation speed, while the degradation speeds by the 

other two strategies are basically the same. Fig. 9 (c) depicts the variation of equivalent hydrogen consumption 

caused by the battery degradation. From (17), the fluctuation of battery current is positively related to its 

capacity degradation. The battery current of the rule-based strategy does not change obviously, leading to the 

lowest equivalent hydrogen consumption. The equivalent hydrogen consumption of battery degradation by the 

PMP-based strategy is in between due to the pursuit of high efficiency, and the rule learning-based strategy cost 

mostly due to the frequent switched rules.  

 

 

Fig. 9. Hydrogen consumption. (a) Direct hydrogen consumption of fuel cell. (b) Equivalent hydrogen consumption of 

fuel cell. (c) Equivalent hydrogen consumption of battery. 

Table IX Hydrogen consumption from hydrogen tank 

 
Hydrogen consumption from 

hydrogen tank(g) 

Hydrogen consumption of 

charging or discharging for  

battery (g) 

Total hydrogen 

consumption (g) 

Rule-based 85.124 -21.1429 
106.2669 

+24.14% 

PMP-based 87.3196 -1.773 
89.0926 

+4.08% 

Rule learning-based 103.1289 17.5286 85.6003 

 

The simulation results indicate that the proposed strategy sacrifices the battery lifetime to prolong the fuel 

cell’s lifetime, and it is reasonable from the economic cost perspective. The equivalent hydrogen consumption 
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of power sources degradation is shown in Table X. To verify the online application potential of the proposed 

strategy, the calculation intensity based on different algorithms is investigated, as compared in Table XI. As can 

be found, the single-step calculation duration of three strategies is all less than 0.4 ms. However, the PMP 

strategy needs to know global operating conditions in advance, thus hindering its online application potential. 

Obviously, the single-step calculation time of the rule-based strategy is shortest due to the easy implementation. 

The proposed strategy invokes the rules only according to the current vehicle information, as demonstrated in 

Fig. 10, and the rules need to be switched according to the external inputs, therefore the duration of each step 

become slight longer, compared with the rule-based strategy. However, it is still suited for online application. 

Table X Equivalent hydrogen consumption of batteries degradation 

 Hydrogen consumption of fuel cell 

degradation(g) 

Hydrogen consumption of battery 

degradation (g) 

Rule-based 2638.3432 

+8.94% 

206.0461 

-34.30% 

PMP-based 2416.9198 

-0.20% 

223.4725 

-28.74% 

Rule learning-based 2421.868 313.6151 
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Fig. 10. Rules switching. 

Table XI Calculation time with different strategies 

 Total time (s) Average time per step (s) 

Rule-based 0.035863 3.026e-5 

PMP-based 0.461917 3.898e-4 

Rule learning-based 0.276649 2.335e-4 

 

V. CONCLUSION 

This paper proposes a multi-objective energy management strategy based on rule learning that 

simultaneously considers the fuel economy and power source lifetime. First, the global optimization strategy 

and K-means algorithm are integrated to obtain the optimal data under a specially designed blended driving 

cycle. Then, the improved repeated incremental pruning to produce error reduction algorithm is applied to 

extract rules from the optimal data set. The simulation validations were conducted based on different strategies, 
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and the results manifest that the proposed algorithm can effectively improve the hydrogen consumption 

economy, extend the fuel cell lifetime, and furthermore highlight the potential for real-time application. 
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