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## Introduction

Regular languages are a very robust class of word languages, as testified by their multiple conceptually different yet equivalent characterizations and their powerful closure properties. In the present work, we look at a generalization of word languages to multi-dimensional arrays that are commonly called pictures and especially the class of recognizable picture languages, which in many ways generalizes the class of regular languages of words. We also present a generalization of Büchi's theorem to picture languages and show that the class of recognizable picture languages defined by tilings coincides with the class of picture languages definable in existential monadic second-order logic.

Recall that the class of regular word languages can be equivalently characterized as recognized

- by deterministic finite automata
- by non-deterministic finite automata
- by existential monadic second-order logic (Büchi's theorem)
- by regular expressions (Kleene's theorem)
- algebraically using equivalence relations (Myhill-Nerode's theorem).

However, while pictures as multi-dimensional arrays are a rather obvious generalization of word languages, it is not at all obvious how the class of regular word languages or word automata should be generalized to pictures. It turns out that straightforward attempts to generalize regular expressions or finite automata result in a class of picture languages that is unsatisfactory in many ways e.g one that is either too restricted or has poor closure properties. However, in [GR92] was introduced the class of recognizable word languages (REC), which has since received much interest and is generally thought of as the best generalization of regular word languages into pictures.

One of the attractions of recognizable picture languages is-like with regular word languages - its many different characterizations; REC can be characterized by tiling systems, online tessellation automata and by logic, to mention only few. In [GRST96] was introduced for picture languages the equivalent of Büchi's theorem of word languages - the result that the class of recognizable picture languages is the same as the class of picture languages definable in existential monadic second-order logic (EMSO). We dedicate the third section to the study of this characterization by presenting a more recent proof from [GO16], which - in addition to generalizing the proof to any finite dimension instead of two - offers an alternative point of view by proving
the theorem through a syntactical normalization of EMSO on the class of structures for pictures, which in turn gives the reader much information about the logic of pictures and eventually makes the relation to characterization by tilings obvious. In the fourth section we informally discuss some additional properties of recognizable picture languages related to computativity and computational complexity.

Throughout this paper, first-order logic is used with its usual semantics. When talking about logic, concepts formula, sentence, atomic sentence and term have their usual meanings. A literal is either an atomic sentence or its negation-the former being called positive literal and the latter negative literal. A clause is a disjunction of literals. By EMSO we mean the existential monadic second-order logic with sentences of the form

$$
\exists U_{1} \ldots \exists U_{n} \psi
$$

where $U_{1}, \ldots U_{n}$ are unary predicate symbols and $\psi$ is a first-order sentence. By $\operatorname{EMSO}\left(\forall^{1}\right)$ we mean the fragment of EMSO where each sentence is of the form

$$
\exists U_{1} \ldots U_{n} \forall x \psi(x)
$$

with $\psi(x)$ a quantifier-free first-order formula with $x$ as its only free variable. Whenever we write a formula in form $\psi\left(x_{1}, \ldots, x_{n}\right)$, the assumption is that all its free variables are among $x_{1}, \ldots, x_{n}$.

We tend to begin our enumerations from 1 , so given a positive integer $n$ we use $[n]$ to denote the set $\{1,2, \ldots, n\}$.

## 1 Word languages

We will first review some basics of word languages. Most theorems in this section will be stated without proofs - a comprehensive treatment of descriptive complexity of word languages that covers every proof omitted in this section can be found in [Ebb95].

### 1.1 Basic definitions

Definition 1.1. An alphabet is a non-empty, finite set of symbols that we often call letters. Given an alphabet $\Sigma$, we write $\Sigma^{\star}$ for the set of finite sequences of its elements and call them words. We write $\lambda$ for the empty sequence and call it the empty word. We denote the length of word $w$ as $\mathrm{l}(w)$. A subset of $\Sigma^{\star}$ is called a $\Sigma$-language or a language over $\Sigma$.

The basic boolean operations of union, intersection, complement on languages are defined as the corresponding set operations, the complement being understood relative to $\Sigma^{\star}$. We also define some operations more particular to words:

Definition 1.2. Given words $w_{1}$ and $w_{2}, w_{1} w_{2}$ is called the concatenation of the words and is defined as the joined sequence. The concatenation of languages $L_{1}$ and $L_{2}$ is written $L_{1} L_{2}$ and defined as

$$
L_{1} L_{2}=\left\{w_{1} w_{2}: w_{1} \in L_{1}, w_{2} \in L_{2}\right\}
$$

Definition 1.3. Given language $L$ the Kleene's star operation is written $L^{\star}$ and is defined as

$$
L^{\star}=\left\{w_{1} \ldots w_{n}: n \in \mathbb{N}, w_{1}, \ldots, w_{n} \in L\right\}
$$

i.e as the concatenation of finitely many elements of $L$. Note that this always includes the empty word.

### 1.2 Finite automata

Definition 1.4. Given an alphabet $\Sigma$, a non-deterministic finite automaton (NFA) is defined by a tuple ( $\left.Q, q_{0}, \delta, F\right)$, where

- $Q$ is a finite set of states
- $q_{0}$ is the initial state
- $\delta \subseteq Q \times \Sigma \times Q$ is the transition relation
- $F \subseteq Q$ is the set of accepting states.

The automaton is deterministic (DFA) if $\delta$ is a partial function $Q \times \Sigma \rightarrow Q$ i.e the relation associates at most one state with each pair of $Q \times \Sigma$.

Definition 1.5. Given an automaton $M=\left(Q, q_{0}, \delta, F\right)$, we define the evaluation function

$$
\tilde{\delta}: Q \times \Sigma^{\star} \rightarrow \operatorname{Pow}(Q)
$$

inductively as

$$
\begin{aligned}
\tilde{\delta}(q, \lambda) & =\{q\} \\
\tilde{\delta}(q, w \alpha) & =\{p \mid(r, \alpha, p) \in \delta \text { for some } r \in \tilde{\delta}(q, w)\}
\end{aligned}
$$

The automaton accepts word $w \in \Sigma^{\star}$ if $\tilde{\delta}\left(q_{0}, w\right) \cap F \neq \emptyset$. A $\Sigma$-language $L$ is recognized by the automaton if $L=\left\{w \in \Sigma^{\star} \mid M\right.$ accepts $\left.w\right\}$.

Note that if the automaton is deterministic, $\tilde{\delta}(q, w)$ is always either the empty set or a singleton for any $(q, w) \in Q \times \Sigma^{\star}$, and $\tilde{\delta}$ can thus be considered a partial function $Q \times \Sigma^{\star} \rightarrow Q$; hence the determinacy - there is only one way the automaton can be evaluated for a given word. Note that whenever we wish to consider our transition function or evaluation function of a deterministic automaton a non-partial function, it is always possible to add one dummy non-accepting state to cover all the missing transitions. Thus we may assume them to be full functions for deterministic automata when it is convenient to do so.

The idea of finite automata is simpler than how its formal definition may seem at first: an automaton starts in the initial state and for each character of the input word a new state is chosen among the possible states given by the transition relation for the combination of the old state and the letter now being considered. Once the whole input word has been thus processed, the run is considered an accepting run if the last state reached - the state where the automaton stopped - is of one the accepting states. For a non-deterministic automaton, the word is accepted, if there exists an accepting run using any of the possible state transitions; non-accepting runs will often also exist in this case, but finding one accepting run is enough.

A valid run of the automaton implies a sequence of state transitions as can be seen form the inductive definition of the evaluation function. For accepting runs, the last state of the sequence is one of the accepting states. This intuitive idea is easier to use in many proofs than the definition of the evaluation function, so we formalize it in the following proposion and its corollary.

Proposition 1.1. Given a non-deterministic automaton $M=\left(Q, q_{0}, \delta, F\right)$, states $q, r \in Q$ and $a$ word $w=\alpha_{1} \ldots \alpha_{n} \in \Sigma^{\star}$, the following are equivalent

- $r \in \tilde{\delta}(q, w)$
- either $w$ is the empty word and $q=r$ or otherwise there exists a sequence of transitions

$$
\left(\left(q, \alpha_{1}, r_{1}\right),\left(r_{1}, \alpha_{2}, r_{2}\right), \ldots,\left(r_{n-1}, \alpha_{n}, r_{n}\right)\right) \in \delta^{n}
$$

such that $r_{n}=r$.
Proof. We will prove the claim by induction on the definition of the evaluation function $\tilde{\delta}$. If $w=\lambda$, the only claim that $q=r$ follows directly from the fact that we have $\tilde{\delta}(q, \lambda)=\{r\}$ as per definition of $\tilde{\delta}$.

Assume then that the claim holds for $w$ and let $\alpha \in \Sigma$ be given. Assume first that $r \in \tilde{\delta}(q, w \alpha)$. If $w$ is the empty word, $((q, \alpha, r))$ is our sequence. Otherwise there exists $r^{\prime} \in$ such that $\left(r^{\prime}, \alpha, r\right) \in \delta$ and $r \in \tilde{\delta}\left(r^{\prime}, w\right)$. Hence by induction assumption there exists a sequence

$$
\left(\left(q, \alpha_{1}, r_{1}\right), \ldots,\left(r_{n-1}, \alpha_{n}, r_{n}\right)\right)
$$

with $r^{\prime}=r_{n}$. Now the sequence

$$
\left(\left(q, \alpha_{1}, r_{1},\right), \ldots,\left(r_{n-1}, \alpha_{n}, r_{n}\right),\left(r_{n}, \alpha, r\right)\right)
$$

is the sequence we wanted. The other direction is essentially the same.
Corollary 1.1. Given a non-deterministic automaton $M=\left(Q, q_{0}, \delta, F\right)$, a word $w=\alpha_{1} \ldots \alpha_{n} \in \Sigma^{\star}$ is accepted by the automaton iff either $w$ is the empty word and $q_{0} \in F$ or otherwise there exists a sequence of transitions

$$
\left(\left(q_{0}, \alpha_{1}, r_{1}\right),\left(r_{1}, \alpha_{2}, r_{2}\right), \ldots,\left(r_{n-1}, \alpha_{n}, r_{n}\right)\right) \in \delta^{n}
$$

such that $r_{n} \in F$.
Proof. Follows directly from the definition of the automata accepting a word and the previous proposition.

Example 1.1. The automata in figure 1a accepts the $\{0,1\}$-language of words with odd length. It's formal definition would be $\left(Q, q_{0}, \delta, F\right)$ where $Q=\left\{q_{e}, q_{o}\right\}, q_{0}=q_{e}, F=\left\{q_{o}\right\}$ and

$$
\begin{aligned}
& \delta\left(q_{e}, 0\right)=\delta\left(q_{e}, 1\right)=q_{o} \\
& \delta\left(q_{o}, 0\right)=\delta\left(q_{o}, 1\right)=q_{e} .
\end{aligned}
$$

The automaton starts in the "even" state, switches state between "even" and "odd" for each input character and accepts the word if it ends up in the "odd" state.

Figure 1: Examples of deterministic finite automata expressed as transition diagrams

(a) Words of odd length

(b) Numbers in binary decimal notation

Example 1.2. The automaton in figure 1 b accepts the $\{0,1,$.$\} -language of$ binary decimal numbers without unnecessary leading or trailing zeroes. The initial state is $q_{0}$ and accepting states are $q_{1}, q_{2}$ and $q_{4}$. Note that while it accepts $0,0.0,1.0$ and 1.1 , it rejects e.g $01,1.10$ and .0 as well as non-zero integers with leading zeroes and any trailing zeroes. The intuitive meanings of for example non-accepting states $q_{3}$ and $q_{5}$ would be "decimal separator read, expecting to read one or zero" and "one or more trailing zeroes detected, waiting to read one", respectively.

The next theorem was proven in [RS59], where non-deterministic automata were also first introduced.

Theorem 1.1. Given a language $L$ over alphabet $\Sigma$, the following are equivalent:

- L is recognized by a deterministic finite automaton
- L is recognized by a non-deterministic finite automaton.

As the deterministic and non-deterministic finite automata are equivalent for word languages, we mostly refer to them simply as finite automata from now on.

Reviewing further basic properties of finite automata, we have the following propositions.

Proposition 1.2. The class defined by finite automata is closed under union, intersection and complement.

Proposition 1.3. The class defined by finite automata is closed under concatenation and Kleene's star.

The propositions essentially show that the class of languages definable by finite automata is equivalent to the class regular languages, which is defined by regular expressions.

Next we define the model theoretic structures for words of a given alphabet. We will make no direct use of them in the present paper, but the definition will be useful for comparing it with the corresponding structure for pictures i.e pixel structures introduced in the third section.

Definition 1.6. Given an alphabet $\Sigma$ and a word $w=\alpha_{1} \ldots \alpha_{n} \in \Sigma^{\star}$ with $n$ a positive integer, the word model of $w$-denoted by $\mathcal{M}(w)$-is defined as the model $\left([n],<,\left(Q_{\alpha}\right)_{\alpha \in \Sigma}\right)$, where $<$ is the natural ordering of $[n]$ and for $\alpha \in \Sigma$ and $i \in n$ we have $i \in Q_{\alpha}$ iff $\alpha_{i}=\alpha$.

Given a $\Sigma$-language $L$ such that $\lambda \notin L$, we define word models of $L$ as

$$
\mathcal{M}(L)=\{\mathcal{M}(w) \mid w \in L\} .
$$

A sentence $\psi$ of a given logic is said to define language $L$ if the models of the sentence are $\mathcal{M}(L)$, up to isomorphism.

We have excluded the world model for the empty word due to problems that arise in logic if empty models are allowed. As the recognizability of the empty word is a trivial aspect of the theory of automata, we can simply leave out languages that include the empty word. Alternatively we could had defined the definability of a language modulo the inclusion of the empty word.

Büchi's theorem, one the basic results of the theory of automata and important for introducing logical and model theoretic perspective into study of word languages was introduced in [Bü60].

Theorem 1.2. Given a language $L$ over alphabet $\Sigma$, the following are equivalent:

- $L$ is recognized by a finite automaton
- $L$ is defined by a sentence of EMSO.


### 1.3 Two-way finite automata

Two-way deterministic (non-deterministic) finite automaton, also called 2DFA (2NFA), is a finite automaton with a head that can move in both directions i.e it need not perform only one scan of the word and decide the final state.

For the reader familiar with Turing machines, it will be good to know that it can equivalently be defined as a Turing machine that operates on a single read-only input tape i.e the machine cannot modify the contents of the tape but only change its own internal state.

On word languages, these characterizations collapse to simply that of ordinary finite automata as shown by the following theorem, which was proved in [RS59].

Theorem 1.3. Given language $L$, the following are equivalent:

- L is recognized by a DFA
- $L$ is recognized by a 2DFA
- $L$ is recognized by a $2 N F A$.

Two-way finite automata is interesting to us as its natural generalization to pictures is the four-way finite automata, that can make moves in four directions. Four-way automata will be introduced in section 2.4.

## 2 Picture languages

Many generalizations of ordinary word languages have been studied, for example $\omega$-languages, where words have infinite length, or tree languages, where words have the structure of a tree. These constructs share many important aspects of the theory of word languages such as the equivalence between finite automata, non-deterministic finite automata and EMSO. In this section we will introduce the theory of picture languages as a generalization of word languages into two-dimensional pictures. Part of the theory is presented without proofs and many aspects are considered only informally. An overview of automata, regular expressions and logical characterizations of two-dimensional picture languages can be found in [GR97].

Two-dimensional languages provide yet another natural generalization of word languages and they are usually called pictures as a rectangular grid of coloured pixels is the natural representation of a picture e.g in computer science. It has, however, proven difficult to generalize regular expressions and automata to pictures so that they would retain some of their robust properties.

In the following, we assume $\Sigma$ to be a finite alphabet.
Definition 2.1. A picture over $\Sigma$ is a non-empty rectangular array of symbols of $\Sigma$, formally any function $p:[m] \times[n] \rightarrow \Sigma$ for some positive integers $m, n$. Given a picture $p:[m] \times[n] \rightarrow \Sigma$ we call the pair $(m, n)$ its size and define $l_{1}(p)=m$ and $l_{2}(p)=n$ which we also call its height and width respectively.

A subpicture is a continuous rectangular block within a picture i.e a picture $p$ is a subpicture of a picture $q$ if for some positive integers $i_{1}, j_{1}$ with $l_{1}(p)+i_{1} \leq l_{1}(q)$ and $l_{2}(p)+j_{1} \leq l_{2}(q)$ it holds for all $i, j$ with $i_{1} \leq i \leq l_{1}(p)$ and $j_{1} \leq j \leq l_{2}(p)$ that

$$
p(i, j)=q\left(i_{1}+i, j_{1}+j\right)
$$

Given positive integers $h, k$ and a picture $p$ with $l_{1}(p) \geq h$ and $l_{2}(p) \geq k$, we define the set of tiles having size $(h, k)$, written as $T_{h, k}(p)$, as the set of all subpictures of $p$ with size $(h, k)$.

A set of pictures over $\Sigma$ is called a $\Sigma$-language and the language of all pictures over $\Sigma$ is denoted by $\Sigma^{\star \star}$.

For our tilings and automata we also need to be able to describe behaviour at the edges of a picture, so we define a bordering for our pictures.

Definition 2.2. We write $\Sigma^{\sharp}$ for alphabet $\Sigma \cup\{\sharp\}$ where $\sharp$ is a new special symbol called the border symbol that is not in $\Sigma$. Given a picture $p$ with

Figure 2: Coordinate system for a picture $p$ of size $(m, n)=\left(l_{1}(p), l_{2}(p)\right)$

| $p(1,1)$ | $\cdots$ | $p\left(1, l_{2}(p)\right)$ |
| :---: | :---: | :---: |
| $\vdots$ | $\ddots$ | $\vdots$ |
| $\left.p\left(l_{1}(p), 1\right)\right)$ | $\cdots$ | $p\left(l_{1}(p), l_{2}(p)\right)$ |

Figure 3: A picture $p$ over alphabet $\{0,1\}$ and its bordered version.

| 0 | 1 | 0 |
| :--- | :--- | :--- |
| 1 | 0 | 1 |
| 0 | 1 | 0 |

(a) picture $p$

| $H$ | $H$ | $A$ | $H$ | $H$ |
| :--- | :---: | :---: | :---: | :---: |
| $H$ | 0 | 1 | 0 | $H$ |
| $H$ | 1 | 0 | 1 | $工$ |
| $H$ | 0 | 1 | 0 | $H$ |
| $H$ | $H$ | $H$ | $H$ | $H$ |

(b) Bordered picture $p^{\sharp}$
size $(m, n)$, we write $p^{\sharp}$ for its bordered picture of size $(m+2, n+2)$ over $\Sigma^{\sharp}$ defined as:

$$
\begin{aligned}
& p^{\sharp}(i, j)=\sharp, \text { when of } i=1, i=m+2, j=1 \text { or } j=n+2 \\
& p^{\sharp}(i, j)=p(i-1, j-1), \text { otherwise. }
\end{aligned}
$$

Example 2.1. In figure 3 we have a picture $p$ over a two-letter alphabet and its bordered version $p^{\sharp}$.

### 2.1 Regular expressions

We can define basic operations on pictures analogous to regular expressions of word languages. We notice that generalization of string concatenation is not trivial, because there are now at least two obvious ways to concatenate pictures i.e horizontally and vertically, given that they have the same height and width respectively. We begin by defining these basic concatenations.

Definition 2.3. Let $p$ and $q$ be pictures over $\Sigma$.
If the pictures have the same width i.e $l_{2}(p)=l_{2}(q)$, we define their row concatenation $p \ominus q$ as the picture of size $\left(l_{1}(p)+l_{1}(q), l_{2}(p)\right)$ such that

$$
\begin{aligned}
(p \ominus q)(i, j) & =p(i, j), \text { when } 1 \leq j \leq l_{1}(p) \\
(p \ominus q)(i, j) & =q\left(i-l_{1}(p), j\right), \text { otherwise } .
\end{aligned}
$$

Figure 4: Row and column concatenation operations on pictures $p$ and $q$.

| $p(1,1)$ | $p(1,12(p))$ |
| :---: | :---: |
| $p(\ln (p), 1)$ | $p\left(l_{1}(p), l_{2}(p)\right)$ |
| $q(1,1)$ | $q\left(1, l_{2}(q)\right)$ |
| : |  |
| $\left.q\left(l_{1}(q), 1\right)\right)$ | $q\left(l_{1}(q), l_{2}(q)\right)$ |

(a) Row concatenation $p \ominus q$

| $p(1,1)$ | $p(1.12(p)$ | $q(1,1)$ | $q\left(1, l_{2}(q)\right)$ |
| :---: | :---: | :---: | :---: |
|  |  | : |  |
| P $(\mathrm{l},(p), 1)$ | $p(l)(p), l_{2}(p)$ | $\left.q\left(l_{1}(q), 1\right)\right)$ | $q\left(l_{1}(q), l_{2}(q)\right)$ |

(b) Column concatenation $p \oplus q$

Similarly, if the pictures have the same height i.e $l_{1}(p)=l_{1}(q)$, we define their column concatenation $p \oplus q$ as the picture of size $\left(l_{1}(p), l_{2}(p)+l_{2}(q)\right)$ such that

$$
\begin{aligned}
& (p \oplus q)(i, j)=p(i, j), \text { when } 1 \leq j \leq l_{2}(p) \\
& (p \oplus q)(i, j)=q\left(i, j-l_{2}(p)\right), \text { otherwise. }
\end{aligned}
$$

Visualizations of row and column concatenations are shown in figures 4a and 4 b , respectively.

Next we extend the above concatenation operations to whole languages, as well as define the other regular expression operations.

Definition 2.4. Given $\Sigma$-languages $L_{1}$ and $L_{2}$, we define

- their union and intersection as the corresponding set operations
- their row concatenation

$$
L_{1} \ominus L_{2}=\left\{p_{1} \ominus p_{2}: p_{1} \in L_{1}, p_{2} \in L_{2}, l_{2}(p)=l_{2}(q)\right\}
$$

- their column concatenation

$$
L_{1} \oplus L_{2}=\left\{p_{1} \oplus p_{2}: p_{1} \in L_{1}, p_{2} \in L_{2}, l_{1}(p)=l_{1}(q)\right\} .
$$

For a $\Sigma$ language $L$, we define its complement $L^{c}$ as $\Sigma^{\star \star} \backslash L$
Finally we define operations corresponding to Kleene star operator for pictures.

Definition 2.5. Given $\Sigma$-language, we iteratively define its

- column closure $L^{\star(\mathbb{D}}=\bigcup_{i \in \mathbb{N}} L_{i}$ where $L_{0}=L$ and $L_{i+1}=L \oplus L_{i}$
- row closure $L^{\star \ominus}=\bigcup_{i \in \mathbb{N}} L_{i}$ where $L_{0}=L$ and $L_{i+1}=L \ominus L_{i}$.

One can now choose a set of above operations and study the class of languages generated from $1 \times 1$ pictures using the selected operations. However, none of the classes so formed seem to have as robust properties as the class of regular word languages - either their lack expressive power in not recognizing some simple pictures or they have poor closure properties. Furthermore, one indeed needs to include many of the operations as basic ones unlike for word languages; for example, the class of languages generated by unions and closure operators only - as are regular word languages - is not closed under intersection. For more detailed comparison between the classes of regular picture languages and recognizable picture languages - that are introduced in the next section - see [GR97] and [Mat07].

### 2.2 Recognizable languages

Recognizable two-dimensional languages were first defined in [GR92]. We begin by defining local languages using a finite set of allowed tiles that are allowed to occur in a picture. Computationally a local language can be described as a memoryless walk over a given picture where each tile given by a pixel's neighbourhood is inspected to see whether it is allowed or not.

Definition 2.6. A picture language $L$ over $\Sigma$ is local if there exists a set $\Delta$ of pictures over $\Sigma$ with size $(2,2)$ such that

$$
L=\left\{p \in \Sigma^{\star \star}: T_{2,2}\left(p^{\sharp}\right) \subseteq \Delta\right\}
$$

i.e $L$ is exactly the set of pictures that include only tiles allowed by $\Delta$.

Figure 5: One picture $p$ with ones in diagonal and its tiles

| $\sharp$ | $\sharp$ | $\sharp$ | $\sharp$ | $\sharp$ | $\sharp$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| $\sharp$ | 1 | 0 | 0 | 0 | $\sharp$ |
| $\sharp$ | 0 | 1 | 0 | 0 | $\sharp$ |
| $\sharp$ | 0 | 0 | 1 | 0 | $\sharp$ |
| $\sharp$ | 0 | 0 | 0 | 1 | $\sharp$ |
| $\sharp$ | $\sharp$ | $\sharp$ | $\sharp$ | $\sharp$ | $\sharp$ |

(a) picture $p_{\text {diag }}^{\sharp}$

(b) The tile set $T_{2,2}\left(p_{\text {diag }}^{\sharp}\right)$

Example 2.2. Figure 5 shows $p_{\text {diag }}^{\sharp}$ and its set of $2 \times 2$ tiles $T_{2,2}\left(p_{\text {diag }}^{\sharp}\right)$. The picture $p_{\text {diag }}$ is special in the way that the tile set of its bordered version can be used to define the language $L_{\text {diag }}$ of square pictures over alphabet $\{0,1\}$ with ones on diagonal i.e

$$
L_{\mathrm{diag}}=\left\{p \in\{0,1\}^{\star \star}: T_{2,2}(p) \subseteq T_{2,2}\left(p_{\mathrm{diag}}^{\sharp}\right) \cdot\right\}
$$

Note that $p_{\text {diag }}$ is the smallest picture with this property. This shows that the language $L_{\text {diag }}$ is local with $T_{2,2}\left(p_{\text {diag }}^{\sharp}\right)$ as its set of allowed tiles.

Next we introduce projections that allow the use of extra symbols during recognition. This seemingly simple addition to local languages makes it very powerful-using the picture-walking analogy from above, it both allows for bounded memory per pixel and an ability to guess, which introduces non-determinacy.

Definition 2.7. A picture language $L$ on $\Sigma$ is recognizable if it is the projection of a local language over some alphabet $\Sigma^{\prime}$. In other words, there exists a local language $L^{\prime}$ over $\Sigma^{\prime}$ and a function $\pi: \Sigma^{\prime} \rightarrow \Sigma$ such that

$$
L=\pi\left(L^{\prime}\right)=\left\{\pi \circ p: p \in L^{\prime}\right\} .
$$

Example 2.3. Let $L_{\text {square }}$ be the language of squares over the one letter alphabet $\{0\}$ i.e the language of pictures $p$ with $l_{1}(p)=l_{2}(p)$. It is easy to see that $L_{\text {square }}$ cannot be local: the tiling would have to allow at least tiles
but this tiling already allows for any picture of $\{0\}^{\star \star}$. On the other hand, if we define a projection $\pi:\{0,1\} \rightarrow\{0\}$ as

$$
\pi(0)=\pi(1)=0,
$$

we see that $\pi\left(L_{\text {diag }}\right)=L_{\text {square }}$, where $L_{\text {diag }}$ is the language from example 2.2. Now, $L_{\text {diag }}$ was shown previously to be local, so $L_{\text {square }}$ is now found to be recognizable as a projection of a local language.

This result makes sense: we need extra markings to track certain features and drawing a line along the diagonal from corner to corner is an intuitively appealing way to verify that a rectangular array-like shape is square.

In [GRST96] it was shown that recognizable languages are exactly those definable in existential monadic second-order logic. In the third section we present a proof generalized to any finite dimension of pictures, which also proves this original theorem, which we present here without defining model theoretic structure for pictures yet.

Theorem 2.1. Given a language $L$ the following are equivalent:

- L is recognizable
- $L$ is definable in EMSO.

It was shown in [GR96] that REC is closed under regular expression operations save complementation.

Theorem 2.2. REC is closed under:

- projection
- row and column concatenation
- row and column closure
- union and intersection
- rotation.

Proof. See [GR97].
However, unlike in word languages, we do not have closure under complementation, as was first shown in [IT92].

Theorem 2.3. The class of recognizable languages is not closed under complementation.

Proof. See [GR97] for a simpler proof than [IT92]. The combinatorial argument is much like commonly used counting arguments for regular word languages: we introduce symmetry the keeping track of which would require unbounded counting abilities and then show that any tiling system and a projection that would recognize the language in question would also be forced to accept something not belonging to it (cf. pumping lemmas for word automata).

So the class of recognizable picture languages has some attracting properties, but how to justify that it is a generalization of regular word languages in two dimensions when any of the commonly used definitions such as regular expressions or automata are so different? One more test to perform is to encode one-dimensional case in pictures somehow and show that the definitions yield the same result. To this end, we will first show that regular word languages are recognizable when encoded as pictures - which is not very remarkable - and afterwards show that word-like recognizable picture languages are regular as word languages, which is more interesting.

We use the following convention of encoding words as pictures.
Definition 2.8. Given a word $w$, we define its corresponding picture $p_{w}$ of size $(1, \mathrm{l}(w))$ such that $p_{w}(1, i)=w_{i}$ for $1 \leq i \leq \mathrm{l}(w)$. We call a picture wordlike when it has size $(1, n)$ for some positive integer $n$. A picture language is word-like when it only contains word-like pictures.

In the next two proofs, we will make use of the following fact.
Remark 2.1. For word-like recognizable languages, we may without any loss of generality assume that a $4 \times 4$ tile set $T$ over $\Sigma^{\prime}$ has the following property:
 assumption because any actual word-like picture will always include neither or both, so if a tiling included only one of them, removing it would still result in the same local language.

Due to this assumption, we can consider any given tiling for a word-like language to consist of tiles simply of form $\quad a \mid b$ or pairs $(a, b)$ for $a, b \in \Sigma^{\prime \sharp}$. We also use this as a shorthand when defining a tiling for a word-like language and understand the necessary squares to be defined.

The next two propositions will establish a one-to-one correspondence between the class of word languages accepted by a non-deterministic finite automata and the class of recognizable picture languages. As we have not defined empty pictures, we simply ignore any automata that accept the empty
word; recall that an automaton accepts the empty word iff the initial state is included among the accepting states - this means that the question whether a given automaton accepts the empty word is not very interesting.

Proposition 2.1. Given a regular word-language $L_{w}$ over $\Sigma$ such that $\lambda \notin L_{w}$, the language $L_{p}$ defined as

$$
L_{p}=\left\{p_{w}: w \in L\right\}
$$

is recognizable.
Proof. Let $\left(Q, q_{0}, \delta, F\right)$ be a non-deterministic finite automaton recognizing the language. The idea of the proof is that we define a local language that accepts all valid runs of the automaton and then project the letters read during that run it to get rid of the states encoded in the language. The alphabet of the local language will consist of the valid transitions in the transition relation i.e each letter will know its previous and new state after the given letter has been read, and the tiling for the local language will ensure the consistency of the transitions between states. After this it only remains to check that the state we begun in was $q_{0}$ and the state we end in was one of the states in $F$; in the tiling this is done using the border symbol.

So recall that $\delta$ is a ternary relation between the source state, the letter read and the target state i.e $\delta \subseteq Q \times \Sigma \times Q$. Define alphabet $\Sigma^{\prime}=\delta$. We then define our set of tiles $T$ as the smallest set such that

- $\left(\left(q^{\prime}, \alpha, q\right),\left(r, \alpha, r^{\prime}\right)\right) \in T$ for any $q^{\prime}, r^{\prime} \in Q$ and $(q, \alpha, r) \in \delta$. This validates whether the current state was arrived in using a valid transition. Note that only one edge of each tile is considered - it is enough to verify that the tiles are "compatible" (think dominoes).
- $\left(\sharp,\left(q_{0}, \alpha, q\right)\right) \in T$ for any $\alpha \in \Sigma$ and $q \in Q$ such that $\left(q_{0}, \alpha, q\right) \in \delta$. This encodes the states that are reachable from the initial state which we can consider to be happening on the border.
- $((q, \alpha, r), \sharp) \in T$ for any $q \in Q, \alpha \in \Sigma$ and $q_{f} \in F$ such that $(q, \alpha, r) \in \delta$. The tiles at right border verify that the run was an accepting run i.e it ends in an accepting state.

Let $L^{\prime}$ be the local language defined by the tiling $T$ and define language $L$ as the projection of $L^{\prime}$ using projection $\pi: L^{\prime} \rightarrow L$ defined as

$$
\pi((r, \alpha, p))=\alpha
$$

To show that $L=L_{p}$, it is, by corollary 1.1 above, enough to show given a non-empty word $w=\alpha_{1} \ldots \alpha_{n}$ we have $p_{w} \in L$ iff there exists a sequence

$$
\left(\left(q_{0}, \alpha_{1}, r_{1}\right), \ldots,\left(r_{n-1}, \alpha_{n}, r_{n}\right)\right) \in \delta^{n}
$$

such that $r_{n} \in F$. But given that this is essentially our definition of $T$ above, it is equivalent to that for a picture $p$ it holds that $T_{2,2}(p) \subseteq T$. Note that our border tiles on both ends ensure that exactly in this case we also have $p(1,1)=\pi\left(\left(q_{0}, \alpha_{1}, q\right)\right)$ for some $q \in Q$ and $p(1, n)=\pi\left(\left(q, \alpha_{n}, r\right)\right)$ for some $q \in Q$ and $r \in F$.

Proposition 2.2. Given a word-like recognizable language $L_{p}$ over $\Sigma$, the word language $L_{w}=\left\{w \in \Sigma^{\star}: p_{w} \in L_{p}\right\}$ is recognized by a non-deterministic finite automaton.

Proof. Let $L_{p}^{\prime}$ be the local language and $\pi: \Sigma^{\prime} \rightarrow \Sigma$ the projection defining the recognizable language $L_{p}$. Let $T$ be the set of allowed tiles of the local language $L_{p}^{\prime}$.

Define the set of states $Q$ and the set of final states $F$ as

$$
\begin{aligned}
& Q=T \cup\left\{q_{0}\right\} \\
& F=T \times\left(T \cap\left(\Sigma^{\prime} \times\{\sharp\}\right)\right),
\end{aligned}
$$

where $q_{0}$ is a new state to be used as the initial state, and let the transition relation $\delta \subseteq Q \times \Sigma^{\prime} \times Q$ be defined as the smallest relation such that

- $((a, b), \pi(b),(b, c)) \in \delta$ for $(a, b),(b, c) \in T$. This is used to recognize all possible tile-moves given a letter $\pi(b)$ of the projected alphabet. When the NFA performs this move, it means the letter read was a projection of a letter connecting two tiles, which ensures consistent tiling.
- $\left(q_{0}, \pi(a),(\sharp, a) \in \delta\right.$ for any $(\sharp, a) \in T$. This recognizes valid initial letters in the tiling as the possible transitions from our initial state.

Define now non-deterministic finite automaton as $M=\left(Q, q_{0}, \delta, F\right)$. The idea of this automaton is that each non-initial state represents an allowed tile $(a, b) \in T$ with the idea that the last letter read was $\pi(b)$. The use of the tilings as states ensures that our tiling stays consistent between steps of the NFA even though we are reading the projected alphabet.

By corollary 1.1 above and our definition of $\delta$, the following are equivalent given a word $w=\alpha_{1} \ldots \alpha_{n}$.

- The automaton $M$ accepts word $w$.
- There exists a sequence

$$
\left(\left(q_{0}, \pi\left(\alpha_{1}\right),\left(\sharp, a_{1}\right)\right), \ldots,\left(\left(a_{n-2}, a_{a-1}\right), \pi\left(\alpha_{n}\right),\left(a_{n-1}, a_{n}\right)\right)\right) \in \delta^{n}
$$

such that $\left(a_{n-1}, a_{n}\right) \in F$ i.e $\left(a_{n}, \sharp\right) \in T$. Since $\pi\left(\alpha_{1} \ldots \alpha_{n}\right)=w$, $p_{w} \in L_{p}$.

Figure 6: Language $L_{\text {even }}$ is the language of word-like pictures with even width.

(a) some pictures of $L_{\text {even }}$

\section*{ <br> | $\sharp \mid$ | 0 | 1 | 0 | 1 | 0 | 1 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |$|$}

(b) corresponding bordered pre-images of $L_{\text {even }}^{\prime}$

## 

(c) The tile set $T_{\text {even }}$ given as $1 \times 2$-tiles

Figure 7: The automaton constructed to recognize $L_{\text {even }}$.


Example 2.4. As an example of the above, we examine the recognizable (but not local) language $L_{\text {even }}$ of word-like pictures over one letter alphabet $\{0\}$ defined as

$$
L_{\text {even }}=\left\{p \in\{0\}^{\star \star}: l_{1}(p)=1, l_{2}(p) \text { is non-zero and even }\right\} .
$$

Examples of pictures of $L_{\text {even }}$ can be seen in figure 6a. We see that $L_{\text {even }}$ is recognizable by projecting the local language $L_{\text {even }}^{\prime}$ examples of which are shown in figure 6b-which in turn is local based on tiling $T_{\text {even }}$ shown in
figure 6 c . The tiling is given as $1 \times 2$-tiles for simplicity, see remark 2.1 for the justification and their interpretation to $2 \times 2$-tiles.

In figure 7 is shown the NFA as constructed in the proof of proposition 2.2 that accepts the corresponding word language of even words. Of course, a much simpler and deterministic automaton would do for this specific language.

### 2.3 Domino tilings

[LS97] introduced domino tilings that are also called hv-local, where hv stands for horizontal-vertical. In the definition above tilings were defined as squares, but using hv-local tilings we define allowed tiles as a set of 1 x 2 and $2 \times 1$ tiles. This has a computational interpretation-verifying hv-local tiling can be done separately for both horizontal and vertical directions whereas verifying a square tiling requires examining at least two rows during each horizontal scan if scans are performed row-wise.

Definition 2.9. A picture language $L$ over $\Sigma$ is hv-local if there exists a set $\Delta$ of pictures over $\Sigma$ with size $(1,2)$ or $(2,1)$ such that for each $p \in L$ it holds that $T_{1,2}(p) \cup T_{2,1}(p) \subseteq \Delta$.

Note that the orientation of the dominoes allows us to keep track of direction in this definition. As an equivalent definition we could give distinct sets of two-symbol dominoes for each dimension as we will do in the third section.

The following two propositions show that hv-local languages are a proper subclass of recognizable languages.

Proposition 2.3. A hv-local language $L$ is also a local language.
Proof. See [GR97].
Proposition 2.4. There exists a language $L$ that is local but not hv-local.
Proof. See example in [GR97].
It turns out, however, that projections are quite powerful enough to make do with these tiles as the following theorem from [LS97] shows:

Theorem 2.4. Given a language $L$ the following are equivalent:

- $L$ is recognizable
- $L$ is a projection of a hv-local language.

Proof. For a simple proof see [GR97]. Note that one direction is easy since hv-local language is a proper subclass of local languages, but for the other direction one needs to use the power of projections.

The above theorem justifies our use of domino tilings as the definition of recognizability in the third section.

### 2.4 Automata on pictures

In this section we will consider generalizations of automata from word languages into picture languages, and we will see that the recognizability by a tiling system introduced in the previous section actually corresponds to one of them-non-deterministic online tessellation automata. We will consider most of the automata only informally and without proofs. A comprehensive survey is to be found in [GR97] and [KS11].

The challenge when generalizing one-dimensional automata to pictures is to decide how to scan the picture: in word languages this is trivial because there is just one way to walk through all the letters, and this is the reason why many generalizations with differing closure properties and expressive power become the same when restricted to one-dimensional case.

The automata on pictures can be divided, based on how the picture is scanned, to picture-walking automata, that literally walks the picture letter by letter, and to cellular automata like automata, that calculates state for all positions simultaneously. Both approaches result in same automata when restricted to one-dimensional case, but while the former tend to be too weak in the two-dimensional case, the latter, on the other hand, tend to become too powerful.

## Four-way automata

Four-way automata introduced by [BH67] is possibly the most straightforward generalization of finite automata into pictures: the automaton has a state and can move in four directions instead of only ahead-it directly generalizes 2 DFA and 2NFA from word languages.

While both deterministic four-way automata (4DFA) and non-deterministic four-way automata (4NFA) are closed under unions and intersections, and 4DFA additionally under complementation, they lack some closure properties such as closure under column and row concatenation operations. Whether 4NFA is closed under complementation is an open problem. Four-way automata belong to the larger family of picture-walking automata, and they are interesting in their own right. A recent survey on picture-walking automata can be found in [KS11].

Considering our above characterization of recognizable languages using hv-local tilings and our proof of proposition 2.2, one might think that we could construct a similar four-way automaton to first walk all rows and then all columns of a picture in the same fashion to see whether the projected tiling was allowed. The same technique, however, does not work in two-dimensional case: in our proof of the proposition 2.2 , we examined not simply one tile at a time but two, to maintain consistency in our guesses for projected tiles. This works fine when there is only one direction to go and one needs only one tile worth of extra memory, but if we were to verify rows in this fashion first, we would not be able to remember our guessed tiles later when later verifying columns without using additional cell-specific memory. This is the reason why the definitions collapse when there is essentially one dimension only. The next theorem also shows that there is no hope of finding another way to do this by any clever means.

Theorem 2.5. The class of languages accepted by $4 N F A$ is properly included in REC.

## Proof. See [GR97].

On the other hand if we do have cell-specific memory, we can indeed do it, like the online tessellation automata introduced next shows us.

## Online tessellation automata

Online tessellation automata was introduced by [IN77] and it also comes in both deterministic (DOTA) and non-deterministic (OTA) variants, and again-unlike automata for word languages - they are not equivalent.

The idea is simple: instead of walking through the picture cell-by-cell, the bordered picture of size ( $m, n$ ) will be diagonally scanned so that at time $t$ the state of every cell $(i, j)$ such that $(i-1)+(j-1)=t-1$ will be determined by the transition relation given the states already calculated for preceeding cells $(i-1, j)$ and $(i, j-1)$. The state of the cell at bottom-right corner of the picture determined at time $t=\max (m, n)$ decides whether the run was an accepting one or not. Otherwise the definition is much like that of a usual word automaton.

Definition 2.10 (Online tessellation automata). Given an alphabet $\Sigma$, a non-deterministic two-dimensional online tessellation automaton (OTA) is defined by a tuple $\left(Q, q_{0}, F, \delta\right)$ where

- $Q$ is a finite set of states

Figure 8: Diagonal scan by an online tessellation automaton

| $\sharp$ | $\sharp$ | $\sharp$ | $\#$ | $\sharp$ |
| :---: | :---: | :---: | :---: | :---: |
| $\sharp$ | $(1,1)$ | $(0,2)$ | $\cdots$ | $\sharp$ |
| $\sharp$ | $(2,0)$ | $\ddots$ | $(i-1, j)$ | $\sharp$ |
| $\sharp$ | $\cdots$ | $(i, j-1)$ | $(i, j)$ | $\sharp$ |
| $\sharp$ | $\#$ | $\sharp$ | $\sharp$ | $\sharp$ |

- $q_{0}$ is the initial state (for border)
- $F$ is the set of accepting states
- $\delta \subseteq Q \times Q \times \Sigma \times Q$ is the transition relation.

The automaton is deterministic (DOTA) if $\delta$ is a function $Q \times Q \times \Sigma \rightarrow Q$.
It was shown in [IN77] that the deterministic version is strictly less powerful.
Theorem 2.6. Languages recognized by DOTA are a strict subset of those recognized by OTA.

Non-deterministic online tessellation automata turn out to be equivalent to the recognizable languages (characterized by tiling systems) introduced in the previous section as shown in [IT92].
Theorem 2.7. The following are equivalent:

- $L$ is recognized by an OTA
- $L$ is recognizable.

The proof of above theorem is not much different from our proof above that recognizable word-like picture languages correspond to regular word languages-if anything, it is simpler. The diagonal scan is well-suited to verify a square tiling and non-determinism now provides the projection. Note that the non-determinism present here is more potent than is possible for non-deterministic word automata or non-deterministic four-way automatathe difference intuitively being that an OTA can guess all cells at once and then verify the tiling, whereas 4NFA can only guess one cell at a time and cannot remember its past guesses for more than a bounded number of cells.

## 3 Logical locality on picture languages

In [GRST96] it was shown that the class of two-dimensional recognizable picture languages coincides with the class of languages defined by EMSO. The paper finds an interesting characterization of first-order logic on pictures using tilings and then introduces projections of recognizable languages which correspond to predicate quantification of EMSO. The classical tools of finite model theory such as back-and-forth games and partial isomorphisms are used in the proof. In [GO16] the characterization was improved by extending the result to any dimension and by way of a different proof presenting an alternative perspective that uses syntactical normalization of logic to a sublogic with strong locality properties among those structures. It is this latter proof we present here. Except when otherwise mentioned, all the proofs in this section are based on [GO16].

In this section we will also redefine pictures and tilings for any dimension but as squares i.e having the same side length for all dimensions. The reason is to simplify the notation. It can be seen that the proofs in this section do not actually depend on the fact that the pictures are squares as each dimension is always handled rather independently, so the results could be generalized to pictures of any shape. Our use of domino tilings in the definition here instead of square tilings is justified by the theorem 2.4 above.

It will be seen that a recurring theme in the proofs is the ability to define unary predicates inductively both only in one dimension and also on all elements of a picture using lexicographic ordering, which is easily expressible in pixel structures even without quantifying any extra predicate symbols. We will proceed by first showing that EMSO on pixel structures is in fact equivalent to syntactically much more limited forms of EMSO, first to $\operatorname{EMSO}\left(\forall^{1}\right)$ which allows only one universal quantifier in the first-order part and then to a further normalized form the syntax of which resembles tilings, which in turn makes it easy to show that REC and EMSO define the same picture languages. Throughout the proofs in this section, it will be useful to keep in mind that in EMSO unary predicates in the signature correspond to the alphabet and quantified unary predicates to the guessed symbols, which in REC are represented by the projection.

Definition 3.1 (in this section only). A d-dimensional picture is any function $p:[n]^{d} \rightarrow \Sigma$. Given a picture $p$ we write $\operatorname{dom}(p)$ for $[n]^{d}$ and call it the domain of the picture. Elements of $\operatorname{dom}(p)$ are called points or pixels of $p$.

Definition 3.2 (in this section only). Given alphabet $\Sigma$, we write $\Sigma^{\sharp}$ for alphabet $\Sigma \cup\{\sharp\}$ where $\sharp$ is a new special symbol called the border symbol
that is not in $\Sigma$. Given a $d$-picture $p:[n]^{d} \rightarrow \Sigma$, we write $p^{\sharp}:[n+2]^{d} \rightarrow \Sigma$ for the bordered picture of $p$ (over $\Sigma^{\sharp}$ ) defined as:

$$
\begin{aligned}
& p^{\sharp}\left(a_{1}, \ldots, a_{d}\right)=\sharp, \text { when any of } a_{1}, \ldots, a_{d} \text { is } 1 \text { or } n+2 \\
& p^{\sharp}\left(a_{1}, \ldots, a_{d}\right)=p\left(a_{1}-1, \ldots, a_{d}-1\right), \text { otherwise. }
\end{aligned}
$$

Next, we define the pixel structures for examining model theoretic and logical properties of pictures.
Definition 3.3. Given a picture $p:[n]^{d} \rightarrow \Sigma$, we define pixel ${ }^{d}(p)$ as structure

$$
\left([n]^{d},\left(Q_{s}\right)_{s \in \Sigma},\left(\operatorname{succ}_{i}\right)_{i \in[d]},\left(\min _{i}\right)_{i \in[d]},\left(\max _{i}\right)_{i \in[d]}\right)
$$

where

- $\operatorname{succ}_{i}$ is the cyclic successor function in the $i$ th component:

$$
\operatorname{succ}_{i}\left(a_{1}, \ldots, a_{d}\right)=\left(a_{1}, \ldots, a_{i}+1, \ldots, a_{n}\right)
$$

when $a_{i}<n$ and

$$
\operatorname{succ}_{i}\left(a_{1}, \ldots, a_{d}\right)=\left(a_{1}, \ldots, 1, \ldots, a_{n}\right)
$$

when $a_{i}=n$.

- $\min _{i}, \max _{i}$ and $Q_{s}$ are the unary predicates

$$
\begin{aligned}
& \min _{i}=\left\{a \in[n]^{d}: a_{i}=1\right\} \\
& \max _{i}=\left\{a \in[n]^{d}: a_{i}=n\right\} \\
& Q_{s}=\left\{a \in[n]^{d}: p(a)=s\right\}
\end{aligned}
$$

The use of successor functions instead of relations is important here for examining locality: if we use ordering relation instead, every pixel is directly connected to every other pixel. The logical characterization itself would still be the same. Also note that the cyclicity of the successor functions is only needed to make them proper permutations of the domain which simplifies the proofs. The following remark will be evident from the normal form introduced in the proposition 3.4 later.
Remark 3.1. Any formula of EMSO can be written so that its interpretation on pixel structures is the same regardless of how the pixels "on the edges" (having any coordinate of $n$ ) are interpreted.

This is due to the fact that in the normalized form presented in proposition 3.4, only terms of form $x$ and $\operatorname{succ}_{i}(x)$ occur and the latter form only ever occurs under the premise that $\neg \max _{i}(x)$ holds for $x$. Thus the interpretation of $\operatorname{succ}_{i}(x)$ in the model at pixel $x$ such that $\max _{i}(x)$ cannot change the interpretation of the sentence.

### 3.1 Elimination of quantifiers in bijective structures

We will first introduce a quantifier elimination result adapted from [DG07] that we will then use to normalize our logic on pixel structures.

Definition 3.4. We call signature $\sigma=\left(U_{1}, \ldots, U_{k}, f_{1}, \ldots, f_{d}, f_{1}^{-1}, \ldots, f_{d}^{-1}\right)$ monadic if each $U_{i}$ is a unary predicate and $f_{i}$ and $f_{i}^{-1}$ are unary function symbols. A structure with a monadic signature is called bijective if the interpretation of each $f_{i}$ is a permutation of the structure's domain and the interpretations of $f_{i}^{-1}$ and $f_{i}$ for each $i$ are bijective inverses of each other.

We define $\exists^{\geq k}$ as shorthand

$$
\exists \geq k x \phi(x)=\exists x_{1} \ldots \exists x_{k}\left(\bigwedge_{1 \leq i<j \leq k} \neg x_{i}=x_{j} \bigwedge_{1 \leq i \leq k} \phi\left(x_{i}\right)\right) .
$$

We assume the transformation to be performed so that all used variables are new and in the following when e.g renaming variables, all necessary renamings are done in the obvious way.

Definition 3.5. A cardinality formula is a first-order formula of the form $\exists \geq k x \phi(x)$ where $k$ is a positive integer and $\phi(x)$ is a quantifier-free formula with $x$ as its only free variable.

So intuitively a cardinality formula is a sentence that asserts there to be at least $k$ elements in the structure with a specified local property, locality here meaning anything expressible without quantifiers.

Proposition 3.1. Given a signature $\sigma=\left(U_{1}, \ldots, U_{k}, f_{1}, \ldots, f_{d}, f_{1}^{-1}, \ldots, f_{d}^{-1}\right)$, every first-order formula is equivalent to a boolean combination of atomic formulae and cardinality formulae on bijective structures.

Proof. We will prove the proposition by induction on the construction of first-order formulae. Note that as our target is a boolean combination, the only construct with anything to prove will be existential quantification.

Assume then that $\phi(y, \bar{x})$ is a boolean combination of atomic and cardinality formulae. We need to show that $\exists y \phi(y, \bar{x})$ can be transformed into the required form. We will first simplify our case further by noting the following:

1. We can assume $\phi(\bar{x})$ to be in a disjunctive normal form - considering existing cardinality formulae atomic for the purposes of this transformation.
2. Existential quantification commutes with disjunction, so we may deal with disjuncts separately and assume $\phi(\bar{x})$ to be a conjunction of (possibly negated) atomic formulae and cardinality formulae.
3. Conjuncts that do not have $y$ as a free variable can be dealt with by simply removing the quantifier. Especially this includes any (possibly negated) cardinality formulae as they have no free variables by definition. Thus we can assume $\phi(\bar{x})$ to be a conjunction of literals. Furthermore, as each literal not using identity can only involve one variable due to our monadic vocabulary, we can assume all non-identity literals have only $y$ as their free variable.
4. Due to our bijectivity assumption, each term is invertible and we may assume each identity atomic formula to be written in form $y=\tau\left(x_{i}\right)$ where $\tau\left(x_{i}\right)$ is a term and $x_{i} \in \bar{x}$.
5. If any conjunct is of form $y=\tau\left(x_{i}\right)$, we are done, as we can replace $y$ with $\tau\left(x_{i}\right)$ in the conjunction and remove the quantification as it no longer involves variable $y$. So we may assume every atomic formula using identity is a negative literal.

Given the above considerations, we may assume that $\phi(\bar{x})$ is of form

$$
\psi(y) \wedge y \neq \tau_{1}\left(x_{1}\right) \wedge \cdots \wedge y \neq \tau_{k}\left(x_{k}\right),
$$

where $\psi(y)$ is a conjunction of literals that make no use of identity atoms and $x_{i} \in \bar{x}$ for $1 \leq i \leq k$. Note that we do not require each $x_{i}$ to be different variables, we just want to simplify the notation.

It is good to pause and observe that the following holds trivially:

$$
\exists^{k+1} y \psi(y) \Rightarrow \exists y\left(\psi(y) \wedge y \neq \tau_{1}\left(x_{1}\right) \wedge \cdots \wedge y \neq \tau_{k}\left(x_{k}\right)\right) .
$$

The problem for the converse is that some of the terms $\tau_{1}\left(x_{1}\right), \ldots \tau_{k}\left(x_{k}\right)$ might get the same interpretation or might fail to satisfy $\psi\left(\tau_{i}\left(x_{i}\right)\right)$, in which case we could satisfy the original formula with less than $k+1$ entities.

Given a structure $\mathcal{S}$, let $P \subseteq[k]$ be the indices of terms the interpretation of belongs to $\psi(S)$ i.e $\psi\left(\tau_{i}\left(x_{i}\right)\right)$ holds for $i \in P$ and $\neg \psi\left(\tau_{i}\left(x_{i}\right)\right)$ holds for $i \in[k] \backslash P$. Let $Q \subseteq P$ be the set of indices such that for any $i \in P$ there is $j \in Q$ such that $\tau_{i}\left(x_{i}\right)=\tau_{j}\left(x_{j}\right)$ holds in the structure, and let $h=|Q|$. Now $h$ is an upper bound for number of different interpretations for terms $\tau_{i}\left(x_{i}\right)$ that satisfy $\psi\left(\tau_{i}\left(x_{i}\right)\right)$, and if $h$ is maximal, we will have

$$
\exists^{h+1} y \psi(y) \Leftrightarrow \exists y\left(\psi(y) \wedge y \neq \tau_{1}\left(x_{1}\right) \wedge \cdots \wedge y \neq \tau_{k}\left(x_{k}\right)\right)
$$

in the structure.

Luckily, we can encode the above conditions easily syntactically, and then we can simply try all possible combinations.

$$
\phi^{\prime}(\bar{x})=\bigvee_{h=0}^{k} \bigvee_{\substack{P \subseteq \mid k] \\
Q \subseteq P,|Q|=h}}\left[\begin{array}{l}
\bigwedge_{i \in P} \psi\left(\tau_{j}\left(x_{j}\right)\right) \wedge \\
\bigwedge_{j \in Q}^{j \in[k] \backslash P} \\
\exists^{h+1} y \psi(y) \\
\\
\bigwedge_{i}\left(x_{i}\right)=\tau_{j}\left(x_{j}\right) \wedge \\
\left.\tau_{j}\left(x_{j}\right)\right) \wedge
\end{array}\right]
$$

Now in any structure $\mathcal{S}$ it holds that

$$
\phi^{\prime}(\bar{x}) \Leftrightarrow \exists y\left(\psi(y) \wedge y \neq \tau_{1}\left(x_{1}\right) \wedge \cdots \wedge y \neq \tau_{k}\left(x_{k}\right)\right)
$$

Corollary 3.1. Given a signature $\sigma$ as above, every first-order sentence is equivalent to a boolean combination of cardinality formulae on bijective structures.

Proof. Result follows from above proposition immediately: the obtained formula will have the same free variables and will thus be an equivalent sentence. Note that an atomic formula can only occur inside a cardinality formula as otherwise it would introduce a free variable.

This result has a computational interpretation: any first-order property of a bijective structure can now be evaluated by taking a boolean combination of properties that in turn can be checked by going through elements of the model and evaluating a local property for each and only doing bounded counting during the scan (namely up to the cardinality of the cardinality formulae used). In other words this means that for a fixed formula the expressed property is checked in linear time and constant space.

### 3.2 Normalizing logic on pixel structures

We will now use the elimination of quantifiers from the previous section to show that anything expressible in EMSO on pixel structures can be expressed by a sentence using only a single universal first-order quantification. We first apply the result from the previous section to pixel structures:

Corollary 3.2. On pixel structures, each first-order sentence is equivalent to a boolean combination of cardinality formulae.

Proof. If we extend our pixel structures with corresponding $\operatorname{pred}_{i}$ function for each $\operatorname{succ}_{i}$ and $i \in[d]$, corollary 3.1 from the previous section clearly applies as the structures become bijective with this signature. If we can now show that each $\operatorname{pred}_{i}$ can be expressed using only $\operatorname{succ}_{i}$ given that the sentence is a boolean combination of cardinality formulae, we can eliminate the new symbols and thus establish the result for our original signature.

But certainly a cardinality formula $\exists^{\geq^{k} x} \phi(x)$ is equivalent to $\exists^{\geq k} x \phi\left(\operatorname{succ}_{i}(x)\right)$ for any $i \in[d]$, as each succ $_{i}$ is bijective. Furthermore, all the successor and predecessor functions commute with each other so we can simply use above observation, substitute $^{\operatorname{succ}}{ }_{i}(x)$ for $x$ for every pred $_{i}$ mentioned in the formula and then eliminate the corresponding pairs of them using commutativity. Thus all $\operatorname{pred}_{i}$ functions have been eliminated and we are left with a boolean combination of cardinality formulae in the original signature.

Of course, the above result applies to any class of bijective structures where the interpretations of the functions always commute with each other. Next we use the inductive power of pixel structures and bounded counting ability of EMSO to eliminate the cardinality formulae.
Proposition 3.2. $\mathrm{EMSO} \subseteq \operatorname{EMSO}\left(\forall^{1}\right)$ on pixel structures.
Proof. Let $\exists \bar{U} \phi$ be a sentence of EMSO. By the previous corollary, we can assume the first-order part $\phi$ to be a boolean combination of cardinality formulae. It will be enough to show that any cardinality formula of form $\exists \geq k x \psi(x)$ or $\neg \exists \geq k x \psi(x)$ can be expressed as a sentence of $\operatorname{EMSO}\left(\forall^{1}\right)$ as we can assume the boolean combination of cardinality formulae to be in disjunctive normal form and $\operatorname{EMSO}\left(\forall^{1}\right)$ is closed under conjunction and disjunction.

The idea is to use $\min _{i}, \max _{i}$ and $\operatorname{succ}_{i}$ functions to iterate the structure in lexicographic order and to use $k$ new relation symbols $\left(U_{j}\right)_{1 \leq j \leq k}$ to perform bounded counting up to $k$ : the intended meaning of $U_{j}(x)$ being that there are at least $j$ pixels satisfying $\psi$ in the structure up to $x$ in the lexicographic order.

Let us temporary expand our signature with $\min _{\text {lex }}$, $\max _{\text {lex }}$ and $\operatorname{succ}_{\text {lex }}$ interpreted as lexicographic order on $[n]^{d}$ given a pixel structure with domain [ $n$ ]. Given a quantifier-free formulae $\psi(x)$, define $\psi^{\prime}(x)$ as conjunction of the following formulae

$$
\begin{gathered}
\min _{\operatorname{lex}}(x) \rightarrow\left[\left(\psi(x) \leftrightarrow U_{1}(x)\right) \wedge \bigwedge_{1<i \leq k} \neg U_{i}(x)\right] \\
\neg \max _{\operatorname{lex}}(x) \rightarrow \bigwedge_{1 \leq i \leq k}\left[\left(U_{i}(x) \vee\left[\psi\left(\operatorname{succ}_{\operatorname{lex}}(x)\right) \wedge \bigwedge_{1 \leq j<i} U_{j}(x)\right]\right) \leftrightarrow U_{i}\left(\operatorname{succ}_{\operatorname{lex}}(x)\right)\right] .
\end{gathered}
$$

Now given any pixel structure, there is always a unique interpretation for $U_{1}, \ldots, U_{k}$ satisfying $\forall x \psi^{\prime}(x)$. Furthermore, this makes $\exists \geq k x \psi(x)$ equivalent to

$$
\exists U_{1} \ldots U_{k} \forall x\left[\psi^{\prime}(x) \wedge \max _{\mathrm{lex}}(x) \rightarrow U_{k}(x)\right]
$$

and $\neg \exists \geq{ }^{k} x \psi(x)$ to

$$
\exists U_{1} \ldots U_{k} \forall x\left[\psi^{\prime}(x) \wedge \max _{\operatorname{lex}}(x) \rightarrow \neg U_{k}(x)\right]
$$

Now it only remains to get rid of $\min _{\text {lex }}$, $\max _{\text {lex }}$ and $\operatorname{succ}_{\text {lex }}$ that are not part of our our vocabulary. This must be done while observing the requirement for the final formula.

Note first, that $\operatorname{succ}_{\text {lex }}(x)=\operatorname{succ}_{i} \ldots \operatorname{succ}_{d}(x)$ for smallest $i \in[d]$ such that $\max _{j}(x)$ holds for all $j>i$. Suppose $\phi\left(\operatorname{succ}_{\text {lex }}(x)\right)$ is a formula involving $\operatorname{succ}_{\text {lex }}(x)$ term. We may rewrite it equivalently as

$$
\bigwedge_{i \in[d]}\left(\left[\neg \max _{i}(x) \wedge \bigwedge_{i<j \leq d} \max _{j}(x)\right] \rightarrow \psi\left(\operatorname{succ}_{i} \ldots \operatorname{succ}_{d}(x)\right)\right) .
$$

To rewrite $\psi\left(\max _{\text {lex }}(x)\right)$ and $\psi\left(\min _{\text {lex }}(x)\right)$ we simply write

$$
\bigwedge_{i \in[d]} \max _{i}(x) \rightarrow \psi(x)
$$

and

$$
\bigwedge_{i \in[d]} \min _{i}(x) \rightarrow \psi(x),
$$

respectively.
Reduction of $\operatorname{EMSO}$ to $\operatorname{EMSO}\left(\forall^{1}\right)$ is already quite a strong normal form when locality is considered: it essentially states that a bunch of properties (existential monadic second-order quantification) holds uniformly in the structure (universal first-order quantification) where each property is determined for each pixel by a bounded local neighbourhood (only successor functions used to refer to other elements). Indeed, in the above proof more was seen: cardinality statements of EMSO were converted into a sort of a "scan" through the structure. In the next section, we will use similar ideas and reduce $\operatorname{EMSO}\left(\forall^{1}\right)$ even further.

### 3.3 Tiling pictures

As seen in section 2 above, tilings are an interesting way to look at picture languages due to their inherent locality properties. In this section, we will
use tilings to define the class of recognizable $d$-dimensional picture languages $\operatorname{REC}^{d}$ and show that it in fact coincides with $\operatorname{EMSO}\left(\forall^{1}\right)$.

We will begin by introducing two normalizations of $\operatorname{EMSO}\left(\forall^{1}\right)$. The first is to observe that identity statements are not required to talk about pixel structures. This makes sense intuitively - as we are only quantifying pixels using one universal quantifier and we can only use terms that include successor functions that are permutations, any identity atomic formulae would in fact evaluate the same for all pixels and simply express a statement about the size of the picture.

Proposition 3.3. On pixel structures, a sentence of $\operatorname{EMSO}\left(\forall^{1}\right)$ is equivalent to an $\operatorname{EMSO}\left(\forall^{1}\right)$ sentence that contains no identity atoms i.e atomic formulae of form $\tau_{1}(x)=\tau_{2}(x)$.
Proof. Let $\exists \bar{U} \forall x \psi(x)$ be a sentence of $\operatorname{EMSO}\left(\forall^{1}\right)$. Note that $\psi$ is quantifierfree. Also assume $\psi$ to be in negative normal form meaning that negation symbols occur only in front of atomic formulae.

Consider first what equalities mean on pixel structures. An atomic formula $\operatorname{succ}_{i}^{k}(x)=x$ is true in the pixel structure of a picture $p$ with domain $[n]$ iff $k$ is a multiple of $n$. Also note that due to the nature of successor functions in our square pictures, $\tau_{1}(x)=\tau_{2}(x)$ holds for one pixel iff it holds for all pixels. Given an identity statement for $c>0$ and $\tau_{1}$ and $\tau_{2}$ such that they do not contain $\operatorname{succ}_{i}$, it holds on pixel structures that

$$
\operatorname{succ}_{i}^{c}\left(\tau_{1}(x)\right)=\tau_{2}(x) \leftrightarrow\left(\operatorname{succ}_{i}^{c}(x)=x \wedge \tau_{1}(x)=\tau_{2}(x)\right) .
$$

This follows from two facts: that due to the nature of successor functions any identity statement either holds for all pixels or none, and that distinct successor functions are independent. Thus we may assume without loss of generality that each identity atomic formula is of form $\operatorname{succ}_{i}^{c}(x)=x$ for some $i \in[d]$ and $c>0$.

Let $\operatorname{succ}_{i}^{c}(x)=x$ then be an atomic identity formula of $\psi(x)$. The idea is simple: we use bounded counting as we did in the last section-only simplerto count successors from a $\min _{i}$ pixel to max ${ }_{i}$ pixel. $\operatorname{succ}_{i}^{c}(x)=x$ holds iff we count exactly $c$ successors between the pixels. For each $k \in[c]$ we introduce a new symbol $C_{i}^{=k}$ and let

$$
\delta_{i}^{c}(x)=\left(\min _{i}(x) \leftrightarrow C_{i}^{=1}\right) \wedge \bigwedge_{j \in[c-1]}\left(C_{i}^{=j}(x) \leftrightarrow C_{i}^{=j+1}\left(\operatorname{succ}_{i}(x)\right)\right) .
$$

Note that when the above holds in a pixel structure, $C_{i}^{=c}$ holds of the pixel having $\max _{i}$ exactly when $k$ is a multiple of $n$ since we begin counting at $\min _{i}$ and let it cycle to min if needed.

Now $\exists \bar{U} \forall x \psi(x)$ is equivalent to

$$
\exists \bar{U} \exists_{j \in[c]} C_{i}^{=j} \forall x\left(\delta_{i}^{c}(x) \wedge \psi^{\prime}(x)\right),
$$

where $\psi^{\prime}(x)$ has been obtained by substituting every positive literal $\operatorname{succ}_{i}^{c}(x)$ with

$$
\max _{i}(x) \rightarrow C_{i}^{=c}(x) .
$$

and every negative literal $\neg \operatorname{succ}_{i}^{c}(x)$ with

$$
\max _{i}(x) \rightarrow \neg C_{i}^{=k}(x) .
$$

We can now repeat this replacement until no more identity statements remain in the sentence.

Next we use similar techniques to remove term nesting, normalize "direction" of successors and make the overall form more inductive, removing cyclicity. Note that this logical form is essentially an inductive verification of a guessed (cf. projection) hv-local tiling (see section 2.3) for each dimension separately.

Proposition 3.4. On pixel structures, a sentence of $\operatorname{EMSO}\left(\forall^{1}\right)$ is equivalent to a sentence of form

$$
\exists \bar{U} \forall x \bigwedge_{i \in[d]}\left[\begin{array}{c}
\min _{i}(x) \rightarrow m_{i}(x) \wedge \\
\max _{i}(x) \rightarrow M_{i}(x) \wedge \\
\neg \max _{i}(x) \rightarrow \psi_{i}(x)
\end{array}\right],
$$

where $m_{i}, M_{i}$ and $\psi_{i}$ are quantifier-free formulae such that atomic formulae of

- $m_{i}(x)$ and $M_{i}(x)$ are of form $Q(x)$
- $\psi_{i}(x)$ are of form $Q(x)$ or $Q\left(\operatorname{succ}_{i}(x)\right)$,
with each $Q \in\left\{\left(Q_{s}\right)_{s \in \Sigma}, \bar{U}\right\}$.
Proof. Let now $\exists \bar{U} \forall x \psi(x)$ be a sentence of $\operatorname{EMSO}\left(\forall^{1}\right)$. In the light of previous proposition, we may assume that $\psi(x)$ contains no identity atomic formulae.

For a unary predicate symbol $Q$, define for each term $\tau$ a new relation symbol $U_{Q, \tau(x)}$ and then by induction on construction of terms the corresponding formulae $\psi_{Q, \tau(x)}$ as follows:

$$
\psi_{Q, x}=U_{Q, x} \leftrightarrow Q(x)
$$

$$
\psi_{Q, \operatorname{succ}_{i}(\tau(x))}=\left(U_{Q, \operatorname{succ}_{i}(\tau(x))} \leftrightarrow U_{Q, \tau(x)}\left(\operatorname{succ}_{i}(x)\right)\right) \wedge \psi_{Q, \tau(x)} .
$$

The idea here is to remove nesting in terms by guessing a predicate that knows how the term will be evaluated for the predicate we are interested in.

Let $\psi^{\prime}(x)$ be the formula resulting from simultaneously replacing each atomic formula $Q(\tau(x))$ of $\psi(x)$ with $U_{Q, \tau(x)}(x)$. Now certainly $\exists \bar{U} \forall x \psi(x)$ is equivalent to

$$
\left.\underset{\substack{U(\tau(x)) \in \psi}}{\exists \bar{U} \exists\left(U_{Q, \tau(x)}\right) \forall x\left(\psi^{\prime}(x) \wedge\right.} \bigwedge_{Q(\tau(x)) \in \psi} \psi_{Q, \tau(x)}\right),
$$

where $Q(\tau(x)) \in \psi$ means that $Q(\tau(x))$ is an atomic formula of $\psi$.
We introduce some terminology to help complete the proof. By a clause we mean a disjunction of literals. Note that a clause $C_{1} \vee \cdots \vee C_{n}$ may be also be written equivalently as $\neg C_{1} \rightarrow\left(C_{2} \vee \cdots \vee C_{n}\right)$. A clause is

- pure if it only contains atoms of the form $Q(x)$ where $Q$ is not $\min _{j}$ nor $\max _{j}$ for any $j \in[d]$.
- $i$-cyclic if it only contains atoms of the form $Q(x)$ or $Q\left(\operatorname{succ}_{i}(x)\right)$ where $Q$ is not $\min _{j}$ nor $\max _{j}$ for any $j \in[d]$.
- $i$-local if it is of a form $\neg \max _{i}(x) \rightarrow C(x)$ where $C(x)$ is an $i$-cyclic clause.
- $i$-min if if it is of the form $\min _{i}(x) \rightarrow C(x)$ where $C(x)$ is a pure clause.
- $i$-max if if it is of the form $\max _{i}(x) \rightarrow C(x)$ where $C(x)$ is a pure clause.

Note that the claim of the proposition is now equivalent to showing that

$$
\psi^{\prime}(x) \wedge \bigwedge_{Q(\tau(x)) \in \psi} \psi_{Q, \tau(x)}
$$

is equivalent to a conjunction of clauses such that each clause is either pure, $i$-min, $i$-max or $i$-local for some $i \in[d]$. Pure clauses are not allowed in the requirement, but note that a pure clause $C(x)$ of the conjunctive normal form is equivalent to

$$
\bigwedge_{i \in[d]}\left(\begin{array}{c}
\min _{i}(x) \rightarrow C(x) \wedge \\
\max _{i}(x) \rightarrow C(x) \wedge \\
\neg \min _{i}(x) \rightarrow C(x)
\end{array}\right) .
$$

Put $\psi^{\prime}(x)$ in conjunctive normal form. Note that each clause of $\psi^{\prime}(x)$ is pure, because it only makes use of term $x$ along with relation symbols $Q_{\tau(x)}$ for any relation symbol $Q$ and term $\tau(x)$ mentioned in $\psi$.

So we are left to deal with conjuncts of form $\psi_{Q, \tau(x)}$ for each $Q(\tau(x))$ mentioned in the original formula $\psi$. We will handle $\psi_{Q, x}$ and $\psi_{Q, \operatorname{succ}_{i}\left(\tau^{\prime}(x)\right)}$ separately.

For $\psi_{Q, x}$ we have tree cases:

- If $Q$ is not $\min _{i}$ nor $\max _{i}$ for any $i \in[d], \psi_{Q, x}$ is pure and can be handled as above.
- If $Q=\min _{i}$ for $i \in[d]$, the definition of $\psi_{Q, x}$ becomes

$$
U_{Q, x}(x) \leftrightarrow \min _{i}(x)
$$

which is equivalent to

$$
\left(\min _{i}(x) \rightarrow U_{\min _{i}, x}(x)\right) \wedge\left(\neg \min _{i}(x) \rightarrow \neg U_{\min _{i}, x}(x)\right)
$$

The first conjunct here is $i$-min already. The second conjunct can be replaced with $i$-local clause

$$
\neg \max _{i}(x) \rightarrow \neg U_{\min _{i}, x}\left(\operatorname{succ}_{i}(x)\right),
$$

which is equivalent due to our universal quantification.

- If $Q=\max _{i}, \psi_{\max _{i}, x}$ is equivalent to

$$
\left(\max _{i}(x) \rightarrow U_{\max _{i}, x}(x)\right) \wedge\left(\neg \max _{i}(x) \rightarrow \neg U_{\max _{i}, x}(x)\right)
$$

Here already the first conjunct is $i$-max and the second one $i$-local so there is nothing more to do.
Let a term $\tau(x)$ then be given. Formula $\psi_{Q, \text { succ }_{i}(\tau(x))}$ is defined inductively as a conjunction so we can assume $\psi_{Q, \tau(x)}$ handled already ( $\psi_{Q, x}$ was handled above) and deal with the new conjunct introduced in the inductive step:

$$
U_{Q, \operatorname{succ}_{i}(\tau(x))}(x) \leftrightarrow U_{Q, \tau(x)}\left(\operatorname{succ}_{i}(x)\right) .
$$

The $i$-local part is easily recognized, but we need to get rid of cyclicity on the $\max _{i}(x)$ pixel, when $\operatorname{succ}_{i}(x)$ refers to $\min _{i}$ pixel. This, however, is easily handled by another new unary relation symbol $U_{Q, \tau(x)}^{\min _{i}}$ that remembers $U_{Q, \tau(x)}(x)$ for $\min _{i}(x)$. Thus assuming quantification of the new relation symbol, we can replace $\psi_{Q, \text { succ }_{i}(\tau(x))}$ with equivalent

$$
\begin{aligned}
\min _{i}(x) & \rightarrow\left(U_{Q, \tau(x)}^{\min _{i}}(x) \leftrightarrow U_{Q, \tau(x)}(x)\right) \wedge \\
\neg \max _{i}(x) & \rightarrow\left(U_{Q, \tau(x)}^{\min _{i}}(x) \leftrightarrow U_{Q, \tau(x)}^{\min _{i}}\left(\operatorname{succ}_{i}(x)\right)\right) \wedge \\
\neg \max _{i}(x) & \rightarrow\left(U_{Q, \operatorname{succ}_{i}(\tau(x))}(x) \leftrightarrow U_{Q, \tau(x)}\left(\operatorname{succ}_{i}(x)\right)\right) \wedge \\
\max _{i}(x) & \rightarrow\left(U_{Q, \operatorname{succ}_{i}(\tau(x))}(x) \leftrightarrow U_{Q, \tau(x)}^{\min _{i}}(x)\right)
\end{aligned}
$$

made up of $i$-max and $i$-local clauses.

We now define a tiling system to classify pictures. We will make use of the bordering defined in the previous section. We first define notion of tilings and local picture languages.

## Definition 3.6.

1. Given a $d$-picture $p$ and $j \in[d]$, pixels $\left(a_{1}, \ldots, a_{d}\right)$ and $\left(b_{1}, \ldots, b_{d}\right)$ are said to be $j$-adjacent if $\left|a_{j}-b_{j}\right|=1$ and $a_{k}=b_{k}$ for any $k \in[d]$ with $k \neq j$.
2. A tile for a $d$-language $\Sigma$ is a pair in $\left(\Sigma^{\sharp}\right)^{2}$.
3. A picture $p:[d]^{d} \rightarrow \Sigma$ is $j$-tiled by a set of tiles $\Delta \subseteq\left(\Sigma^{\sharp}\right)^{2}$ if for any two $j$-adjacent $a, b \in \operatorname{dom}\left(p^{\sharp}\right)$ it holds that $\left(p^{\sharp}(a), p^{\sharp}(b)\right) \in \Delta$.
4. A $d$-picture $p$ is tiled by $\left(\Delta_{1}, \ldots, \Delta_{d}\right)$, if $p$ is $j$-tiled by $\Delta_{j}$ for each $j \in[d]$.
5. We write $\mathcal{L}\left(\Delta_{1}, \ldots, \Delta_{d}\right)$ for the set of $d$-pictures tiled by $\left(\Delta_{1}, \ldots, \Delta_{d}\right)$.
6. A $d$-language $L$ on $\Sigma$ is $\left(\Delta_{1}, \ldots, \Delta_{d}\right)$-tiled if $L=\mathcal{L}\left(\Delta_{1}, \ldots, \Delta_{d}\right)$.
7. A $d$-language $L$ is local if it is $\left(\Delta_{1}, \ldots, \Delta_{d}\right)$-tiled by some sets of tiles $\left(\Delta_{1}, \ldots, \Delta_{d}\right)$.

Even though local picture languages is a rather weak notion, it becomes powerful once we add ability to use extra markings during recognition. This will be seen to correspond to the existential quantification of unary predicates in EMSO.

Definition 3.7. A $d$-language $L$ on $\Sigma$ is recognizable if it is the projection of a local $d$-language over alphabet $\Sigma^{\prime}$. In other words, there exists a function $\pi: \Sigma^{\prime} \rightarrow \Sigma$ and a local $d$-language $L^{\prime}$ such that

$$
L=\pi\left(L^{\prime}\right)=\left\{\pi \circ p: p \in L^{\prime}\right\} .
$$

Note that $\pi \circ p$ is a $d$-picture over $\Sigma$.
The class of recognizable $d$-languages over $\Sigma$ is denoted by $\operatorname{REC}^{d}(\Sigma)$ or simply $\mathrm{REC}^{d}$ when the alphabet used is understood.

Theorem 3.1. For any $d>0$ and a d-language $L$ on $\Sigma$ : $L \in \mathrm{REC}^{d}$ iff $\operatorname{pixel}^{d}(L) \in \operatorname{EMSO}\left(\forall^{1}\right)$.

Proof. Assume first, that $L$ is a recognizable $d$-language over alphabet $\Sigma$. Let $\Delta_{1}, \ldots, \Delta_{d}$ be sets of tiles over an alphabet $\Sigma^{\prime}$ and $\pi: \Sigma^{\prime} \rightarrow \Sigma$ be such that $L=\pi\left(\mathcal{L}\left(\Delta_{1}, \ldots, \Delta_{d}\right)\right)$. We may assume that alphabets $\Sigma$ and $\Sigma^{\prime}$ are distinct.

First we validate the underlying local language. Define formula $\Psi_{\Delta_{1}, \ldots, \Delta_{d}}$ as

$$
\Psi_{\Delta_{1}, \ldots, \Delta_{d}}=\bigwedge_{i \in[d]}\left[\begin{array}{l}
\min _{i}(x) \rightarrow \bigvee_{(\sharp, s) \in \Delta_{i}}^{\bigvee} Q_{s}(x) \wedge \\
\neg \max _{i}(x) \rightarrow \bigvee_{\left(s, s^{\prime}\right) \in \Delta_{i}}\left(Q_{s}(x) \wedge Q_{s^{\prime}}\left(\operatorname{succ}_{i}(x)\right)\right) \wedge \\
\max _{i}(x) \rightarrow \bigvee_{(s, \sharp) \in \Delta_{i}} Q_{s}(x) \wedge
\end{array}\right]
$$

Note that for a $d$-picture over $\Sigma^{\prime}$ it holds that

$$
\operatorname{pixel}^{d}\left(p^{\prime}\right) \models \Psi_{\Delta_{1}, \ldots, \Delta_{d}} \text { iff } p^{\prime} \in \mathcal{L}\left(\Delta_{1}, \ldots, \Delta_{d}\right)
$$

Now we only need to quantify symbols $\left(Q_{s}\right)_{s \in \Sigma^{\prime}}$ and express that they respect projection $\pi$, and we can recognize $L$. That is, let $\Psi_{L}$ be the $\operatorname{EMSO}\left(\forall^{1}\right)$ sentence
$\left(\exists Q_{s}\right)_{s \in \Sigma^{\prime}} \forall x: \Psi_{\Delta_{1}, \ldots, \Delta_{d}} \wedge \bigwedge_{s \in \Sigma}\left(Q_{s}(x) \rightarrow\left[\bigoplus_{s^{\prime} \in \pi^{-1}(s)} Q_{s^{\prime}}(x) \wedge \bigwedge_{s^{\prime} \in \Sigma^{\prime} \backslash \pi^{-1}(s)} \neg Q_{s^{\prime}}(x)\right]\right)$,
where $\oplus$ means exclusive disjunction. The sentence expresses that pixel labelled $Q_{s}$ must be labelled by exactly one of its inverse elements in $\pi$ and by no other labels. We now have

$$
p \in L \text { iff } \operatorname{pixel}^{d}(p) \models \Psi_{L} .
$$

Assume then, that pixel $(L)$ is definable in $\operatorname{EMSO}\left(\forall^{1}\right)$. By proposition 3.4 we may assume it to be defined by a sentence

$$
\Psi_{L}=\exists \bar{U} \forall x \bigwedge_{i \in[d]}\left[\begin{array}{c}
\min _{i}(x) \rightarrow m_{i}(x) \wedge \\
\max _{i}(x) \rightarrow M_{i}(x) \wedge \\
\neg \max _{i}(x) \rightarrow \psi_{i}(x)
\end{array}\right],
$$

where $m_{i}, M_{i}$ and $\psi_{i}$ are as in proposition 3.4.
Let $\bar{U}=U_{1}, \ldots, U_{k}$. Put each $m_{i}, M_{i}$ and $\psi_{i}$ in complete disjunctive normal form i.e disjunctive normal form so that every clause in $m_{i}, M_{i}$ and $\psi_{i}$ mentions every atomic sentence of form $Q_{s}(x)$ and $U_{j}(x)$ for every $j \in[k]$, and $\psi_{i}$ further every atomic sentence of form $Q_{s}(\operatorname{succ}(x))$ or $U_{j}\left(\operatorname{succ}_{i}(x)\right)$-this is done by simply splitting each disjunct for every atomic formula not mentioned
in it until they become explicit. Also note that exactly one of $\left(Q_{s}(x)\right)_{s \in \Sigma}$ and one of $\left(Q_{s}\left(\operatorname{succ}_{i}(x)\right)\right)_{s \in \Sigma}$ appears as a positive literal in each clause of $m_{i}, M_{i}$ and $\psi_{i}$. A clause having multiple positive occurrences of either could not be satisfied by any pixel structure. We will use this fact next.

Define new alphabet $\Sigma^{\prime}=\Sigma \times \mathcal{P}([k])$ i.e attaching a subset of $[k]$ for each symbol of the original alphabet. We will use the symbols of $\Sigma^{\prime}$ to encode which of the unary predicates $U_{j}$ hold for a given pixel. For each $i \in[d]$ let $\Delta_{i} \subseteq\left(\Sigma^{\prime / 4}\right)^{2}$ be the union of the following sets:

- $\left((s, K),\left(s, K^{\prime}\right)\right) \in\left(\Sigma^{\prime}\right)^{2}$ such that $\psi_{i}$ has a clause having exactly $Q_{s}(x)$, $Q_{s^{\prime}}(\operatorname{succ}(x)),\left(U_{k}(x)\right)_{k \in K}$ and $\left(U_{k}\left(\operatorname{succ}_{i}(x)\right)\right)_{k \in K}$ as positive literals,
- $(\sharp,(s, K)) \in\left(\Sigma^{\prime \sharp}\right)^{2}$ such that $m_{i}$ has a clause having exactly $Q_{s}(x)$ and $\left(U_{k}(x)\right)_{k \in K}$ as positive literals,
- $((s, K), \sharp) \in\left(\Sigma^{\prime \sharp}\right)^{2}$ such that $M_{i}$ has a clause having exactly $Q_{s}(x)$ and $\left(U_{k}(x)\right)_{k \in K}$ as positive literals.

In other words, for each $i \in[d]$ we have

$$
\left.\begin{array}{rl}
\psi_{i}= & \bigvee_{\left((s, K),\left(s, K^{\prime}\right)\right) \in\left(\Sigma^{\prime}\right)^{2}}\left(\begin{array}{l}
Q_{s}(x) \wedge Q_{s^{\prime}}(\operatorname{succ}(x)) \wedge \\
\bigwedge_{j \in K} U_{j}(x) \wedge \bigwedge_{j \in K^{\prime}} U_{j}\left(\operatorname{succ}_{i}(x)\right) \wedge \\
\bigwedge_{j \in[k] \backslash K} U_{j}(x) \wedge \\
\bigwedge_{j \in[k] \backslash K^{\prime}}
\end{array} U_{j}\left(\operatorname{succ}_{i}(x)\right)\right.
\end{array}\right),
$$

Finally, define projection $\pi: \Sigma^{\prime} \rightarrow \Sigma$ as $\pi((s, K))=s$. The projection was defined by the formula and the tiling defined above expresses the same properties of the guessed predicates as does the formula, so we have

$$
L=\pi\left(\mathcal{L}\left(\Delta_{1}, \ldots, \Delta_{d}\right)\right)
$$

and $L$ is seen to be recognizable as a projection of a local language.
We will collect the results of this section in the following corollary:
Corollary 3.3. Given a d-language L, the following are equivalent:

- $\operatorname{pixel}^{d}(L)$ is definable in EMSO
- $\operatorname{pixel}^{d}(L)$ is definable in $\operatorname{EMSO}\left(\forall^{1}\right)$
- $L \in \mathrm{REC}^{d}$.


## 4 Computational aspects of recognizable languages

Evaluating and otherwise examining word automata has many applications in computer science and real world programming because of the low complexity of such tasks-for pictures, it turns out the complexity is anything but usable. Below we will give examples of how the situation regarding computational aspects changes when moving from one dimensional words to pictures of even two dimensions.

### 4.1 Membership problem

Given a description of a word automaton and a word, it is trivial to check whether the automaton accepts the word or not. Given a description (in at least two-dimensions) of a tiling system and a picture, however, it is an NP-complete problem (see [Sch98]) to check whether the tiling system accepts the picture. In fact, there even exists a tiling system such that it is an NP-complete problem to ask whether a given picture is accepted by this fixed tiling system.

### 4.2 Emptiness problem

The emptiness problem for tiling systems is undecidable (see [GR92]). It is possible to encode a computation of a given Turing machine as a tiling system in two dimensions so that the input is placed on the first row and the further rows represent steps of the calculation. The language, then, includes pictures for which the computation halts before the last row is reached. However, the halting problem for Turing machines is known to be undecidable and it is now equal to asking whether the described picture language is empty.

### 4.3 Simulation of computation

In [Bor08] it is shown that the stopping calculations of of a non-deterministic Turing machine of complexity $\operatorname{NPTIME}\left(n^{d}\right)$ is recognizable language of $2 d$ dimensional pictures. Another form of evidence of the computation complexity of tiling systems is also shown by the fact that a $(d+1)$-dimensional tiling system can simulate the calculation of a $d$-dimensional linear time nondeterministic cellular automaton, which again is a very powerful class of computations (see [GO16]).

### 4.4 Cellular automata

Those familiar with cellular automata will have noticed that the online tessellation automata introduced in section 2.4 is subfamily of cellular automata with the property that the scan is performed diagonally and a once determined (non-quiescent) value is never changed again, making the computation end after a linear number of steps. Another interesting fact related to recognizability is that the computation diagram of a $d$-dimensional cellular automaton is a recognizable $(d+1)$-dimensional picture, the required additional dimension being, of course, time.

The theory of picture languages has much more to do with cellular automata. Besides our logical characterization of REC studied here, in [GO16] the authors present another similar result which characterizes the linear running time of a d-dimensional non-deterministic cellular automata to a sublogic of existential second-order logic which allows $d+1$ universal quantifiers and predicate arity of $d+1$.

## 5 Discussion

While we have seen that the class of recognizable picture languages has many interesting characterizations that generalize those of word languages, it can also be seen that they are rather powerful ones when dimension is above one, and the computational complexity as examined in the previous section is much different than that of regular word languages. While these characterizations rose as a desire to find a characterization that unites logical, automata-based and tiling-based characterizations like in word languages, it may be that it is rather by the simplicity of one-dimensional case that so many classes of languages collapse into one and the same for word languages even though the computational model is simple.

Due to above, lately research has also shifted towards more limited versions of picture automata, tilings and logics in an attempt to find more computationally robust classes of picture languages that still would resemble regular word languages in some nice way. As far as the author knows, no comprehensive survey of these exist yet. One problem that seems common to these approaches is that the definitions tend to become much more difficult to understand: one attraction of regular word languages is that its characterizations based on regular expressions and automata so easy to state that undergraduate students can readily work with them.

As further work, creating a survey of the recent developments in recognizing pictures would surely be an interesting and fruitful journey. Also pictures, other concepts introduced here and even cellular automata generalize naturally for graphs. Indeed, before recognizable picture languages were defined, a corresponding tiling system for graphs was introduced by [Tho91], who also proved its equivalency with EMSO. Other closely related work also exists. For example [Kuu13] has studied messaging in distributed computing via message passing automata that is similar to cellular automata but operates on a directed graph and also introduces information hiding that limits the state information available to the neighbours or message receivers. Looking for more recent results among both generalized and specialized cases such as these to find transferable theorems not yet interpreted in one of them could also be a useful to further research.
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