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Introduction

Much of the research on algorithmic systems has focused on 
widely used platforms such as Facebook (e.g., Bucher, 2018), 
Google (e.g., Gillespie, 2017), and Uber (e.g., Lee et  al., 
2015; Rosenblat & Stark, 2016), with an emphasis on what 
platform companies do and how platform users relate to them. 
In this context, the notion of gaming has been utilized to 
frame situations where users try to manipulate technical sys-
tems for their own advantage (e.g., Cotter, 2018; Ziewitz, 
2019). However, interactions in and around algorithmic sys-
tems can include a broader set of stakeholders and multiple 
levels of action beyond the user and the hosting platform. 
Furthermore, algorithmic systems are increasingly being 
deployed on various scales and in various societal contexts 
where the big platform companies are not necessarily central. 
In this article, we examine the social situation that emerged 
around one such system, a project that aimed to identify hate-
speech from Finnish municipal election candidates’ public 
social media postings. The project brought together different 
public and private organizations to develop a machine learn-
ing model (later referred to simply as the model) that was 
used to monitor candidates’ social media messages for hate 

speech during the 2017 Finnish municipal elections. The 
project incurred critical responses online and even resulted in 
an interpellation to the government. Going beyond situations 
where individuals devise strategies to maximize their own 
gains by playing with algorithms’ rules or try to outright 
manipulate them (e.g., Cotter, 2018), we focus on a situation 
where a complex set of actors is involved, and where the 
legitimacy of the algorithmic system is contested.

Like previous research, we mobilize the notion of a game 
to guide our analysis, but with a broader scope that aims to 
cover the social situation around the algorithmic system. 
Conceptualizing the situation as a game directs our attention 
to actions participants take in relation to their stakes in that 
situation (Lyman & Scott, 1989), along with the roles and 
relationships of the participants. In particular, we build on 
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Erving Goffman’s work (1969) in which he studied human 
interactions with games as a heuristic device. Goffman’s 
work points us to the roles adopted by actors involved in the 
game, their strategic moves, and their ways of controlling 
information in the situation. We use interviews conducted 
with members of the monitoring project and critical online 
discussions about the project to analyze how different stake-
holders, with their differing interests, tried to achieve their 
conflicting goals and how the model was at the center of this 
conflict.

Our case is situated as part of a larger societal debate 
about the definition of hate speech, opinions regarding its 
harmfulness, and measures to mitigate it. Hateful, dis
criminating speech online, often targeted at minorities, has 
raised significant concerns (e.g., Gagliardone et  al., 2015; 
Matamoros-Fernández, 2017), but the term ‘hate speech’ 
itself is broad and contested: Some definitions focus on hate-
ful speech targeted at individuals or groups based on their 
ethnicity, gender, sexuality, or other sensitive personal prop-
erties. At the same time, hate speech is used “as a generic 
term, mixing concrete threats to individuals’ and groups’ 
security with cases in which people may be simply venting 
their anger against authority” (Gagliardone et al., 2015, p. 7). 
While definitional issues make it difficult to identify hate 
speech algorithmically, there are models that could help  
in monitoring it online (e.g., Burnap & Williams, 2015). 
However, even advanced hate-speech detection systems are 
argued to be vulnerable to deception (Gröndahl et al., 2018).

Platform companies try to counter problematic content 
with professional moderation (Gillespie, 2018), while online 
communities have deployed grassroots strategies, including 
Twitter blocklists (Geiger, 2016) and volunteer moderation 
(Matias, 2019). The project we explore resembles commer-
cial content moderation (e.g., Gerrard, 2018; Gillespie, 2018) 
in terms of the logic of automation—both aim to differentiate 
the acceptable and the non-acceptable from online content—
but here, the model was not operated by a platform company. 
Instead, the monitoring project was initiated by a non-
governmental organization (NGO). Other participants 
included a governmental body tasked to prevent and tackle 
discrimination, a software company, another NGO, and a 
team of academic researchers. Candidates’ Twitter and 
Facebook handles were collected, when available, from a 
website where they had answered to Voting Assistant 
Application questions and where they had had the possibility 
to fill in their campaigns’ social media information. Facebook 
and Twitter APIs were used to query new posts by the candi-
dates’ public accounts daily. Data were collected from 
approximately 6,400 Facebook pages and 1,300 Twitter pro-
files as not all candidates had these or listed them in the 
Voting Assistant Application. The filtering of candidate posts 
was done using the model created by the software company. 
Researchers contributed by taking part in tagging the train-
ing data for the model to train it to detect hate speech (for 
more technical details, see Laaksonen et al., 2020).

Guided by Goffman’s notion of games, we set out to 
explore how the game unfolded around the algorithmic 
model; What kinds of parties and roles emerged during the 
game? What types of moves they played? We examine dif-
ferent questions related to the game: why it exists, what are 
the payoffs, and how it is played on different levels. By lev-
els, we refer to interactions between those who created the 
model and those critical of it, and between the model and 
those who oppose it. With this approach, we aim to under-
stand a situation that features multiple stakeholders, conflict-
ing aims, as well as human and non-human participants. 
Furthermore, on the conceptual level, we explore how broad-
ening the metaphor of game beyond “gaming the system” 
might yield new insights regarding how people act in relation 
to algorithmic systems.

In what follows, we first discuss games as an analytical 
lens as well as prior research on strategic action with algo-
rithms. We, then, present our materials and methods before 
moving on to findings, where we focus on the roles, stakes, 
and moves in the game. Our study illustrates how people not 
only play against algorithmic systems but also use them to 
play games with each other, creating and casting the system 
as an ally or framing it as an enemy. These systems, then, can 
be considered to be not only players, but also game pieces. 
Thus, algorithmic systems are mediators in a larger societal 
game played by humans, where they are mobilized to achieve 
certain goals and subsequently encounter resistance from 
other individuals. Building on this notion, we conclude by 
reflecting on the broader usefulness of the game metaphor in 
analyzing interactions with and around algorithmic systems.

‘Game’ as an Analytical Lens to Study 
Strategic Action With Algorithms

Several recent studies highlight user agency in relation to 
algorithms, often by discussing strategic actions that people 
engage in when encountering algorithmic systems. Most 
common examples come from social media platforms  
(e.g., Bucher, 2018; Cotter, 2018; Van Der Nagel, 2018; 
Witzenberger, 2018), search engines (e.g., Gillespie, 2017; 
Ziewitz, 2019) and gig work platforms (e.g., Chan, 2019; 
Lee et  al., 2015). While working in the same stream, we 
approach automatic hate-speech detection and strategies to 
counter it through the metaphor of a game. A game as an 
analytical framework provides a way of ordering action and 
considering what participants have to lose or gain in a situa-
tion (Lyman & Scott, 1989). In other words, a game can be 
seen to begin when at least one actor thinks they have a stake 
in the situation. With this framing, not acting becomes a 
move in the game, too. Thus, our definition of gaming refers 
not only to moments where actors try to cheat or otherwise 
manipulate technical systems, but also to instances of inter-
action where something is at stake for someone. This is a 
broader definition of a game than the popular notion of 
‘gaming the system’ (e.g., Bambauer & Zarsky, 2018).
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We argue that interactions can almost always be 
approached with games as heuristic devices. We draw espe-
cially on Erving Goffman’s (1969) scholarship on games. 
While Goffman (1969) is perhaps best known for his drama-
turgical metaphor of everyday life, his book Strategic inter-
action, written partly while visiting game theorist Thomas 
Schelling in Harvard (Manning, 1992), considers the game-
like elements of everyday life. We build on Goffman’s work 
given its focus on different roles, moves, and the importance 
of controlling information in games, along with his consid-
erations about the consequentiality of games (Goffman, 
1967, 1969). In brief, Goffman distinguishes the roles of 
party and player in games—party referring to those whose 
interests are relevant for the game, while players are those 
who act on these interests. Although the same actor may be 
both a player and a party, this is not always the case—people 
sometimes act on others’ interest, or negotiate common 
interests upon which to act on. In addition, Goffman consid-
ers how actors may be tokens (marking taken positions), or 
informants (who provide information to other actors in 
games). As for moves, Goffman discusses how actions of 
those involved in game-like situations can be classified 
based on whether they actively try to reveal some informa-
tion about others or rather to dupe them. This control of 
information happens in what Goffman calls expression 
games. These are situations that deal with “the individual’s 
capacity to acquire, reveal, and conceal information” 
(Goffman, 1969, p. 4), something that can be seen to be an 
element of all games. We use two particular categories of 
moves to discussed by Goffman (1969): control moves, 
which refer to “the intentional effort of an informant to pro-
duce expressions that he thinks will improve his situation if 
they are gleaned by the observer” (p. 12) and naïve moves, 
which refer to a situation where an observer thinks that the 
observed is acting naturally (p. 11).

Our work can be seen as a continuation of a long scholarly 
tradition that uses the concept of a game to study social life 
(Swedberg, 2001). At the same time, it parallels recent stud-
ies on algorithmic systems with a focus on the strategic 
behavior of individuals and groups, not only with the notion 
of a game (e.g., Aspling & Juhlin, 2017; Bambauer & Zarsky, 
2018; Chan, 2019; Cotter, 2018; Ziewitz, 2019), but also 
with the help of de Certeau’s (1988) concepts of tactics and 
strategies (Van Der Nagel, 2018; Willson, 2017; Witzenberger, 
2018) and the lens of activism (Velkova & Kaun, 2019). 
Moreover, in the machine learning community, strategic 
manipulation has been used to describe situations where peo-
ple try to influence classification systems by manipulating 
inputs into the systems (Hardt et al., 2016).

Much of this recent scholarship shares the idea that con-
trolling who sees the information that participants reveal is 
consequential. These studies provide examples of the setting 
Crawford (2016) describes: “the spaces of intersection 
between humans and algorithms can be competitive and 
rivalrous, rather than being purely dictated by algorithms 

that are divorced from their human creators.” For example, 
Cotter’s (2018) article about Instagram influencers uses the 
game metaphor to study how influencers try to maximize 
their overall visibility, using different strategies to attain 
information about the platform’s algorithm(s) and how they 
take advantage of such knowledge. Maximizing one’s visi-
bility includes strategies that fall into what Gillespie (2017) 
considers making one’s actions algorithmically recogniz-
able, that is, trying to make one’s content more relevant by 
taking advantage of the logic of the algorithm. Users some-
times wish to manage their visibility with the aim of making 
it harder for some audiences to see or otherwise benefit from 
the information they share online by making it less algorith-
mically recognizable (Van der Nagel, 2018). Such action, 
however, requires awareness of the algorithms in question, 
that is, algorithmic imaginary (Bucher, 2017).

Materials and Methods

In line with Seaver’s (2017) suggestion, we use diverse data 
sources to study an algorithmic system. One of the authors 
participated in the project from its beginning and also took 
part in tagging messages for hate speech to provide the model 
with training data. Moreover, the first author interviewed 
three participants from the project, each representing a dif-
ferent participating organization. Two of the interviewees 
represented different NGOs participating in the project, 
including the initiator (NGO1 and NGO2 in the results). The 
third interviewee was a representative of the participating 
governmental body (GOV in the results). While we were, 
unfortunately, unable to secure an interview from the soft-
ware company that was involved, all relevant organizations 
are represented in our material, through the interviews and 
one author’s direct participation in the project. All interviews 
were roughly an hour long, conducted in Finnish, and tran-
scribed verbatim (resulting in 46 pages of transcription). The 
interviews were structured around four themes: (1) How the 
project started and how different actors joined it, (2) how it 
was run (division of tasks, challenges encountered), (3) the 
model itself (its creation, use, and consequences), and (4) 
what kind of aims, hopes, and expectations interviewees had 
had for the project and how they saw its outcomes.

To investigate opposing views, we analyzed two online 
forum threads that focused on the model, including alto-
gether 230 messages. These discussions took place on a 
Finnish online forum popular among individuals who call 
themselves “immigration critics.” This data source was cho-
sen using the logic of purposive sampling (Silverman, 2006), 
that is, focusing on sources where processes of interest are 
most likely to be observed. Exploring recent content on the 
site, we first identified one discussion that directly dealt with 
the model. Later on, another discussion emerged that had 
messages concerning the model. Here, we focused on differ-
ent strategies for countering the model or acting against the 
team behind it. These materials allowed us to study how the 
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model was authorized to act as a player by the team who cre-
ated it, how it was received by others with contrasting view-
points, and how the game itself was constructed by the 
participants.

In addition to interviews and forum discussions, we also 
draw upon informal discussions with the project team and 
news articles about the project. These serve us in gaining a 
broader understanding of the project and its consequences. 
For example, we heard through informal discussions that one 
project member had received an anonymous hostile message 
after being interviewed for a newspaper. News articles about 
the project were referred to in the online discussions, too, so 
we read the linked articles to better understand the discus-
sions. We used these supplementary materials to help us 
make sense of the primary materials.

In our analysis of the primary materials, we draw on 
Goffman’s (1967, 1969) work regarding games as a concep-
tual model. The first author used the concept of a game to 
guide the iterative analysis process. Originally, the analysis 
focused on expression games (Goffman, 1969), coding for 
(1) what kind of information different stakeholders tried to 
gain and (2) what kind of information they tried to signal. 
Here, we intended to focus on the “gaming the system” per-
spective, that is, on speculations and strategies about how to 
manipulate the model. However, the initial round of analysis 
revealed that this focus led to a limited understanding of the 
situation. Hence, the data were re-analyzed with codes relat-
ing to different roles, interests, stakes, and moves. As a result, 
we classified the parties and players in the game and identi-
fied different interests that were said to be served. Second, 
we explored how different participants in the game tried to 
make it matter to others, that is, what was at stake in the 
game. Here, a key idea was to consider what it would mean 
for someone to win or lose in the game. Third, we examined 
expression games with the model: how was the model used 
to try to reveal information, and what kinds of strategies did 
those opposing the model discuss for manipulating or hiding 
information from it? Here, we drew on our different materi-
als to understand in more detail the model’s role in the larger 
game around it. Finally, we revisited the transcripts to ensure 
that our analysis reflects the materials fairly and does not 
include exaggerated claims.

Parties and Players in the Game

When looking at algorithmic systems through the theoreti-
cal lens of a game as we have conceptualized it here, we 
consider the users, system designers, and other stakehold-
ers as parties who have interests regarding the outcome of 
the game and/or as players who act on those interests 
(Goffman, 1969). In addition, we conceptualize the game 
that was played with and around the model as one where its 
designers and those critical of it could be both parties and 
players. As mentioned above, the difference between these 
two is that a party has a unitary interest to promote while a 

player is authorized to act on a party’s behalf (Goffman, 
1969, p. 86). A member of a party can be a player, but these 
roles are not always shared by the same actor. As algo-
rithms do not have interests, they may be players but not 
parties— in this case, their role is to represent the interests 
of others. To be clear, a party in this sense is not the same 
as a political party. Below, we describe how roles in the 
game became visible. Examining how different parties and 
players position themselves in relation to each other helps 
us to understand why a game exists and what it is about. 
When it comes to the empirical case at hand, this helps us 
make sense of questions like why particular players played 
(or speculated on playing) the moves we describe below, 
how they formed parties under common interests, and how 
the roles they found themselves in were brought about in 
their relations to the other party and players.

The game we describe here came into being through the 
following process: first, a coalition of organizations crafted a 
common goal of using machine learning techniques to detect 
hate speech in municipal elections. Further individuals who 
heard about this intervention and considered it problematic 
then discussed strategies to counter the effort. Here, we 
frame this disruption of routine as the beginning of a game 
that formed around the unitary interests shared within the 
two parties and the conflicting interests between them. As 
existing literature points out, the same technology can be 
interpreted in varied ways (Orlikowski & Gash, 1994; Raita, 
2012) and can be seen as either useful or as a hindrance, 
depending on the position it is interpreted from (Raita, 2012). 
In our analysis, the division could be said to be that of an ally 
or an enemy: one interviewee even stated that she was inter-
ested in finding out “what the machine is capable of as a 
friend” (NGO2). In what follows, we approach the game 
around the model from the perspective of it either as an allied 
player (for those developing it) or as an enemy (for those 
opposed to it).

Creating an Allied Player

There was a consensus among our interviewees that with 
social media, new forms of hate speech have emerged (one 
interviewee, however, was critical about the idea that social 
media has increased hate speech, since it is hard to prove 
such a claim.) Those interviewed also shared a hope that the 
model would provide benefits of scale by being able to go 
through messages more efficiently than a human. In all inter-
views, hate speech was seen as a problem, and there was 
willingness to test new ways of countering it on social media. 
The party advancing the project was formed around this idea 
and shared ambition.

Despite the shared ambitions, the representative of the 
governmental organization stated that she felt there were dif-
fering goals among project participants. For example, she 
thought that for the software company, testing and building 
the model for technical learning purposes was perhaps a 
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more central interest than the hate speech monitoring aim 
itself, while their own goal was fairly clear:

We had different goals regarding what we wanted to do, but we 
wanted to preempt hate speech in municipal elections through 
political parties and affect more in that way. The whole technical 
implementation and algorithm were more of a side project for us 
but we were interested to try what could be achieved. (GOV)

She also stated that “reducing the amount of hate speech 
is quite an obvious goal for a public organization whose mis-
sion is to improve equality” (GOV). So, their organization 
had a clear reason for participating in the project, and while 
it might have differed from those of others, there was enough 
common ground to work together.

Our interviewees brought up multiple times that all politi-
cal parties in the parliament have signed a treaty against rac-
ism, including hateful speech concerning ethnic groups. In 
the discourse, they reason the treaty as a way for those 
involved in the project to position themselves so that their 
use of the model as a player was justified. In the words of one 
interviewee, “We monitor if the parties are following the 
rules which they have stated that they will follow” (NGO1). 
The interviewee from another NGO argued that the model 
only went through politicians’ public messages and, for that 
reason, it had the right to “read” them. Since election candi-
dates are public actors, the team behind the model deemed it 
acceptable to supervise their social media activities, whereas 
the same would not be true for the general public who has 
rights to be online without such monitoring: “We discussed 
the limits so that we do not breach privacy. . . all candidates 
publish information by themselves, so they are public in that 
sense and they have a position as a candidate for a political 
party” (NGO1). In other words, candidates’ right to privacy 
was lowered due to their public role. Moreover, the analyzed 
messages were publicly available.

The creation of the model constructed potential opposing 
players to those involved in the project: candidates who use 
or want to use expressions that fall under the definition of 
hate speech in social media during their campaigning (or feel 
that others should be allowed to do so). Those who created 
and deployed the model were not able to be certain that there 
would be any candidates who would act in a way that would 
get their messages tagged by the model.

Reacting to an Enemy Player

Not everyone agreed with the goals that the system was built 
to achieve. In the online forum data we collected, those criti-
cal of the project framed their criticism by claiming that the 
system was detrimental to the freedom of speech and some 
even characterized the act of monitoring as “Orwellian.”  
The opposing party positioned itself as protecting the free-
dom of speech while claiming that those creating the system 
oppose—or even actively counteract it: “So this is how the 

freedom of speech is destroyed. Wrong-thinkers are silenced 
while good people cheer. Humanity has not learned any-
thing.” This stance was also used to argue that the party 
behind the system did not have the right to deploy the sys-
tem. In particular, those critical of the project stated that the 
governmental organization that took part in the project had 
overstepped its mandate. The online discussions we analyzed 
implied that the opposing party saw the governmental orga-
nization as a long-standing enemy and that the animosity vis-
ible in the material was not particular to only this occasion. 
The governmental body representative interviewed also 
stated that there is a group that actively criticizes them when-
ever they work on related issues publicly. To sum, this party 
considered the model to represent their enemies and, thus, 
the model became something that needed to be countered.

It should be noted here that while some discussants in our 
forum data did state that they were candidates in the election, 
it should be expected that most of them were not running for 
office themselves. Even so, the discussants tended to align 
themselves with those candidates—imagined or real—that 
the model was seen to threaten. Thus, there was a sense of 
the party having a shared interest to protect. At the same 
time, the party constructed those who developed and 
deployed the model as an opposing party. Through these 
steps, the situation got framed as an instance of a classical 
game of “us versus them.”

Stakes of the Game

To better understand the game in question, it is important to 
have a sense of what the different parties felt was at stake and 
what consequences the game might have for them. In this 
section, we discuss how the game was made to matter for 
those involved. We conceptualize actions directed to cause 
consequences for the opposing party as moves in the game, 
that is, courses of action that involve real consequences in 
the external world and that alter the situation of the game’s 
participants (Goffman, 1969, p. 90).

Making the Game Matter for Those Involved

The messages that the model tagged as potential hate speech 
lead to subsequent moves by representatives of the govern-
mental body. They had planned to inform the police about 
messages that broke the law, but none of the messages tagged 
was deemed severe enough for this. When it came to content 
that was not illegal but that was clearly a violation of the 
anti-racist treaty signed by all parliament parties, the authori-
ties contacted the political party of the candidate to inform 
them about the issue.1 We can consider consequences like 
legal action or being reprimanded (or worse) by one’s politi-
cal party as potential negative consequences which made the 
game matter for its players.

Similarly, those who resisted the model also planned or 
played out moves against the deployers of the model. The act 
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of participating in the project publicly can itself be seen as a 
potentially risky move. It is not uncommon that right-wing 
actors start to ridicule or even harass those that publicly act 
against racism or hate speech (e.g., Hatakka, 2019). Criticism 
toward the people behind the system was common in the 
online discussions analyzed for this study, too.2 Some of the 
project participants accounted that they had received hostile 
messages. Some forum messages included names of indi-
viduals from participating organizations, shared with the 
intention to expose these individuals to scrutiny by those 
reading the forum discussion (as is common in acts of “dox-
ing,” for example, Douglas, 2016). An especially noteworthy 
example was a message where a discussant not only listed all 
board members of one participating NGO (instead of only 
those publicly participating in the project) but also added 
links to their LinkedIn profiles, stating that “the NGO’s other 
board members are all in LinkedIn. You can go there and 
read about their adventures in academia from one sinecure to 
another.”

While the party behind the model emphasized how they 
made sure no laws were broken and, thus, had nothing to 
worry about from that perspective, there was some discus-
sion in our online forum data advocating for the illegality of 
the project. Claims regarding the (il)legality of the project 
were made based on freely available information, namely, 
news articles written about the project. In an attempt to dele-
gitimize the party they felt was acting against them, some 
discussants referred the Finnish Personal Data Act and tried 
to argue how it had been broken: “Law does not identify hate 
speech, and making illegal registries is illegal.” Others 
argued that the governmental body had exceeded their 
authority.

A concrete move based on this line of reasoning was 
played when one member of the parliament delivered an 
interpellation about the system and its use to the minister of 
justice of the Finnish government, as the governmental orga-
nization participating in the project falls under this minister’s 
jurisdiction. Two forum discussants had stated that some 
like-minded parliament member should do this before it hap-
pened. These actions can be seen as moves where the attempt 
is to uncover some slip-up that would give a reason for law 
enforcement to act against the creators of the model, and 
thus, cause negative payoffs to them.

An Expression Game With the Model

We now turn to consider how the model and its opponents 
face each other, building on the concept of expression games. 
This concept focuses on how, in games, there are players 
that are observers and/or observed. According to Goffman 
(1969), expression games are part “of something more inclu-
sive, a game concerning objective courses of action”  
(p. 145). So far, we have focused on how information is used 
for attempts to punish opponents. We now consider how the 

model was used as a part of an expression game, where to 
goal set for the model was not only to collect information and 
thus act as an informant (Goffman, 1969, p. 88) but also to 
signal that the candidates were being monitored, and so the 
model acts as a token (Goffman, 1969, p. 87). In addition, we 
analyze how those opposing the model devised strategies to 
counter it.

Model Deployment as a Control Move

Deploying the model as a player can be seen as a control 
move. The control moves of interest here are acts to “reveal 
as unmistakably as possible” (Goffman, 1969, p. 17) what 
was done. As a token, the model was part of a larger project 
to preempt or discourage hate speech. Its capability to be sig-
nificant as a token relied on its other role as an informant. 
The act of employing the algorithm can be seen as a move 
that was meant to be noticed. This was achieved with the 
help of press releases authored by the participating organiza-
tions and picked up in media reporting about the project.

Moving the algorithm into the field was an action that 
was supposed to be taken seriously: one interviewee stated 
that this showed that “it is not only the police that is watch-
ing the actions of the candidates” (NGO2). In other words, 
the model’s role as a token was to claim a presence in social 
media for the party behind it and to show that the candidates 
are being monitored. In a remark that implicitly acknowl-
edges the power of this move, one online discussant specu-
lated that the model might only exist as a scare: “I think that 
they could be able to go through the candidates’ messages 
manually, maybe this opinion checking system has been cre-
ated to scare the supporters.” Deploying the model meant 
that the candidates were trapped in the game if they used 
public Facebook pages or Twitter accounts in their cam-
paigning (given that they reported them in the Voting 
Assistant Application). Whether they wanted it or not, if 
they were active on public social media feeds, their mes-
sages were monitored by the model. As such, publicly mov-
ing the model to “the game board” held power as it was used 
to change the definition of the situation so that publishing 
social media messages that might be classified as hate 
speech became riskier for the candidates. This was in line 
with the governmental organization’s goals: “We have made 
the decision that we want to influence those that hold great 
power in the society, that is, the decision-makers” (GOV), 
referring not only to this project but their overall aim in 
regard to hate speech. Moreover, given the model’s role as 
an informant—a player that monitored the candidates’ 
actions—even those unaware of the project became, 
unknowingly, players in the game. The model’s deployment 
was a combination of two moves: on the one hand, there 
were wishes to identify those who used hate speech; on the 
other, the model was simultaneously hoped to mitigate toxic 
language used by the candidates.
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Model’s Actions as Naïve Moves

When the model is considered as an informant, its actions in 
the field can be seen as naïve moves, playing against those 
who are not necessarily aware that their actions are being 
monitored. An interviewee from one of the participating 
organizations hoped that the model could reveal actions 
made by less-known candidates that might otherwise slip 
through unnoticed. Another interviewee described munici-
pal elections as a good event to test the model since the 
breadth of candidates was likely to mean that, on the whole, 
they would use more “authentic language” than professional 
politicians:

There may still be quite a lot of candidates in the municipal 
elections who have not necessarily honed their language to 
match certain standards of conduct, so that way there is a 
possibility to capture authentic language and sadly, authentic 
hate speech or racism. (NGO1)

By this, he referred to an idea that in parliament or presi-
dential elections, candidates are already so accustomed to 
political life that, even if they harbor prejudiced thoughts, 
they are likely to articulate them in a way that does not 
breach any laws or established ideas of correct conduct. 
Thus, more experienced politicians would know how to 
“play the game.”

Finally, we need to consider the possibility of individuals 
attempting control moves that aim at fooling the model. 
Since algorithms cannot be reflexive (Alkhatib & Bernstein, 
2019), they cannot consider that they might be duped. Their 
rigid and consistent nature makes them vulnerable for manip-
ulation attempts (Bambauer & Zarsky, 2018). The model is 
naïve even though the individuals behind it are aware that it 
could be fooled. An NGO representative stated that “some 
circumlocutions could be used so that it (a message contain-
ing hate speech) would go unnoticed” (NGO1), referring to 
the possibility that individuals might use language in cre-
ative ways to counter the model.

Control Moves by the Party Opposing the Model

The act of deploying the model transformed candidates’ situ-
ation in a way that prompted those critical of the system to 
consider how to counter it. Potential control moves were dis-
cussed on the online forum, in a process what Bishop (2019) 
refers to as algorithmic gossip. Here, the party formed theo-
ries of the model socially, through discussion with other 
members. These were based on the idea that the model could 
only embark on naïve moves, that is, the model could not 
take into account the possibility of it being fooled. This can 
be understood, in Goffman’s (1969) terms, as speculation 
about the opponent’s style of play and its potential moves (p. 
95). Such speculation was evident in messages that pondered 
on what kind of word lists the model uses. Technically, this 

was misguided, since the model was not built with any 
explicit word lists gathered by the team behind it. Instead, 
the model relied on classical supervised machine learning 
techniques and was trained with example messages that were 
considered hate speech and others that were not. Yet, the 
speculation did reveal ideas regarding the kind of content 
participants on this side of the game thought to be considered 
relevant by the opposing team. Moreover, a few discussants 
reflected on the model based on their knowledge about 
machine learning methods. For example, one discussant 
stated that

This could be achieved with machine learning, where you need 
to feed the algorithm lots of teaching data where every message 
has to be tagged by whether it has “hate speech” in it or not. This 
requires a lot of data.

and continued that “Coding it does not seem like rocket sci-
ence. The problem will be to create a completely intelligent 
identification algorithm. This is what even Facebook has 
problems with.” This type of discussion was in line with how 
the project was actually carried out. Prior experiences were 
used to make sense of the opposing player, its way of play-
ing, and its weaknesses. These excerpts also reveal different 
algorithmic imaginaries (Bucher, 2017) that individuals tak-
ing part in the discussion had about the model.

One of the strategies discussed was obfuscation (Brunton 
& Nissenbaum, 2015). The idea here was to use words or 
entire messages that the discussants thought would end up 
filtered in by the model but in a way that would not be pun-
ishable. Using Gillespie’s term (2017), content that the team 
behind the system would not like to receive would be made 
algorithmically recognizable, that is, efforts would be made 
to make it seem relevant to the model. There would, then, be 
too much content for the opposing party to be able to act 
upon. One example of this sort of strategy shows how prior 
encounters with moderation are used in a new context:

Old trick that was used in Usenet’s news could be effective. You 
could add to the end of every Facebook-post a sentence: three 
randomly chosen words from the dictionary: asylum muslim 
terrorist. Then you can just change the words every now and 
then. After this, almost every single message will be filtered in 
and the censors will drown in the flood of messages since every 
single message has to be gone through manually.

These types of strategies drew from the interpretation that 
the model cannot distinguish between the meanings that dif-
ferent words have in different contexts. Further ideation 
along this line leads some discussants to consider a script 
that would generate lists of words automatically—using 
algorithms to game an algorithm (the model).

Another strand of potential control moves were those 
where the message could be understood by humans but not 
necessarily by the model. One discussant pondered whether 
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the model could be fooled by splitting words from the mid-
dle. It was also speculated that the fairly complicated nature 
of Finnish language would be too hard for the model to filter. 
This speculation falls into line with the Van der Nagel’s 
(2018) insights regarding how content can be made difficult 
for machines to understand while keeping it easy for humans 
to decipher.

These strategies reveal how the model and the party that 
deployed it were constructed by those discussing it. First, the 
model may have some weaknesses that the party behind it 
was either unable to solve or did not take into consideration. 
Second, the party itself has the weakness of having limited 
time and resources to spare. The governmental representa-
tive stated that the system filtered too many messages for 
manual checking, making it less valuable for them. From this 
perspective, it could be argued that the weaknesses discussed 
were accurate. On the contrary, models can be trained fur-
ther. While the model itself cannot understand if it is being 
duped, its designers can, and they may react accordingly or 
even counter preemptively the more obvious exploits 
(Haapoja & Lampinen, 2018).

Overall, some of the strategies discussed would have been 
more viable if the model was targeted to a larger audience, 
but as it was only monitoring election candidates, it could 
have been detrimental for their campaigning had they started 
to use their accounts to game the system. However, this is a 
further piece of evidence that individuals speculate about the 
functioning of algorithms and may embark on strategies to 
cope with or counter them, as discussed in prior studies (e.g., 
Bishop, 2019; Bucher, 2017, 2018; Cotter, 2018; Lee et al., 
2015; Rosenblat & Stark, 2016; Van der Nagel, 2018).

Discussion and Conclusion

While considering social life as a game is an age-old trick, our 
daily encounters with algorithmic systems can be seen to give 
rise to new types of games, where alliances and antagonisms 
are formed, expressed, and played out in technologically 
mediated environments. Using a game as a metaphor, we 
interpreted our case as one where a set of actors formed an 
alliance to counter hate speech with the help of machine 
learning, and another group reacted to this negatively, trying 
subsequently to devise counter strategies. In other words, 
while one party saw the technology as a potential ally, another 
rejected it as an enemy, questioning its right to even exist. 
While the model itself was an important part of the game, we 
argue that a sole focus on interactions with the model would 
have led to a limited understanding of our case where signifi-
cant interactions took place also around the model.

We used the game metaphor to highlight individuals as 
active agents with their own goals, interpretations, and pref-
erences when creating and encountering algorithmic sys-
tems. This aligns with Cotter’s (2018) call to treat the targets 
of algorithmic techniques as agents who act strategically to 
achieve their goals rather than as passive cogs in the system. 

Our study cannot (and is not meant to) represent all encoun-
ters with algorithmic systems, but it complements prior lit-
erature with an empirical case that considers also those 
behind the model—an approach more difficult to adopt when 
scrutinizing global, commercial systems. Access to the mod-
el’s creators allowed us to illuminate their agency, their 
goals, and the ways in which these were translated into the 
model when it was developed and deployed. The game meta-
phor served us in making sense of how different actors gather 
together as parties to create, use, and potentially resist algo-
rithmic systems. It foregrounds different meanings that can 
be assigned to a system depending on how individuals and 
parties position themselves in relation to it. This ties strongly 
to questions of whose interest particular technologies (are 
seen to) advance.

In our study, we conceptualized the model as a token 
which, when deployed to the field, had the power to alter the 
meaning of social media activities in a way that made certain 
behaviors riskier for the candidates, rendering those deploy-
ing the system (and opposed to hate speech) more powerful. 
Systems that alter the status quo may disrupt routinized 
activities, for example, by enforcing norms in more effective 
ways, and these power shifts may even, at first, go unnoticed 
by some that are affected by them. This resonates with prior 
research on power asymmetries between different stakehold-
ers in relation to algorithmic systems (Beer, 2017). For 
example, parties in charge of algorithms may delegate to 
them the capability to reward or punish certain actions. This 
is commonly seen in how social media platforms grant visi-
bility to their users (Bucher, 2018; Cotter, 2018) and in how 
gig work platforms such as Uber control the workers affili-
ated with them (Chan, 2019; Lee et al., 2015).

As has been brought up in prior studies, too, algorithms’ 
weaknesses as players are defined by their incapability for 
reflexivity (Alkhatib & Bernstein, 2019) and by human efforts 
to identify gaps in their capability to perceive and interpret 
action (Van der Nagel, 2018; Witzenberger, 2018). In our 
case, the model was seen as capable of learning rules but vul-
nerable in its inability to diverge from them. As pointed out 
previously (e.g., Bucher, 2018; Cotter, 2018; Van der Nagel, 
2018), people can, even with limited knowledge about differ-
ent systems, exercise agency in relation to them. Moreover, 
those creating algorithms can experiment with countering 
human manipulations. Manipulation by users and subsequent 
responses by designers can be understood as an ongoing game 
that renders visible the agency of humans on both sides of 
particular systems. Our case here was somewhat extreme in 
that the resisting of the deployed model was evident and 
observable. However, we propose that the game metaphor is 
a useful analytical tool also more broadly in studying the role 
of algorithmic systems in society. Algorithms are directly a 
part of the game on some levels, and have a less active role on 
others. As such, the game metaphor can be productively 
expanded beyond the conceptualization of gaming as a par-
ticular form of relating to the system by human users and 
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applied also to the broader, messier game surrounding these 
specific interactions.
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Notes

1.	 Finnish law does not identify hate speech as a crime: juridical 
cases related to hate speech are based on laws about incitement 
of hatred or defamation (Pöyhtäri et al., 2013).

2.	 There were no direct threats or other messages that would 
account for legal action in the forum data.
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