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Abstract. In the present work, a localized Laplace transform based numerical scheme is con-
structed for fractional partial integro-differential equations with weakly singular kernels. By
application of the Laplace transform the time variable is eliminated and the spatial derivatives
are approximated by RBF which transformed the problem into a linear system of equations. The
resultant system lead to differentiation matrices which are sparse contrary to large global col-
location matrices. The inverse Laplace transform is then computed numerically using contour
integration to recover the solution. The efficiency and accuracy of the method is demonstrated
by several numerical experiments. The results obtained by the present method are compared with
analytical solutions and other numerical methods.
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1. INTRODUCTION

In this work, we consider the following type of fractional order partial integro-
differential equations with memory term of convolution type

Dα
t v(x, t) = γvxx(x, t)+

∫ t

0
vxx(x,z)β(t− z)dz+ f (x, t), (1.1)

where 0 < α < 1, 0 ≤ t ≤ T , f (x, t) is given function and β(t) = t−
1
2 is the weakly

singular kernel, with the following initial condition

v(x,0) = v0, x ∈Ω, (1.2)

and with the RBC boundary condition

Bv(x, t) = 0, x ∈ ∂Ω. (1.3)
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In recent years, researchers have shown growing interest in the study of fractional
integro-differential equations. In the last decades such type of equations have nu-
merous applications in the fields of science and engineering like as finance, hydro-
logy, physics and control theory, cosmology, solid mechanics, chemistry, econom-
ics, bioengineering, statistical mechanics, viscoelastic materials, and control theory
[1, 11, 29, 30]. Fractional order integro-differential equations successfully modeled
many physical phenomenon. The analytical solution of these equations are not pos-
sible or are hard to find. Therefore researchers have solved these problems numer-
ically. For the solution of fractional integro-differential equations (FIDEs) various
numerical method have been used over the years, some of these may be found in the
references [9, 25, 26, 32, 33].

Brunner and co-authors have developed very efficient collocation methods for the
solution of Volterra integral equations, some of these can be found in the references
[2, 3, 7], and some other accurate numerical methods are referred in [8, 27, 31, 42].
Several mathematical models and simulations of real world problems usually ex-
pressed in terms of functional equations. These models include PDEs and FIDEs.
However, some practical problems such as modeling and simulations in science and
engineering can be formulated in terms of fractional order partial integro-differential
equations. These equations are often used to model heat conduction in material with
memory term, chemical, nuclear reactor design and fluid dynamics [4, 6, 12, 15, 17–
19, 23, 35, 36, 38, 40].

Analytical solution of many integral equations are hard to find or either do not ex-
ist so we need an efficient and accurate numerical method. Many numerical methods
have been used over the last ten decades, including finite element methods [4, 13],
finite difference methods [35] and Laplace transform methods [39], Spectral col-
location method and Galerkin methods [12, 14, 41] for approximating integrals and
integral equations. The authors in [16, 21] have been considered numerical methods
for partial integro-differential equations.

Recently applications of radial basis functions (RBFs) is an active area of research.
These RBF based meshfree techniques are employed for finding approximate solution
of partial differential equations (PDEs) in irregular shaped domains. The detail of
such methods can be found [10]. The researchers have shown interest in derivations
and implementations of such methods for solving the various types of problems. The
mesh-based methods such as the finite difference and finite element methods are not
well suited for problems in complex geometry. In the present work, a new technique
Laplace transform based local radial basis functions is applied for solving problems
(1.1)− (1.3) numerically. By application of Laplace transform the time variable is
eliminated and the resulting equation is solved by local radial basis functions method.
For getting high accuracy some contours like parabolic and hyperbolic are also used
in the numerical inversion of the Laplace transform.
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2. PRELIMINARIES

In this section, we provide some definitions and notations of the fractional calculus
[22, 28].

Definition 1. The Caputo derivative of fractional order is defined by

Dα
t v(t) =

1
Γ(n−α)

∫ t

0

1
(t− z)α+1−n

dn

dsn v(z)dz, (2.1)

where, n−1 < α < n ∈ z+.

Definition 2. The Laplace transform of a given function v(t), where t ≥ 0 is
defined as

v̂(z) = L{v(t)}=
∫

∞

0
e−ztv(t)dt, (2.2)

if this improper integral converges.

Lemma 1. Assume the function v(t) is continuous over 0 ≤ t ≤ tn, if there are
some constants K1, K2, with the property,

| e−K2t v(t) |< K1,∀ t > tn, (2.3)

then the Laplace transform of v(t) exists.

Lemma 2. If v(t) ∈Cp[0,∞), with α ∈ (n−1,n) ∈ z+, then the Laplace transform
of the Caputo fractional derivative is defined as

L{Dα
t v(t)}(z) = zαv̂−

n−1

∑
i=0

zα−i−1v(i)(0). (2.4)

Theorem 1 (Lerch’s theorem in [5]). If

v̂(z) =
∫

∞

0
e−ztv(t)dt, z > γ, (2.5)

is satisfied by a continuous function v(t), there is no other continuous function which
satisfies the equation (2.5).

Theorem 2 (The Bromwich Inversion Theorem in [5]). Let v(t) have a continuous
derivative and let | v(t) |< Keγt , where K and γ are positive constants. Define v̂(z) =∫

∞

0 e−ztv(t)dt, Re(z)> γ, then

v(t) =
1

2πi

∫
ξ+i∞

ξ−i∞
v̂(z)eztdz. (2.6)
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3. DESCRIPTION OF THE METHOD

3.1. Time discretization via Laplace transform

Now the Laplace transform is applied to eliminate the time variable and the res-
ultant equations are solved using local meshless method. Application of Laplace
transform to problem (1.1)− (1.3) gives

zαv̂(x,z)− zα−1v0 = β̂(z)D v̂xx(x,z)+ f̂ (x,z), x ∈Ω⊂ Rd , (3.1)

B v̂(x,z) = ĥ(z), x ∈ ∂Ω. (3.2)
The following system of equations is obtained

(zαI− β̂(z)D)v̂(x,z) = zα−1v0 + f̂ (x,z), x ∈Ω⊂ Rd , (3.3)

B v̂(x,z) = ĥ(z), x ∈ ∂Ω. (3.4)
The solution v̂(x,z) of the transformed problem (3.3)-(3.4) will be approximated

using local RBF method. Consequently by using numerical inversion we get the
original solution v(x, t) of the given problem (1.1)− (1.3).

3.2. Spatial discretization via radial kernels

In this section we need to discretize the transform problem (3.3)-(3.4) for the lin-
ear operators B and L by using local radial basis functions [37]. Consider the cen-
ters {x1, ...,xm} ⊂ Ω ⊂ Rd ,d ≥ 1, where Ω is bounded domain. To approximate the
unknown function v̂(x) at the functional values {v̂(x j), j = 1,2, ...,m}, the local in-
terpolant at each x j ∈Ω takes the form

v̂(x j) = ∑
xk∈Ω j

σ
j
kϕ

j(‖x j− xk‖), (3.5)

where, σ j = [σ
j
1,σ

j
2, ...,σ

j
n] is vector of unknown coefficients, and r jk = ‖x j − xk‖

is the norm between nodes x j and xk, ϕ(r), r ≥ 0 is a radial kernel (Multi-quadric
radial basis function) and Ω j ⊂ Ω is a local domain for around each x j, contains n
neighboring nodes around the node x j. So we have m small size linear systems each
of order n×n given by

v̂ j
1

v̂ j
2
...

v̂ j
n

=


ϕ

j
11 ϕ

j
12 · · · ϕ

j
1n

ϕ
j
21 ϕ

j
22 . . . ϕ

j
2n

...
...

. . .
...

ϕ
j
n1 ϕ

j
n2 . . . ϕ

j
nn




σ
j
1

σ
j
2
...

σ
j
n

 , j = 1,2, ...,m,

which can be denoted by

V̂ j = P j
σ

j, j = 1,2, ...,m, (3.6)
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where ϕ
j
lk = ϕ j(‖xl− xk‖),xl,xk ∈Ω j, the matrix P j is called system matrix.

Next applying the operator L to (3.5), we get

L v̂(x j) = ∑
xk∈Ω j

σ
j
kLϕ

j(‖x j− xk‖), (3.7)

In vector form this gives,
L v̂(x j) = W j ·σ j, (3.8)

where W j is given by

W j = Lϕ
j(‖x j− xk‖),x j,xk ∈Ω j, (3.9)

the unknown coefficients can be eliminated from equation (3.6)

σ
j = (P j)−1V̂ j, (3.10)

by inserting the values of σ j in (3.8) we have,

L v̂(x j) = W j(P j)−1V̂ j = N jV̂ j (3.11)

where,
N j = W j(P j)−1. (3.12)

Hence the localized discretized form of the linear operator at each center x j gives

L v̂ = HV̂, (3.13)

where H is the sparse differentiation matrix of order m×m with n non-zeros values
while m−n zeros values in each row, and n denote the nodes in local sub-domain Ω j
for each j.

4. NUMERICAL INVERSION TECHNIQUE

In this section, the solution v(x, t) of the problem (1.1)− (1.3) is obtained using
the following Laplace inversion form

v(x, t) =
1

2πι

∫
ξ+ι∞

ξ−ι∞

v̂(x,z)eztdz =
1

2πι

∫
ϒ

ezt v̂(x,z)dz,ξ > ξ0, (4.1)

where ϒ is suitable path joining ξ−ι∞ to ξ+ι∞. The solution of problem (1.1)−(1.3)
is obtained from the complex contour integral (4.1) which is called the Bromwich
integral along the chosen path. The hyperbolic and parabolic contours are used in the
present work [20, 40]. The hyperbolic path [20] is given by

z(η) = ω+λ(1− sin(σ− ιη)) , for η ∈ R, (4.2)

with λ > 0, ω≥ 0, 0 < σ < β− 1
2 π, and 1

2 π < β < π (for detail see [20]). The optimal
parameters corresponding to the hyperbolic path are given as l(x)=max(1, log(1/x)),
r > 0, µ = r(1 − θ)/b, r = 2πr, 0 < θ < 1, ρr = θrτsin(σ − r)/b, b =
cosh−1(1/(θτsin(σ))), τ = t0/T , 0 < t0 < T , t0 ≤ t ≤ T , λ = θrM/(bT ), k = b/M
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and error bound is (l(ρrM)) (see Theorem 3.1, [20]). Using the paths hyperbolic path
defined the integral (4.1) becomes

v(x, t) =
1

2πι

∫
∞

−∞

ez(η)t v̂(x,z(η))ź(η)dη, (4.3)

and equal width trapezoidal rule is used for approximation of (4.3) in the following
equation

vk(x, t) =
k

2πι

M

∑
j=−M

v̂(x,z j)ez jt ź j,z j = z(η j), η j = jk, (4.4)

where k is step size.

5. STABILITY

In this section, we discuss stability of the system (3.3)-(3.4), and can be expressed
as

Av̂ = b, (5.1)

where the matrix A is known as the differentiation matrix of order N×N obtained in
using local RBF method. From system (5.1) the stability constant is given by

C = sup
v̂6=0

‖v̂‖
‖Av̂‖

, (5.2)

where the constant C is finite which can be obtained by using some discrete norms
‖.‖ on RN . Equation (5.2) gives

‖A‖−1 ≤ ‖v̂‖
‖Av̂‖

≤C, (5.3)

Next in case of pseudoinverse A† of A

‖A†‖= sup
w6=0

‖A†w‖
‖w‖

. (5.4)

Now we have

‖A†‖ ≥ sup
w=Av̂6=0

‖A†Av̂‖
‖Av̂‖

= sup
v̂6=0

‖v̂‖
‖Av̂‖

=C. (5.5)

Hence equations (5.3) and (5.5) assures the boundedness of the stability constant C.
To ensure numerical stability in solving system (5.1), Pseudoinverse can be used, but
calculation may be computationally expansive. In case of square systems, we use the
MATLAB built in function condest estimates

C =
condest(A′)
‖A‖∞

(5.6)
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6. APPLICATION OF THE METHOD

In this section, we applied our numerical technique which is the combination of
Laplace transform and localized RBF based meshfree method to approximate the
time fractional partial integro-differential equations. The accuracy of the method is
shown in the form of tables and graphs.

Example 1. Here we consider the model defined in equations (1.1)− (1.3) as our
first test problem with the following function and boundary conditions

f (x, t) =
1

Γ(3−α)
(x2−1)t2−α−2t2− 32

15
t

5
2 , (6.1)

v(x,0) = 0, x ∈ (−1,1), v(0, t) = v(1, t) = 0, 0 < t ≤ T, (6.2)
where the actual solution [24] of above problem is v(x, t) = t2(x2−1). The contour
mentioned in (4.2) and the following optimal values of the parameter are used in the
solution of the above problem.

ω = 2,σ = 0.3812,λ =
θrbM

bT
,xk = hk,θ = 0.1,rb = 2πr,r = 0.3431,

h = b/M,b = cosh−1(
1

θτsin(σ)
),τ = t0/T, t0 = 0.1, t = 1,T = 5.

The l∞ errors at various quadrature points M, collocation points m ∈Ω, stencils points
n ∈ Ωi and fractional order α, and the error estimate ε(c,M) = (e

−cM
log(M) ), c = 1 of

the proposed numerical scheme are shown in Table 1. The error estimate ε(c,M)
decreasing exponentially for 11 ≤ M ≤ 91, while at M = 50 and 4 ≤ n ≤ 15 the
error estimate remain unchanged are shown in Table 1 and Figure 1 respectively. The
numerical solutions obtained by Laplace transform based local meshless method are
better than the results obtained by the method in [24].

Example 2. In this example, we apply the proposed numerical method to solve
model (1.1)− (1.3) as a second test problem in [24] with

f (x, t) = cos(πx)(
2

Γ(3−α)
t2−α + t2 +

16
15

t
5
2 ), (6.3)

with the following initial and boundary conditions

v(x,0) = 0, x ∈ (0,π), v(0, t) = v(1, t) = 0, 0 < t ≤ T. (6.4)

The exact solution of the above problem is v(x, t) = t2 cos(x). The same set of para-
meters are used for the solution of Example 2 as well. The l∞ error norm is steadily
decreasing from top to bottom in each column for 10 ≤ M ≤ 60 and similarly the
error is decaying slowly from left to right in each row by increasing value of α and
are shown in Table 2 and Figure 2 respectively. The results obtained by the present
method are more accurate than the results in [24].
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TABLE 1. Numerical results using Laplace transform based local
RBF method corresponding to Example 1.

(m,n = 45,5) α = 0.2 α = 0.4 α = 0.6 α = 0.8
M l∞ l∞ l∞ l∞ ε(c,M)
11 5.29e-006 5.31e-006 5.34e-006 5.37e-006 0.0102
21 5.62e-006 5.39e-006 5.14e-006 4.89e-006 0.0010
41 1.62e-005 1.56e-005 1.49e-005 1.41e-005 1.60e-005
51 2.73e-005 2.63e-005 2.52e-005 2.40e-005 2.32e-006
71 3.99e-005 3.85e-005 3.69e-005 3.52e-005 5.83e-008
91 5.61e-005 5.41e-005 5.20e-005 4.97e-005 1.73e-009

(M,m = 50,45)
n
4 5.41e-004 5.24e-004 5.05e-004 4.84e-004 2.81e-006
5 3.00e-005 2.89e-005 2.77e-005 2.63e-005 2.81e-006
7 8.38e-005 8.13e-005 7.85e-005 7.55e-005 2.81e-006
9 6.58e-005 6.37e-005 6.14e-005 5.89e-005 2.81e-006

11 1.51e-004 1.46e-004 1.41e-004 1.35e-004 2.81e-006
15 2.13e-004 2.06e-004 1.98e-004 1.90e-004 2.81e-006

m = 100 L∞ = 7.4715e−5 [24]
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FIGURE 1. Approximate solution: error versus quadrature points
corresponding to Example 1.
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TABLE 2. Numerical results of fractional partial-integro-differential
equation at time t = 1 ∈ [t0 = 0.1,T = 5] by present method to Ex-
ample 2.

m = 45, n = 5 α = 0.2 α = 0.3 α = 0.7 α = 0.8
M l∞ l∞ l∞ l∞ ε(c,M)
10 1.18e-004 1.17e-004 1.14e-004 1.13e-004 0.0130
20 1.33e-005 1.33e-005 1.31e-005 1.31e-005 0.0013
30 8.10e-006 8.10e-006 8.09e-006 8.09e-006 1.47e-004
40 7.03e-006 7.03e-006 7.03e-006 7.03e-006 1.95e-005
50 6.58e-006 6.58e-006 6.58e-006 6.58e-006 2.81e-006
60 6.88e-006 6.88e-006 6.88e-006 6.88e-006 4.32e-007

M = 50, n = 5
m l∞ l∞ l∞ l∞ ε(c,M)
10 0.0068 0.0068 0.0068 0.0068 0.0130
20 9.94e-005 9.94e-005 9.94e-005 9.94e-005 0.0013
30 1.44e-004 1.44e-004 1.44e-004 1.44e-004 1.47e-004
40 3.44e-005 3.44e-005 3.44e-005 3.44e-005 1.95e-005
50 6.65e-006 6.61e-006 6.46e-006 6.43e-006 2.81e-006
60 4.22e-006 4.18e-006 3.99e-006 3.95e-006 4.32e-007
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FIGURE 2. Approximate solution: error versus quadrature points
corresponding to Example 2
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Example 3. In the third test problem, we apply the proposed method for model
problem given in equations (1.1)− (1.3), subject to the initial and boundary condi-
tions and function f

f (x, t) = sin(πx)
[

1
Γ(2−α)

t1−α +π
2t +

4
3

π
2t

3
2

]
, (6.5)

v(x,0) = 0, x ∈ (0,1], v(0, t) = v(1, t) = 0, 0 < t ≤ T, (6.6)
where the exact solution v(x, t) = t sin(πx) is taken for the purpose of comparison
[24]. Various quadrature points M along the hyperbolic Γ contour (4.2) are used in
approximating the solution. The l∞ errors at various m ∈ Ω, stencils points n in Ωi
and α are shown in Table 3 and Figure 3. From Table 4, we observed that the l∞
error is decaying algebraically for 20≤M ≤ 60 quadrature points. Hence the present
method is highly convergent.

TABLE 3. Numerical results using Laplace transform method cor-
responding to Example 3.

M = 70, n = 5 α = 0.1 α = 0.25 α = 0.6 α = 0.75
N l∞ l∞ l∞ l∞
11 9.63e-005 9.63e-005 9.65e-005 9.68e-005
21 1.42e-005 1.42e-005 1.42e-005 1.42e-005
41 2.99e-005 2.99e-005 3.00e-005 3.00e-005
51 3.81e-005 3.81e-005 3.82e-005 3.83e-005
71 5.48e-005 5.48e-005 5.48e-005 5.50e-005
91 7.43e-005 7.43e-005 7.44e-005 7.46e-005

N = 50, M = 70
n
4 3.03e-004 3.03e-004 3.04e-004 3.05e-004
5 4.10e-005 4.10e-005 4.11e-005 4.12e-005
7 7.87e-005 7.86e-005 7.88e-005 7.90e-005
9 1.07e-004 1.07e-004 1.07e-004 1.07e-004

11 1.67e-004 1.67e-004 1.68e-004 1.68e-004
15 2.06e-004 2.06e-004 2.06e-004 2.07e-004

Example 3. Finally we consider the following two dimensional initial-boundary
value partial integro-differential equation

∂v
∂t
(x,y, t)−

∫ t

0
β1(t− z)∆v(x,y,s)dz = f (x,y, t), x,y ∈Ω, t ≥ 0, (6.7)

where β1(t) = (πt)
−1
2 , and initial and boundary conditions are chosen as

v(x,y,0) = 0, x,y ∈Ω, v(x,y, t) = v(x,y, t) = 0, x,y ∈ ∂Ω, t ≥ 0, (6.8)
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TABLE 4. Approximate solution corresponding to Example 3.

N = 50, n = 5 α = 0.1 α = 0.25 α = 0.6 α = 0.75
M l∞ l∞ l∞ l∞
20 0.0112 0.0112 0.01 0.0112
30 0.0019 0.0019 0.01 0.0019
45 1.99e-004 1.99e-004 1.99e-004 1.99e-004
60 1.46e-005 1.46e-005 1.46e-005 1.47e-005
70 4.10e-005 4.10e-005 4.11e-005 4.12e-005
90 3.70e-005 3.69e-005 3.70e-005 3.71e-005
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FIGURE 3. Approximate solution: error versus quadrature points
corresponding to Example 3

where the exact solution v(x,y, t) = t
3
2 (1− x2)(1− y2) of this problem is selected

from [34]. The parabolic contour z = ν(iw+ 1)2 for the strip w = η+ ic, where
−∞ < η < ∞ which reduces to

z(η) = ν((1− c)2−η
2)+2iνη(1− c), (6.9)

For the optimal values of the parameters corresponding to this path we used [40].
This problem is approximated over the domain [−1,1]2. The error estimate ε(c,M),
l∞ error norm and l2 error norm are displayed in Table 5. For various points m,
M = 30 quadrature points, n = 20 stencil points the l∞ error norm and l2 error norm
decreasing steadily for 20 ≤M ≤ 60, while error estimate ε(c,M) = e

−cM
ln(M) for c = 1

is decaying algebraically. The results are also computed for fixed collocation points
m = 50, quadrature pints M = 30 and various stencil points n in Ωi. The actual and
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numerical results are also displayed in Figure 4. Hence our numerical scheme is
highly convergent for approximation of multi-dimensional partial integro-differential
equations.

TABLE 5. Numerical results using Laplace transform based local
RBF method corresponding to Example 4.

(M,n) = (30,20)
m l∞ l2 ε(c,M) RMS
20 1.77e-004 0.0016 0.0013 7.92e-005
30 1.71e-004 9.08e-004 1.47e-004 3.02e-005
40 1.31e-004 8.45e-004 1.95e-005 2.11e-005
50 5.01e-005 7.51e-004 2.81e-006 1.50e-005
60 6.72e-005 6.97e-004 4.32e-007 1.16e-005

(M,m) = (30,50)
n
10 5.41e-004 0.0616 2.81e-006 0.0586
20 5.01e-004 7.51e-004 2.81e-006 1.50e-005
25 1.07e-004 0.0016 2.81e-006 3.13e-005
30 6.39e-005 0.0015 2.81e-006 3.01e-005
40 4.84e-005 0.0015 2.81e-006 2.97e-005

l2 = 1.679e−004 [34]
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FIGURE 4. Numerical results corresponding to Example 4.
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7. CONCLUSION

In this work a numerical scheme is constructed which is based on Laplace trans-
form and local radial basis functions method. The proposed numerical scheme effi-
ciently approximated fractional order partial integro-differential equations with weak-
ly singular kernel as well as memory term of convolution type. By application of
Laplace transform time independent PDEs are obtained, after which the space vari-
able is discretized using local meshless method. Finally the solution is obtained with
inverse Laplace transform using quadrature rule along a contour with high accur-
acy. The accuracy and efficiency is of the numerical scheme is demonstrated and the
present numerical method is an alternative for such type similar problems.
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[15] M. López-Fernández and C. Palencia, “On the numerical inversion of the Laplace transform of
certain holomorphic mappings,” Applied Numerical Mathematics, vol. 51, no. 2-3, pp. 289–303,
2004, doi: 10.1016/j.apnum.2004.06.015.

[16] W. McLean and V. Thomée, “Numerical solution of an evolution equation with a positive-
type memory term,” The ANZIAM Journal, vol. 35, no. 1, pp. 23–70, 1993, doi:
10.1017/S0334270000007268.

[17] W. McLean and K. Mustapha, “A second-order accurate numerical method for a fractional wave
equation,” Numerische Mathematik, vol. 105, no. 3, pp. 481–510, 2007, doi: 10.1007/s00211-006-
0045-y.

[18] W. McLean, I. H. Sloan, and V. Thomée, “Time discretization via Laplace transformation of an
integro-differential equation of parabolic type,” Numerische Mathematik, vol. 102, no. 3, pp. 497–
522, 2006, doi: 10.1007/s00211-005-0657-7.

[19] W. McLean and V. Thomée, “Time discretization of an evolution equation via Laplace
transforms,” IMA journal of numerical analysis, vol. 24, no. 3, pp. 439–463, 2004, doi:
10.1093/imanum/24.3.439.

[20] W. McLean and V. Thomée, “Numerical solution via Laplace transforms of a fractional order
evolution equation,” The Journal of Integral Equations and Applications, pp. 57–94, 2010, doi:
10.1216/JIE-2010-22-1-57.

[21] W. McLean, V. Thomée, and L. B. Wahlbin, “Discretization with variable time steps of an evolu-
tion equation with a positive-type memory term,” Journal of computational and applied mathem-
atics, vol. 69, no. 1, pp. 49–69, 1996, doi: 10.1016/0377-0427(95)00025-9.

[22] K. S. Miller and B. Ross, An introduction to the fractional calculus and fractional differential
equations. New York: John Wiley & Sons, Inc., 1993.

[23] R. Miller, “An integrodifferential equation for rigid heat conductors with memory,” Journal of
Mathematical Analysis and Applications, vol. 66, no. 2, pp. 313–332, 1978, doi: 10.1016/0022-
247X(78)90234-2.

[24] A. Mohebbi, “Compact finite difference scheme for the solution of a time fractional partial integro-
differential equation with a weakly singular kernel,” Mathematical Methods in the Applied Sci-
ences, vol. 40, no. 18, pp. 7627–7639, 2017, doi: 10.1002/mma.4549.

[25] S. Momani and R. Qaralleh, “An efficient method for solving systems of fractional integro-
differential equations,” Computers & Mathematics with Applications, vol. 52, no. 3-4, pp. 459–
470, 2006, doi: 10.1016/j.camwa.2006.02.011.

[26] Y. Nawaz, “Variational iteration method and homotopy perturbation method for fourth-order frac-
tional integro-differential equations,” Computers & Mathematics with Applications, vol. 61, no. 8,
pp. 2330–2341, 2011, doi: 10.1016/j.camwa.2010.10.004.

[27] A. Pedas, E. Tamme, and M. Vikerpuur, “Spline collocation for fractional weakly singular
integro-differential equations,” Applied Numerical Mathematics, vol. 110, pp. 204–214, 2016,
doi: 10.1016/j.apnum.2016.07.011.

[28] I. Podlubny, “Fractional differential equations, vol. 198 of mathematics in science and engineer-
ing,” 1999.

[29] M. A. Ragusa, “Necessary and sufficient condition for a vmo function,” Applied Mathematics and
Computation, vol. 218, no. 24, pp. 11 952–11 958, 2012, doi: 10.1016/j.amc.2012.06.005.

[30] M. A. Ragusa and A. Tachikawa, “Boundary regularity of minimizers of p (x)-energy func-
tionals,” in Annales de l’Institut Henri Poincare (C) Non Linear Analysis, vol. 33, no. 2, doi:
10.1016/j.anihpc.2014.11.003, 2016, pp. 451–476.

http://dx.doi.org/10.1137/S0036142999336145
http://dx.doi.org/10.1016/j.apnum.2004.06.015
http://dx.doi.org/10.1017/S0334270000007268
http://dx.doi.org/10.1007/s00211-006-0045-y
http://dx.doi.org/10.1007/s00211-006-0045-y
http://dx.doi.org/10.1007/s00211-005-0657-7
http://dx.doi.org/10.1093/imanum/24.3.439
http://dx.doi.org/10.1216/JIE-2010-22-1-57
http://dx.doi.org/10.1016/0377-0427(95)00025-9
http://dx.doi.org/10.1016/0022-247X(78)90234-2
http://dx.doi.org/10.1016/0022-247X(78)90234-2
http://dx.doi.org/10.1002/mma.4549
http://dx.doi.org/10.1016/j.camwa.2006.02.011
http://dx.doi.org/10.1016/j.camwa.2010.10.004
http://dx.doi.org/10.1016/j.apnum.2016.07.011
http://dx.doi.org/10.1016/j.amc.2012.06.005
http://dx.doi.org/10.1016/j.anihpc.2014.11.003


SHORT TITLE OF THE PAPER 449

[31] A. Saadatmandi, M. Dehghan, and M.-R. Azizi, “The sinc–Legendre collocation method for a
class of fractional convection–diffusion equations with variable coefficients,” Communications
in Nonlinear Science and Numerical Simulation, vol. 17, no. 11, pp. 4125–4136, 2012, doi:
10.1016/j.cnsns.2012.03.003.

[32] M. Saleh, S. Amer, M. Mohamed, and N. Abdelrhman, “Approximate solution of frac-
tional integro-differential equation by Taylor expansion and Legendre wavelets methods,” Cubo
(Temuco), vol. 15, no. 3, pp. 89–104, 2013, doi: 10.4067/S0719-06462013000300009.

[33] K. Sayevand, M. Fardi, E. Moradi, and F. H. Boroujeni, “Convergence analysis of homotopy
perturbation method for Volterra integro-differential equations of fractional order,” Alexandria
Engineering Journal, vol. 52, no. 4, pp. 807–812, 2013, doi: 10.1016/j.aej.2013.08.008.

[34] J. Tang and D. Xu, “The global behavior of finite difference-spatial spectral collocation
methods for a partial integro-differential equation with a weakly singular kernel,” Numer-
ical Mathematics: Theory, Methods and Applications, vol. 6, no. 3, pp. 556–570, 2013, doi:
10.1017/S1004897900001033.

[35] T. Tang, “A finite difference scheme for partial integro-differential equations with a weakly
singular kernel,” Appl. Numer. Math, vol. 11, no. 4, pp. 309–319, 1993, doi: 10.1016/0168-
9274(93)90012-G.

[36] M. Uddin, Z. Minullah, A. Ali et al., “On the local kernel based approximation of highly oscillat-
ory integrals,” Miskolc Mathematical Notes, vol. 16, no. 2, 2015, doi: 10.18514/MMN.2015.1091.

[37] M. Uddin, H. Ali, and A. Ali, “Kernel-based local meshless method for solving multi-dimensional
wave equations in irregular domain,” CMES-Computer Modeling in Engineering & Scienses, vol.
107, no. 6, pp. 463–479, 2015.

[38] M. Uddin, Z. Minullah, and A. Ali, “On the approximation of rapidly oscillatory Hankel transform
via radial kernels,” Dolomites Research Notes on Approximation, vol. 11, no. 1, 2018.

[39] M. Uddin and M. Taufiq, “On the approximation of Volterra integral equations with highly os-
cillatory Bessel kernels via laplace transform and quadrature,” Alexandria Engineering Journal,
vol. 58, no. 1, pp. 413–417, 2019, doi: 10.1016/j.aej.2018.12.003.

[40] J. Weideman and L. Trefethen, “Parabolic and hyperbolic contours for computing the Bromwich
integral,” Mathematics of Computation, vol. 76, no. 259, pp. 1341–1356, 2007.

[41] S. Zhang, Y. Lin, and M. Rao, “Numerical solutions for second-kind Volterra integral equa-
tions by Galerkin methods,” Applications of Mathematics, vol. 45, no. 1, pp. 19–39, 2000, doi:
10.1023/A:1022284616125.

[42] J. Zhao, J. Xiao, and N. J. Ford, “Collocation methods for fractional integro-differential equations
with weakly singular kernels,” Numerical Algorithms, vol. 65, no. 4, pp. 723–743, 2014, doi:
10.1007/s11075-013-9710-2.

Authors’ addresses

Marjan Uddin
University of Engineering and Technology Peshawar Pakistan
E-mail address: marjan@uetpeshawar.edu.pk

Muhammad Taufiq
University of Engineering and Technology Peshawar Pakistan
E-mail address: taufiq@uetpeshawar.edu.pk

http://dx.doi.org/10.1016/j.cnsns.2012.03.003
http://dx.doi.org/10.4067/S0719-06462013000300009
http://dx.doi.org/10.1016/j.aej.2013.08.008
http://dx.doi.org/10.1017/S1004897900001033
http://dx.doi.org/10.1016/0168-9274(93)90012-G
http://dx.doi.org/10.1016/0168-9274(93)90012-G
http://dx.doi.org/10.18514/MMN.2015.1091
http://dx.doi.org/10.1016/j.aej.2018.12.003
http://dx.doi.org/10.1023/A:1022284616125
http://dx.doi.org/10.1007/s11075-013-9710-2

	1. Introduction
	2. Preliminaries 
	3. Description of the Method
	3.1. Time discretization via Laplace transform
	3.2. Spatial discretization via radial kernels

	4. Numerical inversion technique
	5. Stability
	6. Application of the method
	7. Conclusion
	References

