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Zusammenfassung

Das bakterielle Chromosom ist kein zufällig angeordnetes Polymer, sondern ein komplexes und heterogenes Nichtgle-
ichgewichtssystem. Eine Vielzahl von nukleoid-assoziierten Proteinen (nucleoid-associated proteins - NAPs) verleihen der
chromosomalen DNA sowohl durch energetische Interaktionen als auch durch enzymatische Aktivität faszinierende Or-
ganisationsmerkmale. Insbesondere bildet das Chromosom anomal große Schleifen aus, verfügt über robust positionierte,
lokal verdichtete Kügelchen und zeigt ballistische Bewegungwährend der Chromosomentrennung. ImGroßen undGanzen
untersucht diese Arbeit eine Methode zur Simulation solcher Nichtgleichgewichtspolymere und Möglichkeiten für deren
Anwedung zur Aufklärung der Organisation des Chromosoms durch bakterielles Kondensin. Genauer gesagt beschreiben
wir zunächst einige der zentralen Fragestellungen zur Organisation des bakteriellen Chromosoms mit Schwerpunkt auf der
Wirkung von Kondensin, und welche Arten von empirischen Daten verwendet werden können, um diese o�enen Fragen zu
klären. Dann entwickeln, implementieren und testen wir im Detail eine kinetische Monte-Carlo-Methode zur Simulation
eines Minimalmodells für die chromosomale Organisation durch Kondensin: ein Gitterpolymer mit gleitenden elastischen
Ringen, so genannten “Slip-Links”, deren Bewegung die Wirkung einzelner Kondensine modelliert. Wir verwenden diesen
Simulationsrahmen, um den Einfluss von di�usiven und motorischen Slip-Links zu verstehen und zeigen, dass die moleku-
lare Wirkung dieser Slip-Links die großräumigen organisatorischen Merkmale des Chromosoms beeinflusst. Schließlich
präsentieren wir unsere unvollendete Arbeit darüber, wie sich DNA-Schleifen, die von Proteinclustern ausgehen, auf die
Ausdehnung des Chromosoms unter Kraft auswirken können. Die folgenden vier Themen bilden die Hauptteile dieser
Arbeit:

Part I Chapters 1–5. Hier stellen wir den biologischen Kontext vor, der uns die Fragestellungen, die die theoretische Physik
aufzuklären helfen kann, vorgibt, und bestimmt, welche numerischenMethoden wir (nicht) verwenden können. Wir
beginnen damit, das bakterielle Chromosom als einfachen Random Walk im thermodynamischen Gleichgewicht zu
modellieren, und zeigen, dass dieses Modell auf spektakuläre Weise daran scheitert, empirische Daten des bakteriellen
Chromosoms zu berücksichtigen. Wir zeigen, dass andere physikalische E�ekte mit einbezogen werden müssen,
wie sterische Wechselwirkungen, die Anwesenheit von DNA-bindenden Proteinen und nicht-adiabatische externe
Kräfte. Wir führen auch eine Vernetzungstechnik namens Hi-C ein, die einen Fingerabdruck der chromosomalen
Organisation erstellt. Dieses Werkzeug liefert uns experimentelle Daten, die für diese Arbeit von Bedeutung sind.

Part II Chapters 6–8.3. Eine detaillierte Untersuchung eines gitterkinetischen lattice kinetic Monte-Carlo (LKMC) Mod-
ells, mit besonderem Schwerpunkt auf der Verwendung von durch Slip-Links gebundenen Polymeren für die Sim-
ulation in Gleichgewicht und Nichtgleichgewicht. Das durch Slip-Links gebundene Polymer bietet nicht nur ein
realistisches Benchmark für unser LKMC-Modell, sondern dient uns auch als toy model in späteren Kapiteln. Un-
sere Diskussion des LKMC ist in drei Teile gegliedert, die logisch aufeinander aufbauen: (i) Design und Implemen-
tierung, (ii) Testen und (iii) Ausloten der Grenzen des LKMC. Im Großen und Ganzen stellen wir fest, dass das
LKMC Daten produziert, die mit Brownian Dynamics Simulationen übereinstimmen, dass sich jedoch sehr weit
vom Gleichgewicht die Grenzen der Lesitungsfähigkeit des LKMC zeigen. Diese Einschränkungen lassen sich haupt-
sächlich in zwei Kategorien einteilen: Gittere�ekte und Kinetik, die einschränken können, wie weit das System aus
Gleichgewicht getrieben werden kann.
Verwandte Publikationen und Beitragende. Diese Arbeit wurde in Zusammenarbeit mit Prof. C.P. Broedersz
durchgeführt und in der folgenden Forschungsarbeit verö�entlicht: “A lattice kinetic Monte-Carlo method for simulat-
ing chromosomal dynamics and other (non-)equilibrium bio-assemblies”, Soft Matter 16 (2020).

Part III Chapters 9–12. Wir verwenden das LKMC-Modell, das wir in den vorhergehenden Kapiteln entwickelt haben, um
die Organisation des bakteriellen Chromosoms durch Kondensin aufzuklären. Wir konstruieren ein Minimalmod-
ell, wobei wir vom einfachst möglichen Modell ausgehen und Schritt für Schritt Komplexität hinzufügen. Die ersten
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Modelle, die wir betrachten, befinden sich im thermodynamischen Gleichgewicht, mit Beschränkung durch ein ex-
ternes Potential und di�undierende Slip-Links. Wir zeigen, dass diese Modelle die in lebenden Zellen beobachtete
großräumige Organisation nicht nachbilden können. Dann fügen wir Nicht-Gleichgewichtsaktivität durch über
einen aktiven SMC-Lademechanismus hinzu, einModell, das für die molekulareWirkung des Kondensins vorgeschla-
gen wurde. Überraschenderweise sehen wir, dass di�usive Slip-Links mit aktiver Ladung eine robuste, nebeneinander
liegende Anordnung der Chromosomen erzeugen können, wenn auch nicht unter physiologischen Bedingungen. Die
Anzahl der Kondensine, die benötigt werden damit dieser Mechanismus funktioniert, übersteigt die Anzahl an Kon-
densinen, die in lebenden Zellen zur Verfügung steht, und die Geschwindigkeit der dynamischen Reorganisation ist
weitaus langsamer als die in vivo beobachtete. Dann fügen wir motorische Aktivität zu den Slip-Links hinzu, wie
sie in vitro für eukaryotisches Kondensin beobachtet wurde. Tatsächlich stimmt die Organisation durch motorische
Slip-Links gut mit den empirischen Daten überein, sowohl in Bezug auf die erforderliche Anzahl von Kondensinen
als auch auf die Geschwindigkeit der Reorganisation. Insgesamt legt unsere Forschung nahe, dass die bakteriellen
Kondensine motorische Aktivität benötigen, um das Chromosom so e�zient und schnell zu organisieren, wie es in
den in vivo-Daten beobachtet wird.
Verwandte Publikationen und Beitragende. Diese Arbeit wurde in Zusammenarbeit mit Prof. C.P. Broedersz
durchgeführt und in der folgenden Forschungsarbeit verö�entlicht: “Bacterial chromosome organization by collective
dynamics of SMC condensins”, J. R. Soc. Interface 15 (2018).

Part IV Chapter 13. Wir präsentieren unverö�entlichte Ergebnisse für das Kraft-Ausdehnungsverhalten einesDNA-Moleküls
mit einem großen, daran gebundenen Proteincluster. Wir zeigen, dass große DNA-Schleifen in einer “Rosette” von
dem Proteincluster ausgehen und dabei DNA von den Ketten, die unter Zug stehen, entfernen. Wir charakter-
isieren das Kraft-Ausdehnungsverhalten durch die Federkonstante. Wir stellen fest, dass die Federkonstante von den
Bindungsenergien der Proteine abhängt, aber nur in einer Kombination, die der Nettoenergie der Schleifenbildung
entspricht. Das führt uns zur Hypothese, dass Proteininteraktionen die Steifigkeit von DNA mit daran gebundenen
großen Proteingebilden beeinflussen, indem sie die Schwierigkeit der Schleifenbildung und -vernichtung beeinflussen.
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Summary

Far from being a random polymer, the bacterial chromosome is a complex, heterogeneous and non-equilibrium system.
Through both energetic interactions and enzymatic activity, a variety of nucleoid-associated proteins (NAPs) impart fasci-
nating organizational features onto chromosomal DNA. In particular, the chromosome has anomolously large loops, has
robustly positioned locally compacted globules and displays ballistic motion during chromosome segregation. Broadly, this
thesis explores a method to simulate such non-equilibrium polymers and how it can be applied to elucidate chromosome
organization by bacterial condensin. In more detail, we start by describing some of the central puzzles in bacterial chro-
mosome organization with a focus on the action of condensin, and which types of empirical data can be used to address
these open questions. Then, we develop, implement and test in detail a kinetic Monte-Carlo method to simulate a minimal
model for chromosome organization by condensin: a lattice polymer with sliding elasting rings called ‘slip-links’, whose
movement models the action of single condensins. We use this simulation framework to understand the impact of di�usive
and motor slip-links, and show that the molecular action of these slip-links a�ects the large-scale organizational features of
the chromosome. Finally, we present our unfinished work of how DNA loops emanating from protein clusters can a�ect
its force-extension behavior. These four topics compose the main parts of this thesis:

Part I Chapters 1–5. Here, we introduce the biological context, which guides the types of computational frameworks
we can(not) use and the puzzles that theoretical physics can help elucidate. We start by modeling the bacterial
chromosome as a simple randomwalk in thermodynamic equilibrium, and show that this model spectacularly fails to
account for empirical data from the bacterial chromosome. We show that other physical e�ects have to included, such
as steric interactions, the presence of DNA-binding proteins and non-adiabatic external forcing. We also introduce
a crosslinking technique called Hi-C that produces a fingerprint of chromosome organization, a tool that provides
experimental data instrumental to this thesis.

Part II Chapters 6–8.3. A detailed exploration of a lattice kinetic Monte-Carlo (LKMC) framework, with particular focus
on usage for the simulation of equilibrium and non-equilibrium slip-linked polymers. The slip-linked polymer not
only provides a realistic benchmark for our LKMC framework, it also serves as our toy-model for later chapters. Our
discussion of LKMC is decomposed into three parts that logically follow one another: (i) design and implementation,
(ii) testing and (iii) probing the limits of LKMC. Broadly, we find that LKMCproduces data consistent with Brownian
dynamics simulations, but that very far from equilibrium the limitations of LKMC are manifested. These limitations
mainly fall into two categories: lattice e�ects and kinetics, that can limit how far the system can be driven from
equilibrium.
Related publication and contributors. This work was carried out in collaboration with Prof. C.P. Broedersz and
published in the research paper: “A lattice kinetic Monte-Carlo method for simulating chromosomal dynamics and other
(non-)equilibrium bio-assemblies”, Soft Matter 16 (2020).

Part III Chapters 9–12. We use the LKMC framework that we developed in the previous chapters to elucidate bacterial
chromosome organization by condensin. We build up a minimal model, starting from the simplest possible model
and gradually adding complexity. The first models we consider live in thermodynamic equilibrium, with confine-
ment by an external potential and di�usive slip-links. We show that these models cannot account for the large-scale
organization observed in live cells. Then, we add non-equilibrium activity through an active loading mechanism,
a proposed model for the molecular action of condensin. Surprisingly, we see that di�usive slip-links with active
loading can generate robust juxtaposed chromosome organization, albeit not under physiologal constraints. The
number of condensins to make this mechanism work exceeds the number that are available in live cells, and the speed
of dynamic re-organization is far slower than observed in vivo. Then, we add motor activity to the slip-links, as has
been observed in vitro for eukaryotic condensin. Indeed, the organization by motor slip-links matches well with the
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empirical data, both in terms of the required number of condensins, as well with as the speed of re-organization.
Overall, our research suggests that bacterial condensins need motor activity to e�ciently and rapidly organize the
chromosome.
Related publication and contributors. This work was carried out in collaboration with Prof. C.P. Broedersz and
published in the research paper: “Bacterial chromosome organization by collective dynamics of SMC condensins”, J. R.
Soc. Interface 15 (2018).

Part IV Chapter 13. We present unpublished results for the force-extension behavior of a DNA molecule with a large
protein cluster bound to it. We show that large DNA loops emanate from the protein cluster in a ‘rosette’, removing
DNA from the chains that are being pulled on. We characterize the force-extension behavior through the spring
constant. We find that the spring constant depends on the protein binding energies, but only in a combination that
corresponds to the net energy of loop creation. Thus, we hypothesize that protein interactions a�ect the sti�ness of
DNAs with large protein droplets bound to it, by setting the di�culty of loop creation and annihilation.
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1

The Bacterial Chromosome: A Brief Overview

The bacterial chromosome is a circular polymer that contains the cell’s genetic material. It is not contained in a nucleus,
as in the case of eukaryotic cells, but rather lives in the dense and dynamic middle of the cell called the nucleoid. Its name
stems from its similarity in function to that of the nucleus in eukaryotes. Although the nucleoid is distinguished from the
nucleus by the absence of a separate enclosure, the nucleoid does have an increased concentation of various proteins [23].
These proteins perform tasks related to organization, segregation and maintenance of the chromosome [33, 36, 44, 70, 76].

For a long time, the bacterial chromosome was believed to be unorganized [38]. This notion stemmed from the lack of
organelles in bacteria, in addition to the rather amorphous or globular nucleoid [38]. However, upon puncturing the cell
wall (cell lysis), a more detailed look at the DNA of the lysed cell showed domains of intricately twisted DNA [70]. More
recently, a crosslinking technique called Hi-C has been developed that can probe the organization of live cells (chapter 4).
Data from these methods and others have uncovered a variety of types of organization on di�erent length-scales, such as:
bending, bridging, twisting and condensing [17, 30, 36, 49]. Some of these types of organization are vital to cell survival,
whereas others play a more elusive role. These various types of organization are e�ected by a variety of nucleoid-associated
proteins (NAPs), covered in more detail in section 2.4.

On the largest scale, chromosome organization pertains to the positioning and alignment of the whole chromosome
within the cell. Two special regions on the DNA called the origin (ori) and terminus (ter) regions (figure 1.1), whose
biological function are respectively starting and stopping points of DNA replication [3, 33, 70, 76], serve as markers to
uniquely define the alignment of the chromosome. In bacteria such as B. subtilis and C. crescentus [46, 73, 78, 79], but not
in E. coli [48], the ori–ter axis is aligned with the cell’s global shape (figure 1.1) [3, 33, 70, 76]. Still on a megabasepair-
scale, the two chromosomal arms in many bacteria are juxtaposed along the ori–ter axis [46, 78, 79]. We discuss a possible
mechanism for such arm–arm juxtaposition in great detail in part III of this thesis. Whatever the mechanism, it is clear
from a combination of gene deletion and protein incubation experiments that the NAP called structural maintenance of
chromosomes (SMC) is responsible for this large-scale organization [46, 78, 79]. On a yet smaller scale, kilobase-sized
stretches of DNA are organized inmacrodomains that are composed of highly compacted, twisted motifs called plectonemes.
Plectonemes are not statically folded—rather, they are dynamically wound and unwound by NAPs called gyrases. There is
growing evidence that the role of these plectonemes is not simply to make the DNA more compact, but also to regulate
gene transcription by making the DNA locally less accessible to transcription factors [46]. The chromosome organization
on these various length- and time-scales is not simply a biological problem—the NAPs involved leverage physical principles
such as steric repulsion, di�usion, bending and twisting to produce the complex spatiotemporal organization of bacterial
chromosomes.
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Figure 1.1: The bacterial nucleoid is composed of a densely compacted circular polymer with proteins binding to and
interacting with it. (a) Topology of the bacterial chromosome: a circular polymer, with the ori and ter regions defining a
unique axis. Array of parS sites based on approximate locations in B. subtilis is shown in red. (b) Illustration of the nucleoid
inside a cell. In this particular illustration, the origin region coincides with one of the cell poles through DivIVA tethering
proteins (not shown), which follows the geometry of bacteria such as B. subtilis [76]. All the elements shown in this figure
are discussed in this thesis: how to simulate the spatial organization of DNA (part II), DNA organization by SMCs and/or
cellullar confinement (part III) and DNA looping from ParB clusters (part IV).
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2

Bacterial Chromosomes are not Random Walks

Chapter summary: We discuss three key ways in which the bacterial chromosome is not a random walk: local polymer
persistence, steric interactions and DNA-binding proteins.

The simplest possible model of a polymer is the random walk, and is therefore a useful measuring stick by which any
other model for the chromosome can be compared. In this chapter, we will first derive the size of a random walk (section
2.1). Then, we show that several key assumptions in the random walk model are contradicted by the presence of additional
e�ects in the chromosome: the presence of sti�ness in the DNA backbone (section 2.2), steric interactions between parts
of DNA proximate in space (section 2.3) and the presence of DNA-binding proteins that locally remodel DNA (section
2.4). Inclusion of these three physical e�ects results in a description that has been successfully used for the study of DNA
organization [9, 13].

2.1 Size scaling of a random walk

The random walk can be defined in multiple ways: on-lattice, o�-lattice but with discrete segments and as a continuous
path. Here, we analyze an o�-lattice discrete random walk with n steps of size � and net displacement R(n) that starts at
the origin (R(0) ⌘ 0). We assume no correlations whatsoever between adjacent segments, so the polymer is simply the path
of a randomly di�using particle taking n steps of size �. Without computing the distribution of end-to-end vector R after
n steps p(R(n)) yet, we know that it must obey several key symmetry properties:

rotational symmetry There is no aligning field or other system property that breaks rotational symmetry.

translational symmetry Since the particle is equally likely to go to the left or the right (or up or down, etc.), its av-
erage position must lie at its starting point, hRi = 0. Note that this is a corollary of rota-
tional symmetry, and not a separate constraint, because for any rotationally invariant distribution
hRi =

Ø
dRRp(R) = 08p(R).

Furthermore, since the random walk is composed of many independent steps from the same single-step distribution, the
central limit applies: the distribution of the net displacement is a Gaussian as n ! 1, even if the individual steps are
not Gaussian [74]. Then, the condition of either rotational or translational symmetry sets the mean of this Gaussian to
zero. Whereas the one-dimensional Gaussian distribution is written as exp(�x2/2�2

)/
p
2⇡�2 with a scalar variance �2,

in d dimensions the Gaussian distribution contains a covariance matrix ˚. Van Kampen [74] shows that, using ˚, the
distribution can be written as

p(R(n)) = 1p
(2⇡)d |⌃ |

exp
⇣
�

1
2R

T ⌃�1R
⌘
, (2.1)
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where | · | is the determinant. For a rotationally symmetric distribution, ⌃ must be a diagonal matrix with identical
components, ⌃ = �2

1 I , where �2
1 is the variance of the vector R when projected any single one of the d dimensions and

I is the identity matrix. Moreover, again using the diagonal form of ⌃, we have |⌃ | = (�2
1)

d . Since R2 =
Õ

i R2
i , we have

�(R)2 = d�2
1 . This results in the much more tractable expression

p(R(n)) = 1p
(2⇡/d)d�(R)2d

exp
✓
�

dR2

2�(R)2

◆
, (2.2)

where the variance �(R)2 is as of yet unknown. However, since the walk’s individual steps are all independent, the total
variance obeys the summation rule var[R] =

Õ
i var[R(i) �R(i � 1)] = nvar[�R] where in the last step we used translation

invariance. The single-step variance is, by definition,

var[�R] =
⌦
�R2↵

� h�Ri2 ,

where each step traverses the same Euclidean distance �R2 = �2 and each step must be translationally invariant so that
h�Ri = 0. Thus, we find for a random walk composed of n steps of size � a variance var[R] =

⌦
R2↵ = n�2. Importantly,

the size scaling behavior that we found here is universal, i.e. the relationship R2
⇠ n holds for a random walk irrespective

of dimensionality and lattice topology.1

2.2 DNA is a semiflexible polymer

Tomap the randomwalkmodel to an actual polymer, we need to know how to relate the model parameter � to a measurable
quantity. Since the random walk performs rigid steps of size �, � will be proportional to the length-scale on which the
DNA polymer starts to appear ‘straight’. Given that our discrete model for random walks with no correlations between
the directions of subsequent polymer segments results in a scale-free geometry, there is no emergent length-scale (that is
not equal to � ) on which the random walk polymer is straight. Thus, � cannot be determined self-consistently from the
random walk model. However, images of nicked DNA on mica surfaces show that DNA is not a chain of rigid segments,
but rather shows clearly visible correlations between tangent vectors along the arc-length of the polymer (Figure 2.1a–b),
suggesting that a smallest length-scale does exist. This is because DNA is a semiflexible polymer: bending the DNA backbone
is energetically penalized [32], resulting in few places with a large curvature.

The angular correlations, quantified as � (s, s + �s) ⌘ ht(s) · t(s + �s)i for a tangent vector t(s) ⌘ @sr(s) at arc-length
s , follow an approximately exponential decay � (s, s + �s) ⇡ exp(��s/�p) (Figure 2.1d) [84]. The lack of a dependency
on s in � (s, s + �s) is consistent with a necessary translational invariance of homopolymers. The typical length-scale
hsi = �p that captures the decay length of this correlator is called the persistence length. The definition of the inner product:
t(s) · t(s + �s) = cos ✓(s, s + �s) (where ✓(s, s + �s) is the angle between the tangent vectors at arc-lengths s, s + �s , Figure
2.1c), provides a clear interpretation of �p . Namely, �p is the amount of arc-length that needs to be traversed for the angle
to change substantially. In particular, after a distance s = �p , the angle will have changed approximately by an amount
�✓ ⇡ arccos e�1 ⇡ 68�.2. For length-scales below this �p , mechanical sti�ness of the polymer dominates, whereas above it,
thermal fluctuations randomize the polymer direction. The persistence length �p of double-stranded DNA is ⇡ 50 nm in
typical physiological conditions [50], but can be reduced to as low as 15 nm at unphysiologically high salt concentrations
[4, 12, 50]. The rigid segments in the random walk model are called Kuhn monomers with a segment length known as
the Kuhn length � [22, 64]. After equating the end-to-end distance of a semiflexible polymer to that of a model with rigid
segments but identical total length, it is found that � = 2�p [64].

1The coe�cient between R2 and n is non-universal [74]. This e�ective step-size will depend on details of how the random walk is constructed, such
as whether the walk is on-lattice or o�-lattice, whether each step has the same size, dimensionality, etc..

2We specifically added the word “approximately” because hcos�✓ i , cos h�✓ i, so the angle can strictly not be found by simple inversion as we did
here.
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(a) (b) (c) (d)

Figure 2.1: DNA polymers display rigidity on small length-scales, characterized by a typical length-scale. (a) Image
of plasmids (small circular DNA polymers) deposited on a mica substrate. (b) Zoom of panel (a), with a trace of the curve
r(s) superimposed (red). (c) The tangent vector t(s) is defined as t(s) = @sr(s). (d) The autocorrelator of the tangent vector
follows an exponential decay, with a typical length-scale hsi that is called the persistence length �p . Left two images of DNA
on mica adapted from [84] with permission from the publisher.

Because the tangent–tangent correlations decay exponentially, the local sti�ness of polymers can in many, but not all,
cases be neglected on length-scales L � �p . They cannot be neglected even for these large length-scales L if, for example,
other reaction coordinates couple to the bending energy such that the bending energy induces correlations on this length-
scale L. One practical example of this involves proteins that preferentially bind to pieces of DNA with a certain curvature
[85]. Parts of DNA with this particular curvature can then nucleate large protein clusters, establishing correlations that
are not limited by local polymer persistence but rather by collective DNA-protein e�ects [9].

Now that we found the size of a Kuhn monomer for double stranded DNA, we can compute the size of a bacterial
chromosome within the random walk model. For the total length of a 5Mbp E. coli chromosome [56] at 0.34 nm per
basepair [1], the total length is 1.7mm, or n = L/(2�p) = 17 · 103 Kuhn monomers. Plugging this in our previously found
size scaling (section 2.1), we find R ⇡ 13 µm, more than an order of magnitude larger than an entire E. coli cell (Figure 2.2).
This already shows that the bacterial chromosome cannot be a random walk: it’s confinement is > 1000 times too small in
volume to contain its DNA in an uncompacted form.
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live cell

lysed cell

random walk

self-avoiding walk

Figure 2.2: Typical sizes of DNA molecules in various conditions. Inside a live cell, the entire chromosome is ca. 1 µm
in size [56]; after lysing (dissolving the cell wall), it spans ca. 5 µm (visually estimated from the image in [70]); a random
walk with 17 · 103 Kuhn monomers has a typical size of ca. 13 µm and a self-avoiding walk of that size is about 31 µm in
size (equation (2.3)). Radii in µm of di�erent polymer models indicated inside quadrants (white).

2.3 Steric interactions play an important role in the chromosome

One strong assumption that we made in our discussion of random walks is that the polymer segments do not interact with
one another. However, biopolymers are composed of hydrocarbon subsegments, which strongly repel each other at short
distances—in other words, biopolymers exhibit steric repulsion [64]. A simple extension to incorporate this e�ect is to take
the random walk model, but to add an infinitely strong repulsion between monomers at a distance � 0 apart. Such walks
are called self-avoiding.

Before we analyze the physics of self-avoiding walks, we point out that these contacts are expected to play a strong role
for a typical bacterial chromosome. Given the monomer size �p ⇡ 50 nm [84], there are about n ⇡ 17 ·103 monomers in an
E. coli chromosome [56]. Covering the DNA molecule with spheres of a diameter 2�p (Figure 2.3a), we find an excluded
volume for this beads-on-a-stringmodel ofV ⇡ n · 43⇡�p

3
⇡ 8.9 µm3. Based on a typical E. coli cellullar volume of 0.5�5 µm3

[56], we find that a fraction of 178 � 1780% of the cytosol is occupied by the excluded volume of these Kuhn monomers.
Clearly, a fraction of cytosolic volume occupied by DNA greater than 100% is impossible, which already suggests a role for
various compaction factors inside the cell. Given the ensuing high densities following this high degree of compaction, we
expect steric e�ects to play a significant role—indeed, intracellullar restrictions are believed to substantially a�ect polymer
dynamics [60] and DNA geometry [65].
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(a) Polymers are characterized by an excluded vol-
ume that can be estimated using Kuhn monomers.
TheDNAfluctuating inside a cell can be coarse-grained
to a discrete set of Kuhn monomers of size b = 2�p
[64]. Each Kuhn monomer has an excluded volume of
⇡ �3p .

entropic part

+
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(b) A Flory theory approximates the free energy of an expanded polymer
by combining estimates for the monomer-monomer interactions and loss of
entropy upon expansion. Top: A random walk with an expanded size will dis-
proportionally explore microstates with a large typical radius R, resulting in a
decreased entropy. Bottom: Flory theories assume that the Kuhn monomers are
randomly distributed throughout a sphere of radius R, allowing for straightfor-
ward calculation of the number of monomer-monomer contacts.

Figure 2.3

Naively, one might imagine that a short-ranged repulsion in 3D space will result in short-range correlations along the
polymer chain. If this were the case, the self-avoiding walk will still be a random walk, but with a renormalized monomer
size � 0 > �, where the size increase � 0/� is related to the strength and length-scale of the steric interactions. It turns out that
this is not the case: polymers with short-ranged steric repulsion exhibit long-ranged, power-law decay of correlations with
arc-length [37]. The polymer geometry of self-avoiding walks thus displays qualitatively di�erent behavior than a random
walk, with a scaling R ⇠ n⌫ with ⌫ > 1

2 .
There are di�erentmethods to find the scaling exponents ⌫ of such self-avoidingwalks such as renormalization group cal-

culations [24], self-consistently by balancing terms in a scale-invariant fashion [5] and path-integral formalisms [81]. Here,
however, we use a mean-field-theoretical approach called a Flory theory [64]. Although such a mean-field theory ignores
correlated fluctuations, and can therefore introduce systematic biases in our calculations, it has the benefit of simplicity.
Broadly, a Flory theory proposes a free-energy Ansatz F (R) = FRW(R) + Fints.(R) (Figure 2.3b) where:

• FRW is the change in the free-energy of a random walk if it is extended or compressed to a size R (Figure 2.3b, top).
Since a random walk does not have energetic interactions, this free-energy is purely entropic. Moreover, since the
entropy of a random walk is maximized, FRW will increase as R deviates from the random walk size.

• Fints. is a mean-field estimate for the energetic monomer-monomer interactions that we include in our model (Figure
2.3b, bottom).

The term FRW can be found from the probability distribution (equation (2.1)) as FRW(R) = �T SRW(R) where the Boltz-
mann entropy conditioned on a size R is SRW(R) = kB log⌦(R) with ⌦(R) ⇠ p(R) the number of microstates with size R.
To get p(R) from p(R), we use the formula for the conservation of probability:

p(R)dR =
π

drp(r)�(|r| � R) = 4⇡p(r)| |r |=RR2dR,

where we used the sieve property of the Dirac delta and assumed rotational invariance. Plugging this into our expression
for the entropy, we find

SRW(R) = kB (2 log(R/r) � R2
/2�2 + . . .),
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where r is a constant that makes the logarithm argument dimensionless and the ellipsis represents terms that do not depend
on R. Then, for the interactions, we penalize each monomer-monomer contact with a constant energy ✏ (Figure 2.3a), with
a total number of Nc monomer-monomer contacts, resulting in an interaction energy Fints. = ✏Nc . What is the mean-field
expression for Nc ? For each of the n monomers, the probability of overlapping with any of the other (n � 1)monomers is
pMF
c = (n � 1)v/(Rd

� v) ⇡ nv/Rd , where v is the excluded volume of a monomer and d is the dimensionality of space.
The total number of contacts is therefore Nc ⇡

1
2np

MF
c , where the prefactor 1

2 prevents double-counting the contacts.
Combining these two di�erent free-energies, we find

F (R) ⇡ kBT �
✓
2 log R + R2

�2n
+ . . .

◆
+ ✏

n2v
2Rd .

The value of R for which the free-energy is minimized is then found by solving R⇤ : 0 = @RF (R)|R=R⇤:

0 = @RF (R)

= kBT

©≠≠≠≠≠
´
�
2
R|{z}

term (i)

+
2R
2�2n|{z}
term (ii)

™ÆÆÆÆÆ
¨
� ✏d n2v

2Rd+1| {z }
term (iii)

.

For su�ciently long chains n � 1, we expect that R � � so that term (i) ⇠ 1/R ⌧ 1. For a random walk, the R ⇠ n1/2

scaling implies that term (ii) R/n ⇠ 1/R. Thus, term (i) and (ii) will have the same scaling if a self-avoiding walk exhibits
random walk scaling. On the contrary, if the scaling exponent of the self-avoiding walk ⌫ > 1

2 , then term (ii) will dominate
over (i). For now, we assume that term (ii) indeed dominates over (i) and show that this assumption is justified later. The
term that scales as n2

/Rd+1 cannot be neglected for self-avoiding walks in d  3, because even a random walk in d = 3
obeys n2

/Rd+1
⇠ O(1). Then, solving for R, we find

R ⇡
✓
1
2
✏

kBT
�2vd

◆1/(d+2)
n3/(d+2)

⌘ � 0n⌫MF
. (2.3)

Importantly, we find that the Flory theory suggests our intuition about the role of monomer-monomer repulsion was
incorrect: although ✏ does only a�ect the size of the renormalized monomer size � 0 in the above expression, an arbitrarily
small ✏ > 0 already produces a di�erent scaling ⌫MF = 3/(d + 2) = 0.6 for d = 3. This shows that, at least according to this
mean-field picture, steric interactions—even if they are weak and operate on a small scale, cannot be neglected on length-
scales much larger than the length-scale of that interaction. Both measurements of self-avoiding polymers [64] as well as
detailed simulations [31] show that ⌫MF is remarkably close to the one of the most accurate measurements ⌫ = 0.587597(7)
[15]. However, the closeness of ⌫MF to the currently accepted value is due to a fortuitous cancellation of errors [5].

Although the scaling exponent of self-avoiding polymers is only < 18% di�erent to that of a random walk, this small
di�erence in the scaling exponent can result in quite a drastic increase in total volume for large n: The size of a self-avoiding
walk with the size of a DNA polymer is R ⇡ 31 µm, more than twice the size of a randomwalk of the same contour length.
This means that a self-avoiding walk of the size of an E. coli chromosome has to be compacted by a ratio of ⇡ 30 · 103 for it
to fit inside its cellullar volume. These large degrees of compaction imply that cellullar processes must somehow regulate
the density for the DNA to fit inside its container, possibly by proteins that can locally compact DNA.

2.4 DNA-binding proteins remodel the chromosome

There are additional clues that the bacterial chromosome ismore than a simple homopolymer. One such clue we already saw
in Figure 2.2; even after lysis, the DNA is muchmore compact than both the random and self-avoiding walks, suggesting the
membrane is not the only compaction force. Another indication is that after tagging certain nucleoid-associated proteins
(NAPs) with a fluorescent dye, bright foci consistently are found on opposite sides of the cell (Figure 2.4a). Additionally,
fluorescent molecules that bind to particular binding regions on the genome are found to arrange in a linear pattern along
the cell’s major axis [82]. Additional insight comes fromHi-C contact maps, which reveal the proximity of di�erent genetic
loci [21]—more details follow in section 4. Still on a cell-wide scale, these Hi-C data reveals that the two chromosomal arms
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are juxtaposed in many bacteria (B. subtilis [78], C. crescentus [71] and others but not E. coli [48]; Figure 2.4b). On a smaller
length-scale, high-frequency regions in Hi-C contact maps can be seen that correspond to plectonemes: highly folded and
twisted segments of DNA that are locally compacted (Figure 2.4c). On an even smaller scale, individual proteins twist,
bend and bridge DNA [17, 30] (Figure 2.4d). On all these length-scales, the DNA organization is largely due to the action
of NAPs [3, 30, 36, 76].

Figure 2.4: The bacterial chromosome is organized across multiple length-scales. (a) Fluorescently tagged loci (green)
in B. subtilis are robustly positioned at the cell poles [68]. Image reused from Sullivan et al. [68] with permission from the
publisher. (b) The chromosome is in an approximately juxtaposed configuration, with many long-range contacts between
the two chromosomal arms [79]. (c) Highly compacted, supercoiled regions of DNA called plectonemes are observed in
the 100 � 1000 kbp range. Less compacted plectoneme-free regions connect these interaction domains. (d) Single nucleoid-
associated proteins locally twist and bend DNA, e.g. the highly abundant HU generates sharp kinks in the DNA backbone
across a ⇡ 36 bp stretch of DNA [30].

In figure 2.4, we show a selection of the wide variety of organizational features e�ected by various NAPs. In this thesis,
we mostly restrict ourselves to an NAP called structural maintenance of chromosomes (SMC) that is responsible for the
juxtaposed organization (Figure 2.4) [78, 79]. Juxtaposition of the chromosomal arms is believed to play an important role
in resolution of replicated origins and chromosome segregation [35, 36, 76, 77]. SMC does not operate as a single protein;
rather, it is one unit in a more complicated ring-shaped protein complex called condensin.

Condensin is such a fascinating complex, in part, because it is so e�cient: only 3–30 condensins are needed to organize
a full bacterial chromosome [83]. Additionally, dynamic re-organization by condensin is fast: starting from a state lacking
juxtaposed organization, it aligns the chromosomal arms in T ⇡ 30mins [79]. Whatever the translocation mechanism of
condensin on a molecular scale may be, this timescale does imply a certain e�ective traversed distance per hydrolyzed ATP
molecule. Based on the ATP hydrolysis rate of condensin kcat ⇡ 2 s�1 [69], the re-organization time T corresponds to an
average step size of ⇡ 30 bp per hydrolyzed ATP molecule [69]. This stands in stark contrast to the ⇠ 1 bp step sizes for
many common DNA motor proteins [66].

It has been doubted that condensin has motor activity, (i) because of the discrepancy between the step size of known
DNA motor proteins and the step size of condensin [69], and (ii) because attempts at finding motor activity in condensin
for a long time did not yield positive results [41]. Instead, other models for collective condensin translocation on the
chromosome have been proposed, such as DNA loop capture and di�usive motion with active loading at the origin region
[14, 55, 83]. For a contemporary review of di�erent models for condensin, we refer to Dame et al. [18]. However, for
many of these models the organizational impact of condensin on the chromosome were, to the best of our knowledge, not
quantitatively investigated. Luckily, the model with active loading and di�usive sliding has been thoroughly investigated
using Brownian dynamics simulations and Fokker-Planck methods [7, 8, 10]. The non-equilibrium loading, combined with
mutual steric repulsion, generates an “osmotic ratchet” that promotes loop extrusion, even in the absence of bias in the
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microscopic molecular di�usion [10]. This theoretical analysis shows that condensins might not need motor activity for
their organizational function.

Since then, motor activity in yeast condensin has been experimentally demonstrated [26, 69], although direct evidence
for motor activity in bacterial condensin is still lacking [18]. Nevertheless, active loop extrusion has emerged as a popular
model for bacterial condensin [11, 18, 79, 80]. Marko et al. [53] propose a molecular model for how condensin might
pull o� this feat based on a coupling of condensin shape to fluctuations in the DNA. In this thesis, however, we take
a more coarse-grained approach, and only investigate the impact of di�erent types of condensin translocation on DNA
organization. In part III, we investigate both the motor and active loading models for SMC, and show that motor activity
is consistent with in vivo data, whereas the active loading model isn’t.
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3

The Chromosome is not a System in Thermal

Equilibrium

Chapter summary: The bacterial chromosome is driven out of equilibrium by enzymes. We discuss the relationship between
polymer relaxation and being out of equilibrium.

All our previous polymer models (sections 2.1–2.3) have lived in thermodynamic equilibrium. Can the bacterial chro-
mosome be approximated as a polymer in equilibrium with its environment? Of course, any living system is strictly not in
thermodynamic equilibrium, but how closely the dynamics can be modeled as an equilibrium system depends on a few key
parameters. Before we discuss those key parameters, it’s insightful to point out that there are experimental demonstrations
of non-equilibrium activity involved in chromosome organization.

One of the most obvious cases of a non-equilibrium process is that of chromosome segregation: two (nearly) replicated
chromosomes are actively pulled apart [77], exhibiting ballistic motion [42] (relevant time-scales: 103�104 s in E. coli [42]).
Lesser well known, but not less impressive, the two chromosomal arms are known to be ‘zipped up’ in many bacteria by
SMC enzymes in a ballistic fashion [79] (relevant time-scales: 103�104 s in B. subtilis [79]). On a smaller scale, the dynamics
of individual DNA loci depends on metabolism (relevant time-scales: 1 � 100 s [60]), exhibiting non-ergodic dynamics in
some cases [60]. In many cases, the non-equilibrium dynamics stem from the activity of enzymatic nucleoid-associated
proteins (NAPs) such as SMCs [36], MukBEFs [58], topoisomerases [43] and, as recently shown, even ParBs [39, 67].
These in vivo data show that non-equilibrium dynamics are manifest across multiple orders of magnitude.

Despite living in a non-equilibrium environment, theoretical analyses of e.g. plectonemes are succesful in predicting key
features of plectonemes even in the assumption of equilibrium [16, 34, 52, 62]. The success of equilibrium frameworks inside
a non-equilibrium system shows that not all aspects of chromosome dynamics are equally far removed from equilibrium. A
primary reason for this is that some processes relax so fast that their outside environment appears quasi-static. In this case,
the comparatively slow non-equilibrium activity only sets up quasi-static constraints for the fast dynamics. Well-known
from thermodynamics, such quasi-static changes are called adiabatic [63]. The fast dynamics are then in equilibrium with
the adiabatic process.

Whether a process has fast relaxation dynamics often depends on the length-scale. In particular, small polymer sub-
chains (size s� ) have proportionally fewer degrees of freedom than larger chains ( s+ > s� ). Everything else being equal,
a subsystem with fewer degrees of freedom will require a shorter time to equilibrate [22, 40, 59, 64]. Thus, we expect an
ordering of the relaxation time-scales of polymer sub-chains based on their respective sizes s� < s+ () t (s�) < t (s+).

The above analysis of relaxation time-scales shows that, for long enough polymer chains, there are always length-scales
whose relaxation times are comparable to the time-scale ⌧e of active forcing (Figure 3.1). Although we did not find experi-
mental measurements of this, theoretical models of polymer dynamics show that length-scales with relaxation times much
shorter or much longer than ⌧e will exhibit thermal-like dynamics, whereas length-scales sp with t (sp) ⇡ ⌧ will be slow
enough so that their degrees of freedom will couple to the non-equilibrium process in a non-adiabatic fashion [59].1

1In more detail, Osmanovi� [59] shows that pumping energy with a typical time-scale ⌧e into a polymer (in the form of an additional local noise source,
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What can we learn from the above discussion about relaxation times? We argued that short length-scale processes in the
chromosome can be modeled using equilibrium methods, but that the slower, collective variables can nevertheless exhibit
non-equilibrium dynamics. The fact thatDNApolymer dynamics is frequently driven away from equilibriumby enzymatic
activity changes the type of simulation tools we can use. For example, standard (equilibrium) Monte-Carlo assumes detailed
balance, and therefore cannot be used for non-equilibrium processes [57]. Other methods exist to simulate such non-
equilibrium systems such as Molecular Dynamics [61] and Brownian Dynamics [29]. Luckily, some of the tools from
the field of equilibrium Monte-Carlo simulation can still be used for non-equilibrium processes as long as there exists local
equilibrium [20, 75]. In part II of this thesis, we take on that challenge by leveraging the concept of local equilibrium: wewill
develop, implement and test all ingredients necessary for a framework for the non-equilibrium simulation of heterogeneous
bio-assemblies.
exponentially correlated with a decorrelation time ⌧e ) a�ects the polymer dynamics in the following ways: (i) Modes become coupled, where the amount
of coupling depends on a balance between ⌧e and the mode relaxation times; (ii) The energy stored in a given mode now depends on a combination of
⌧e and the mode length-scale, i.e. equipartition is broken—the very slow modes simply ‘see’ a higher e�ective temperature and the very fast modes are
unchanged; (iii) How far away from the non-equilibrium source the external driving can still be observed depends on ⌧e—with higher ⌧e corresponding
to a larger ‘observational radius’.
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Figure 3.1: In the presence of active forcing, polymers of a certain size are driven away from equilibrium, whereas
others remain close to equilibrium. Left: Hypothetical polymerwith contour lengths L/2p . Right: The largest relaxation
time of these chains is ⌧p = ⌧1/p2 (assuming these are random walks). A hypothetical active forcing (zero mean) takes place
on a time-scale ⌧4 ⌧ ⌧e ⌧ ⌧1. The dynamics of polymers with largest time-scales ⌧p ⇡ ⌧e are driven away from equilibrium
(most prominently in this figure, ⌧2). The chains p with ⌧p ⌧ ⌧e are close to equilibrium because they observe the active
forcing as an adiabatic change. The chains p with ⌧p � ⌧e are close to equilibrium because their dynamics does not register
the quickly changing active forcing.
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4

Crosslinking of DNA Loci Reveals Organization

Chapter summary: Contact frequency maps from DNA cross-linking experiments provide a fingerprint of chromosome
organization, showing that the chromosome has structure across multiple length-scales.

How can we gain insight into the spatial organization of chromosomes? This question has been addressed by using
di�erent forms of imaging: electron micrographs, fluorescent imaging and confocal microscopy. All these methods have
the distinct disadvantage of only providing a two-dimensional projection of a three-dimensional system. Amongst these,
fluorescent imaging can track individual genetic loci, but not all loci simultaneously. This lack of data inhibited modeling,
and much of the understanding was qualitative rather than quantitative. A major recent advancement to gain more direct
insight into the three-dimensional structure of the chromosome has been the development of the chromosome conformation
capture (3C) method and improved 3C-like methods [21]. In 3C, a fingerprint of the three-dimensional organization is
generated in the form of a map of DNA–DNA contacts. Conceptually, the procedure of 3C(-like) methods is displayed in
figure 4.1. The result of is a collection of small DNA fragments that were in proximity to one another before the protocol
was started—hence, this process generates an ensemble of DNA–DNA contacts. Once sequenced, the list of DNA–DNA
contacts can be sorted by sequence position and counted to generate a histogram: the contact frequency matrix (‘contact
map’ for short).1 Since the contact map is an encoding of how close pairs of DNA loci are, it is a fingerprint of chromosomal
organization. The surge of data coming from 3C(-like) methods has generated not just a more detailed picture of the
chromosome—it has enabled both quantitative modeling of the bacterial chromosome as well as comparison with other
techniques, which has lead to surprising insights [46, 48, 51, 72].

1Strictly speaking, the sequenced data is usually fed through additional algorithms and filters, so that Hi-C maps in the literature do not strictly
represent the contact frequency [45].
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Figure 4.1: Schematic of Hi-C method for generating contact maps. (a) The frequency of DNA-DNA contacts in the
chromosome is related to how compacted that region is. (b)Two loci are chemically cross-linked, resulting in covalent bonds
between proximate DNA loci—although this may be more subtle than previously thought [54]. (c) A restriction enzyme
cuts the DNA at a certain basepair sequence. (d) The ‘sticky ends’ of the cut DNA are now ligated (glued together) and
marked at the point of ligation. (e) The DNA fragments containing a number of basepairs from either side of the ligation
point are sequenced. (f) The sequences that were ligated are defined to be in contact, and this is registered as a hit in the
contact frequency map. Figure inspired by [47].

What do we expect for the contact probability Pc (i, j) of a random polymer?2 As we did in section 2.1 for size scaling
exponents, we use a discrete random walk (nth coordinate R(n)) as a toy-model to explore this property. We define the
contact probability as the probability for R(n) to return to a hypersphere of radius �. Before we derive the precise form of
Pc (i, j), several properties of Pc (i, j) can be postulated:

Pc (i, j) = Pc (|i � j |) Homopolymers must be translationally invariant in a global displacement along the arc-length.

Pc (1) = 1 We consider inextensible segments, where each segment advances the polymer by a fixed distance |R(i+
1) � R(i)| = �.

Pc (n) ⇠ n� Polymers are scale-invariant objects.

� = f (d) For a one-dimensional random walk, only segments along one dimension have to return to the origin;
for a two-dimensional walk, the segments in both dimensions must return—a stronger condition. Thus,
we expect that |�d=2 | > |�d=1 |.

As we derived in section 2.1, the probability density function of the displacement vector R of a random walk (n � 1 steps)
follows a Gaussian:

p(R(n)) = 1p
(2⇡/d)d�(n)2d

exp
✓
�

dR2

2�(n)2

◆
.

The translationally invariant form of p(R(n)) implies that Pc (n)must be translationally invariant, as previously postulated.
This contact probability is simply the probability mass found inside the sphere with all coordinates R 2 {|R|  �}:

Pc (n) =
π

dR ✓(� � |R|)p(R(n)),

where ✓(x) is the Heaviside theta. For � ⌧ �, the p(R(n)) is approximately constant around |R| = 0, so that we can write

Pc (n) ⇡ p(0)
π

dR ✓(� � |R|)

=
�dVd (1)p
(2⇡/d)d

1
�(n)d

⇠ n�d/2,
2We use a capital “P ” to make explicit that this is not a probability density but a probability proper, since we define two monomers to be either in

contact or not.
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whereVd (1) is the volume of a d�dimensional unit-sphere and the approximation in the first line improves with increasing
�(n)/�. We thus see that the contact probability of random walks exhibits a power-law with an exponent � = �d/2 that,
unlike the size scaling exponent of random walks, depends on the dimensionality of space. As a rough approximation, we
can again use the above formula for the contact probability for a general size scaling exponent ⌫ in �(n) ⇠ n⌫ , leading to
� = �⌫d . Despite arriving at this result through a naive substitution, it is to the best of my knowledge, used as the currently
accepted value [6, 19].

Now that we have an expectation for Pc (n), we can examine how Hi-C data from live cells compares to such a power-
law. Indeed, we find that a large portion of the data shows a power-law with exponent � ⇡ �1 which would correspond
to a compact object (⌫ ⇡ 1/3) in three dimensions (Figure 4.2a). There are, however, clear deviations from this power-law
at length-scales ⇠ 100 kbp (⇡ 680�p [1, 50]). This is unlikely to be a boundary e�ect, as these length-scales far exceed the
local persistence �p of the DNA molecule. The decay of Pc at these length-scales has a |� | < 1, which would correspond
to a ⌫ < 1/3 according to � = �d⌫—physically impossible as this represents more compaction than that of a space-filling
object. Additionally, examining the contact frequencies in the full matrix form Pc (i, j) (Figure 4.2b), we see that the
contact frequencies for the bacterial chromosome do not exhibit translational invariance. Instead, there is a surprising
cross-diagonal centered around the ori region, corresponding to the arm-arm alignment already discussed in section 2.4.
More subtly visible in the contact map are also high-frequency regions around the main diagonal that correspond to highly
compacted interaction domains (Figure 2.4c). Taken together, these properties of the in vivo Hi-C data indicate that the
bacterial chromosome is far more interesting, and complex, than a simple homopolymer.

(b)(a)

compact
object (δ=-1)

C. crescentus

Figure 4.2: Hi-C data from live cells show multiple types of spatial organization of the bacterial chromosome. (a)
Unnormalized contact probability versus genomic distance between loci forC. crescentus cells. For comparison, the contact
probability for a fractal space-filling polymer (� = �d⌫ = �1) is also shown. Contacts were not present for genomic
distances below a certain length-scale marked by the black circle. (b) Full contact map Pc (i, j) that was used to compute
panel (a). Data was taken from wild-type C. crescentus swarmer cells (data accessible at NCBI GEO database [46], accession
GSE45966).
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5

Goals and Significance

There are many types of chromosome organization in bacteria across multiple length-scales [77], but we are particularly
interested in the arm–arm juxtaposition present in e.g. C. crescentus and B. subtilis (Figure 4.2). Since in vivo studies have
shown that SMC condensin is needed for this type of organization [78, 79], juxtaposition is attributed to the action of
condensins. Surprisingly, there are typically only 3 � 30 condensins bound to the chromosome at any time [83], making
condensins remarkably e�cient at creating arm–arm contacts overmillions of basepairs [78]. Additionally, these condensins
are able to align the two chromosomal arms in less than half an hour post-induction [79]. The condensins accomplish this
feat of dynamically structuring a less organized DNA polymer inside a confined environment, across DNA-bound obstacles
[11]. Understanding how condensins achieve this level of speed and e�ciency at organizing an entire DNA polymer is di�-
cult to do in vivo— point mutations can be used to probe the role of protein functionality, but have multiple interpretations.
Firstly, lack of viability can indicate that the mutation perturbs an essential function; secondly, the same mutation can also
disturb interactions with other proteins, that are more directly responsible for cell fate. Our computational models neglect
much of the complexity present in live cells, but can more directly probe the impact of various molecular mechanisms
on chromosome organization. In sum, this thesis attempts to propose a model for juxtaposed organization by bacterial
condensin with both the speed and e�ciency as observed in live cells.

In this introduction, we started by exploring the phenomenology of a simple random walk, and demonstrated how it
fails to account for several types of experimental data in the context of chromosome organization. Given the complexity of
living systems, it should not come as a surprise that the simplest possible model has its drawbacks. Perhaps more surprising
though, the random walk has been successfully modified in rather modest ways to provide new and meaningful insights
into large-scale chromosome organization [2, 25, 27, 28, 53]. This raises the question: which essential ingredients should
be added to reliably produce fast, e�cient and robust juxtaposed organization? We address this puzzle by using a minimal
model approach: rather than attempting to include as much of the complexity of the chromosome as possible, we gradually
add ingredients to the simplest possible model, until it captures key features of the empirical data. Before we are able to
do that, we need to develop a simulation framework that can simulate the interplay between the action of condensins and
chromosome dynamics. Therefore, this thesis addresses the following questions:

What ingredients should a kinetic Monte-Carlo method contain for the simulation of chromosome organization by
SMC condensins, and how far from equilibrium can the simulation be driven by these model condensins?
What kind of minimal model for SMC condensin is consistent with the experimental data of juxtaposed organization
in bacteria?

Why is our reductionist approach, based on minimal models, useful? Firstly, we will see that several possible models for
chromosome organization by condensin can plausibly be ruled out, based on disagreement with empirical data. In particu-
lar, we argue in section 11.1 that condensins that move di�usively can collectively organize large DNA molecules, but that
its organizational mechanism is fundamentally density-driven. This dependence on condensin density makes di�usively
moving condensins dramatically ine�cient compared to condensin in live cells. Indeed, we find that condensins with mo-
tor activity organize the chromosome in a way consistent with the empirical data (section 11.2). Secondly, our simulations
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could provide input for the design of reconstituted or de novo nucleoids. To that end, we provide state diagrams of chro-
mosome organization across a wide variety of parameter values such as motor velocity and persistence (chapter 11.2), data
di�cult to acquire experimentally for many parameter values. Finally, during the development of our simulation frame-
work we characterized several fundamental limitations of lattice-based kinetic Monte-Carlo methods for polymer dynamics
far from equilibrium. To our knowledge, some of these simulation artifacts far-from-equilibrium have not previously been
reported in the literature (chapter 8.3).
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6

Ingredients of a Lattice Kinetic Monte-Carlo

Simulation for Slip-Linked Polymers

Chapter summary: We provide a detailed description of all tools needed to implement a Lattice Kinetic Monte-Carlo
simulation for non-equilibrium slip-linked polymer dynamics.

6.1 Recipe for the Gillespie Method

In this section we introduce an LKMC framework, which we specifically apply to describe the dynamics of proteins on
a fluctuating DNA polymer. To describe the stochastic dynamics of such a system, this LKMC framework employs a
Gillespie-type algorithm [5, 13, 15–17, 24, 41], where we assume that all the individual processes Ti have a Poissonian
waiting-time distribution with rate ki . These individual processes may include local configurational changes of the DNA
polymer, (un)binding of proteins, or a movement of the protein along the DNA. The microscopic rates ki will in general
depend on the microstate of the system, which is further discussed in section 6.5. Given a set of suchmicroscopic transitions
⌦ = {Ti, ki }, a process i is selected with a probability ki/

Õ
i ki , i.e. faster processes are performed with a proportionally

higher probability in a given time-step. This choice for selecting a microscopic transition guarantees that the stochastic
dynamics of each microscopic transition i is Poissonian distributed with rate ki .

After selecting a microscopic transition i, how do we advance the simulation time t? This depends on the rates of
the system: for a set of exponential waiting-time distributions with rates {ki }, the waiting time distribution p(�t ) for any
event to happen in time �t is also exponential but with a rate K =

Õ
i ki (Figure 6.1c, see appendix S1). Hence, after every

reaction, the simulation time is advanced by a sample from an exponential distribution with mean K �1.
Given a choice for the ki , our LKMC framework consists in detail of the following steps (Figure 6.1):

1. Construct an initial configuration of the system.

2. Build a rate-catalog ⌦ = {Ti, ki } of all possible microscopic transitions Ti , where ki is the rate of that transition. This
is done by looping over all particles in the system, and adding to ⌦ all possible transitions (displacements, changes of
internal state and otherwise) that that particle can perform.

3. Perform an arbitrary number of iteration steps, consisting of steps (a)–(f):

(a) Randomly select one of the transitions Ti from the rate-catalog ⌦. The probability to perform Ti is ki/K ,
where ki is the rate of Ti and K =

Õ
i ki is the total rate of the system. We implemented the selection procedure

using tower-sampling, equivalent to a linear search on the cumulative distribution function [16, 25, 41], see
Figure 6.1c.

(b) Update the KMC time t ! t + �t , where �t = � log r/K with mean h�t i = K �1, r 2 h0, 1] a uniformly
sampled random number [24, 41].
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(c) This choice of updating the simulation is simply a random sample �t from the waiting time distribution p(�t ) =
K exp(�K�t ) for any event to occur within a time-interval �t (appendix S1).

(d) Perform transitionTj that was selected in (a), which can a�ect the positions and/or internal states in the system.
(e) Update the entire rate-catalog of possible transitions ⌦ based on the transition Tj that was performed in step

(c). This can be done in the same way as in step 2, but a more computationally e�cient strategy consists of a
minimal local update (see section 6.3).

(f) Return to step (a).
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Figure 6.1: Illustration of the LKMC algorithm. (a) The Slip-link DNA model system that we employ to illustrate a
biologically relevant application of LKMC. This model system consists of a DNA polymer with di�using elastic rings,
which interact with the polymer by trapping DNA loops (top); this is represented in the LKMC as a polymer on a cubic
lattice with springs that can di�use along the DNA polymer (bottom). (b) Flow-chart of a Gillespie algorithm with
transitions Ti and rates ki . (c) A process j with rate kj is selected from all possible rates by tower sampling [25, 41]:
First, all rates are stacked, producing an array of rate-intervals; then, a random number k? 2 [0,K i is sampled from a
uniform distribution; the location of the interval in which this k? lies is located selects the process that will occur. (d)
The waiting time distribution of any event to occur at time t is K exp(�K t ), where K is the total rate. The mean of this
distribution is ht i = K �1, and is thus set by the decay rate of the waiting time distribution (see section 6.2).

6.2 Updating time in Gillespie algorithms

Below, we present a derivation for updating time in Gillespie simulations. Similar derivations can be found in e.g. Kratzer
[24], Voter [41]. Consider two processes 1,2 with Poissonian waiting-time distributions with rates k1, k2. The probability
distribution for an event to occur at time t is p(1; t ) = k1e�k1 t , so that the probability for any event to occur in the time-
interval [0,�t i is P (1;�t ) =

Ø �t
0 dt p(1; t ) = 1 � exp(�k1�t ). The probability for either process 1 or 2 to have occurred in
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the time-interval [0,�t i is

P (1 _ 2;�t ) = P (1̄ _ 2̄;�t )
= 1 � P (1̄ _ 2̄;�t )
= 1 � P (1̄;�t )P (2̄;�t ),

where the overline is the “not-operator”. Thus, we find

P (1 _ 2�t ) = 1 � e�k1�t e�k2�t

= 1 � e�(k1+k2)t ,

i.e. the probability for either process 1 or 2 to occur is again Poissonian, but now with rate K = k1 + k2. The proof is
analogous for more than two processes.

Given that we can sample uniformly random numbers r 2 [0, 1i, how do we generate samples that are Poissonian
distributed with rate K ? The probability distribution for an event to occur at time t is p(t ) = Ke�K t . To transform this
distribution to a distribution for p(r ), we use the fact that probability must be conserved in both the r or t coordinates;
this implies that p(t )|dt | = p(r )|dr |. Since p(r ) = 1 on the corresponding interval, we find p(t ) = |dr/dt | or

r = ±

π
dt p(t )

= ⌥e�K t ,

but, since r must be positive, we find r = e�K t . Inverting this, we find t = �K �1 log r .

6.3 Using Locality to Boost Efficiency

The full slip-link model system (Figure 6.1a) contains a DNA polymer, composed of 102 � 104 Kuhn monomers in vivo
[30, 46], and will thus typically also contain ⇠ 102 � 104 number of allowed transitions in the ‘rate-catalog’. However,
updating the entire rate-catalog after each time-step would make the LKMC method infeasible for these large particle
numbers. Thus, in this section we develop a method to keep the rate-catalog up-to-date with a weaker dependency of the
computational complexity on system-size.

Conceptual Description of Local Kinetics
The first time that the rate-catalog ⌦ = {Ti, ki } is instantiated, we loop over all particles in the system and add all possible
microscopic transitions Ti these particles can undergo. A naive approach to keep ⌦ updated is to perform this loop over
all particles in the system after every microscopic transition. Many systems, however, only involve local kinetics, meaning
that a transition Ti a�ecting a coordinate r will a�ect the state of the system only in a local neighborhood of r. Systems
involving only local kinetics exhibit a scaling form for the total rate hK i ⇠ N with respect to system size N . Indeed, we
observe hK i ⇠ N for self-avoiding polymers (Figure 6.2c), reflecting the local kinetics of such polymers [12].

Systems can exhibit non-local kinetics either due to kinetics that carry an explicit time-dependence (since the entire
rate catalog will have to be updated at each time-step), or systems with non-local interactions (because every particle in the
system can now interact with every other particle). For such systems, the locality of kinetics cannot be used to increase
computational e�ciency. When applicable, however, the locality aspect of the kinetics can be leveraged to vastly increase
the computational e�ciency of the LKMC.

Once we established that a system exhibits local kinetics, how do we actually choose which processes occur, and with
which rates? This question can be answered universally if there exists local equilibrium. Local equilibrium exists when, on
an infinitesimal scale, all processes exhibit equilibrium dynamics [23]. Local equilibrium is a much weaker constraint than
global equilibrium, since global equilibrium implies local equilibrium but not vice versa [23]. We will see many examples of
this in part III of this thesis. Local equilibrium is leveraged to simulate non-equilibrium systems in certain flavors of kinetic
Monte-Carlo, where the transition probabilities of microscopic processes are sampled from a distribution that assumes
local, but not global thermodynamic equilibrium [24, 41]. As follows from the discussion in chapter 3, local equilibrium in
the case of polymer dynamics amounts to the shortest polymer length-scales relaxing faster than the fastest non-equilibrium
process. Thus, assuming local equilibrium sets a lower bound on the length-scales we can investigate under this assumption.
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We stress that local kinetics and local equilibrium are separate assumptions. Non-local interactions even in thermody-
namic equilibrium could occur in various cases: systems with long-range potentials, e.g. non-shielded Coulomb-potentials;
systems where particles can displace to any other point in the system-size in a single move; systems with a global conserva-
tion law but not a corresponding local conservation law, such as particle unbinding and rebinding anywhere in a canonical
ensemble. Conversely, a system can display local kinetics but not be in local thermodynamic equilibrium, for example the
paradigmatic totally asymmetric exclusion process [9], the close-to-equilibrium polymer dynamics in section 7.5 and even
the far-from-equilibrium systems that we investigate in chapter 8.

Recipe for Leveraging Local Kinetics to Boost Efficiency
To speed up the update step of the LKMC, for example in the case of our slip-link DNA model, we exploit the locality
property of the kinetics by only re-computing the set of points M = {ri } on the lattice that can be a�ected by the transition
Ti . We call this the minimal local update, an idea similar to the next reaction method A. and Bruck [1], but applied to the
set of reactions instead of the rate constants. The size of the local neighborhood that we have to consider, and hence the
number of points in M , is determined by the maximal interaction range �r , which is the maximal length-scale at which
particles can interact with each other in a single time-step (compare Figure 6.2a and Figure 6.2b).

The minimal local update involves a set of M coordinates that are updated after each LKMC iteration. If a microscopic
transition Ti displaces a particle at coordinate r to a coordinate r0, then M = M1 [ M2, where M1 = {r + v}8 |v |�r (r) and
M2 = {r0+v}8 |v |�r (r), i.e. M contains all points within themaximal interaction ranges �r (r), �r (r0) of the coordinates r, r0.
The maximal interaction ranges �r (r), �r (r0) are not necessarily equal to the interaction range of the particle displaced by
Ti , but rather by the largest possible interaction range of all particles in the system that are a�ected by Ti . In our slip-link
model system for example, a slip-link only ever displaces one lattice site, but the crank-shaft move can displace a monomer
by two lattice sites; hence, �r = 1 if a particular move only a�ects slip-links but �r = 2 if a monomer can be a�ected by
the move.

Concretely, the maximal interaction ranges before and after the move are �r (r) = max{�r j · ✓(|r � r j |  �r j )} and
�r (r0) = max{�r j ·✓(|r0�r j |  �r j )}, where ✓(x) is the three-dimensionalHeaviside theta function, the r j are the coordinates
of all particles in the system and �r j their corresponding interaction ranges. However, to avoid having to compute the
�r (r), �r (r0) after every transition Ti in this costly manner, and for the sake of simplicity, we always use �r = max{�r j }.
In particular, for our slip-link model system we have max{�r j } = 2 corresponding to the crank-shaft move in the Verdier-
Stockmayer move-set that we use for the simulation of polymer dynamics (Figure 6a).

For a system with a rate-catalog of size |⌦| and a number |M | of points in the minimal local update, the minimal local
update speeds up the update step by a factor of f ⇡ |⌦|/|M |. Since |M | is independent of system-size for local kinetics, we
have |M | ⇠ O(1) and hence, for a number of particles N , the speed-up from using the minimal local update is f ⇠ O(N ).
In practice, we find that the minimum local update results in a constant computational time per iteration for N . 2000,
but increases sub-linearly for N & 2000 (Figure 6.2c). This increase of computational time per iteration can be traced to
the increasing complexity of hash-table lookups with the number of hash-map elements.
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Figure 6.2: The minimum local update results in a computational time per transition that is independent of system
size for small systems and sub-linearly increasing for larger systems. (a) Particles make ‘hops’ of one lattice step, e.g.
particle A (red) can move one step downwards. Hence, the hopping distance �r = 1, which means that the minimal local
update of the move considers the positions of particles A,B,D, but not C,E. (b) Particles can also ‘hop’ over a distance
�r = 2, e.g. particle A (red) can move two steps downwards. The minimal local update of this move now involves an
environment that contains all shown particles A,B,C,D,E. (c): The amount of real time � t (units of seconds) per LKMC
iteration versus system size N . We find a � t that is independent of N for N . 2000 and approximately linear with N for
large N & 2000. Left inset: The real time treal (units of seconds) required to simulate to time tKMC (units of the smallest
time-scale ⌧0) is approximately linear with tKMC with a slope that depends on N . Right inset: The total rate of the system
hK i is an extensive quantity, hK i ⇠ N , indicating that this system exhibits local kinetics. For these data, we simulated the
Rouse dynamics of a linear polymer of length N (with the move-set displayed in Figure 6) on a MacBook Pro, dual core
Intel Core i7@3.1 GHz.

6.4 Implementing Polymer Dynamics

Now that we have established a computationally e�cient method to update the rate-catalog for systems with local kinetics
(Figure 6.2), we will develop a framework to simulate the DNA dynamics for our slip-link model system (Figure 6.1a).
To leverage the computational e�ciency of the local update, we require a Monte-Carlo move-set with local kinetics that
correctly samples polymer dynamics. Fortunately, it can be shown that (non-self-avoiding) random walks lacking long-
range (e.g. hydrodynamic) interactions can indeed be simulated using only local moves [12].

As our set of local polymermoves, we choose theVerdier–Stockmayermove-set containing a ‘kink’, ‘end’ and ‘crankshaft’
move [2, 39], as sketched in Figure 6.3a. We choose the attempt rate for the elementary polymer moves (Figure 6.3a) as
follows: The kink move only displaces one monomer, and thus the attempt rate kkink for the kink move sets the smallest
time-scale for monomer displacement. For Rouse modes p = 1, 2, . . . ,N on a polymer of length N , the hierarchy of relax-
ation times is given by ⌧p = ⌧0(N /p)1+2⌫ where ⌫ is the scaling exponent [12, 32]. Thus, the monomer relaxation time ⌧0
sets the smallest time-scale in the hierarchy of Rouse dynamics, and is therefore related to the kink move attempt rate as
⌧0 = k�1kink. Since the end move also displaces only one monomer, we set kkink = kend. The crankshaft move, on the other
hand, displaces two monomers and hence we use the attempt rate kcrank = kkink log(4/3) (see section 6.6).

Lattice simulations of polymers with strict self-avoidance are non-ergodic if only local moves are included [27]. The
source of this non-ergodicity lies in the inability of local moves to reach a set of highly folded configurations. To simulate
self-avoiding polymers without this breaking of ergodicity, self-overlap can be included with an energy penalty J per contact
(Figure 6.3b). The total Hamiltonian is now H = 1

2 J
Õ

i, j �ri ,r j where �a,b is the Kronecker delta. For J = 0, we should
recover random walk statistics, whereas the polymer should become a self-avoiding walk in the thermodynamic limit for
J > 0 [4, 12]. Strict self-avoidance is recovered within this framework by setting J ! 1. Indeed, the internal geometrical
scaling of both random and self-avoiding polymers in our LKMC display these statistical properties (see section 7.1). In
section 7.2, we show that the non-ergodicity for strictly self-avoiding polymers does not impact their dynamical scaling.
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(a) kink move
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end move

(b)
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per contact

Figure 6.3: The Verdier–Stockmayer move-set. (a) Move-set that we use for linear polymers (circular polymers simply
lack the end-move). (b) Each monomer-monomer contact is assigned an energetic penalty J , where ‘contact’ is defined as
overlap on the same lattice point. [2, 39].

6.5 Implementing Energetic Effects using Metropolis-Hastings Kinetics

Proteins such as ParB and SMC are known to bind specifically to certain regions of DNA in bacteria [43]. To simulate
such interactions in our slip-link model system [8, 29], we need to understand how attractive and/or repulsive potentials
between particles a�ects the kinetics.

In our algorithm, energetic interactions between particles are encoded in how the rate-constants ki of a microscopic
transition Ti depend on the microstate of the system and, in particular, the internal energy of that microstate. Here, we
assume that the transitions are thermally activated across a free-energy barrier, which captures the dynamics of particles
coupled to a heat bath in thermal equilibrium. Since we assume the existence of a well-defined temperature and free-energy,
these dynamics assume the existence of local equilibrium[40]. This results in so-called ‘Metropolis-Hastings kinetics’:
ki = ki,0 min(1, exp(���E)), where ki,0 is the attempt rate of the transition and ��E is the dimensionless height of the
energy barrier of the microscopic transition [3]. In this expression, the value of the prefactor ki,0 depends on molecular
details and the level of coarse-graining, and can be found from e.g. all-atom molecular dynamics or experimental data.
Thus, the time-scale of molecular motion within this type of kinetics establishes the rate-limiting factor (ki  ki,0) for a
particular microscopic transition to occur [3, 24, 41].
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6.6 Combining Multiple Degrees for More Realistic Kinetics

A B

A B

A BA B

A B

(a)

(b)

unextended spring
Transition time of ‘single-DOF pathway’: 

intermediate state (       )
(c)

Transition time of ‘two-sided hopping’: two-DOF
pathway

(d)

Figure 6.4: Combining transitions leads tomore accurate kinetics in the LKMC framework. (a) Elastic dimer consisting
of monomers A and B di�uses one lattice step to the right in a two-step process: extending the spring to an energy �E by
displacing B and thereafter displacing part A. (b) Elastic dimer displaces to the right as a whole (‘two-sided hopping’), where
the di�usion of the whole dimer is characterized by a renormalized di�usion constant. (c) Example from our “slip-link
model system”, where a slip-link (blue) di�uses over two proximate polymer strands (black). A single-DOF pathway (top)
is combined into a multi-DOF pathway with a renormalized movement attempt rate (bottom). Note that there are two
single-DOF pathways for this example. To account for this, we add a prefactor q = 2 to the net movement attempt rate
of the multi-DOF pathway. (d) Slip-link mean-square displacement h�i(t )2i for various spring-constants of the slip-link
using single-DOF kinetics (blue) and two-DOF kinetics as in panel (c) (red). Inset: Data-collapse using a rescaling h�i2i/D
where D ⇠ �20k+/(1 + e

��E
) for the single-DOF kinetics (blue) and D = �20K++ (orange).

The elementary moves in our polymer simulation (Figure 6.3a) contain both single-particle and two-particle displacements.
Thus, we require an estimate for the attempt rate of such two-particle excitations, and how they depend on the smallest
time-scale in the system. This question is also relevant for Monte-Carlo move-sets where merely single-particle excitations
can already reach any end-state, because the presence of multi-particle excitations can still a�ect the dynamics. In fact,
including the relevant pathways is regarded as one of the primary di�culties in designing KMC simulations [41]. Since the
simulation data itself typically does not reveal which pathways are relevant unless we have already included them, physical
intuition and domain knowledge have to be used to propose a realistic rate-catalog that includes the pathways that will be
most commonly sampled [41]. In detail, a known source of inaccuracies in LKMC occurs when a particle or subsystem
has multiple internal degrees of freedom (DOF) in which only microscopic transitions are taken into account that a�ect
one DOF at a time (‘single-DOF pathways’) [28, 41]. This issue can be mitigated by including additional kinetic pathways
where multiple DOFs are simultaneously a�ected (‘multi-DOF pathways’). Such multi-DOF pathways are characterized
by a renormalized attempt rate that accounts for the decreased probability of multiple processes occurring simultaneously.

How will the presence of two-particle excitations in the rate-catalog a�ect the overall dynamics? To make a quantitative
comparison, we first consider di�usion of a dimer by only single-particle excitations. The dimer consists of two parts,
A and B, which can both move in two directions +,� (Figure 6.4a). We consider a slip-link with an internal energy of
extension �E , and assume that the spring constant is so high that the slip-link will at most be extended by one lattice site
(i.e. the likelihood of moves such as A+B� is assumed negligible). This assumption is inspired by the fact that our slip-links
model SMC condensin, which have a maximum size of about one lattice size in our simulations (chapter 9). Pathways with
a di�erent ordering of transitions are distinguishable in the stochastic trajectories of the system—even if they result in the
same endstate—and therefore have to be counted separately. There are four possible ways of having a net displacement after
two Monte-Carlo moves: A+B+, B+A+,A�B�, B�A� and four zero-displacement pathways that result in the same energy
gain �E , namely A+A�,A�A+, B+B�, B�B+. Since there are four MC pathways that produce a net displacement and four
that do not, on average, we have to perform twice two MC moves to achieve one displacement �0—either to the left or
to the right. The average waiting time for each of these pathways at unit temperature is T0 = ⌧0(1 + e�E ). To find the
di�usion coe�cient, we solve hr 2i = 2Dt for D . As explained above, the dimer makes a displacement of size �0 after at
time t = 2T0, where the factor two is due to only 50% of two-step moves resulting in a net displacement. We thus find
�20 = 4DT0. In sum, the di�usion constant using single-DOF kinetics is D = �20/[4⌧0(1 + e

�E
)], which agrees well with the

data from simulated slip-links (Figure 6.4d, blue data-points).
Through �E , the di�usion constant with only single-DOF pathways strongly depends on the elasticity of the slip-link.

44



However, the ‘two-sided hopping’ of AB as a whole will not depend on �E if the AB dimer di�uses without extending in
the process (Figure 6.4d, orange data-points). This example illustrates the e�ect of including combined pathways. Such a
procedure results in a more accurate (higher) e�ective rate of processes that involve multiple degrees of freedom, with an
increase in accuracy that strongly depends on the internal energy of intermediate states.

How can multiple single pathways be combined into one e�ective combined pathway? We address this question in the
particular case of two identical and uncorrelated independent single pathways, each of which is a two-state system |�i, |+i
with probabilities p�(t ), p+(t ) and transition rates k+ (rate of going from |�i to |+i) and k� (rate of going from |+i to |�i).
The master equation that describes a single two-state system reads

@t p+ = k+p� � k�p+ (6.1)

with p� = 1�p+. In the stationary state, the probability P? that the combined system is not in the state |++i is P? = 1�p2+
where, from equation (6.1), p+ ! k+/K with K = k� + k+. If the system does not start in | ++i, the probability it has not
been in the state | + +i during n statistically independent steps is

P?n = (1 � p2+)n . (6.2)

The number of statistically independent steps over a time-interval t is n = t/�t where �t = K �1 is the decorrelation time.
Thus, we can write equation (6.2) as

P?t = (1 � p2+)K t = exp(�K++t ), (6.3)

so that, combining our results, the typical rate for the combined system to go into | + +i is K++ = �K log(1 � k2+/K 2
).

For the particular case of symmetric two-state systems (k� = k+ ), which is the case for unbiased di�usion, we thus find the
e�ective rate of a combined pathway from two single pathways to be K++ = K log(4/3) < K .

How does this derivation based on discrete oscillators compare to continuous movement? For the continuous case,
consider two particles ↵ = a, b with position, velocity r↵,v↵ = @t r↵ experiencing overdamped kinetics and subject to a
harmonic potential V (|ra � rb |) = 1

2k(ra � rb )2. The Langevin equations are �v↵ = �r↵V + ⌘↵ where � is a damping
coe�cient and ⌘↵ is delta-correlated noise, h⌘↵(t ) · ⌘↵(t 0)i = 2�kBT d�(t � t 0). The forces on the particle due to this
potential are f↵ = �r↵V = �k(r↵ � r�), � , ↵. We thus find fa = �fb , so that we can sum the two Langevin equations
together to find for the center-of-mass velocity

vCM =
1
2
(va + vb )

=
1
2�

(⌘a + ⌘b ),

where the deterministic forces for the two particles have canceled each other out in the second line. The total center of
mass displacement is rCM =

Ø t
0 d⌧vCM (⌧), so the mean-squared-displacement is

hrCM (t )2i =
π t

0

π t

0
d⌧d⌧ 0hvCM (⌧) · vCM (⌧ 0)i

=
2

(2�)2

π t

0

π t

0
d⌧d⌧ 0h⌘↵(⌧) · ⌘↵(⌧ 0)i

=
dkBT
�

t .

Combined with the Einstein relation, � = D/kBT [33], this gives hr2CM (t )i = 2dDCM t with DCM = D/2.
We can now compare the di�usion constant of a slip-link thatmoves by two-sided hopping D++ = �2K++ to the di�usion

constant of one that moves continuously DCM . Based on our result K++ = K log(4/3), we find that the discrete case has
a di�usion coe�cient D++/Dcont. � 1 ⇡ 42% lower than the continuous case. If single-particle motion has the same prior
probability as two-particle motion, this results in a total rate for the discrete derivation that is (k0 + k0 log(4/3))/(k0 +
k0/2) ⇡ 14% lower than the continuous derivation. This discrete derivation is more appropriate when the dynamics of the
underlying system already has discrete properties (e.g. di�usion of holes in a crystal [41] or stepping of a molecular motor
[14]).
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7

Verifying the Validity of Stochastic Dynamics in

LKMC

Chapter summary: We systematically check the validity of the (non-)equilibrium dynamics in LKMC, including a
comparison to Brownian dynamics simulations.

7.1 Controls on Time-Averaged Quantities in Equilibrium

The particles in our LKMC live on a lattice, thereby strictly speaking introducing a breaking of rotational symmetry. In
order for the lattice simulation to simulate dynamics of an o�-latice system (e.g. a polymer), the breaking of rotational
symmetry should be negligible in the thermodynamic limit. To test whether angular symmetry is broken, we applied a
force along the z�axis to both ends of a linear polymer (end-to-end vector R) and measured the azimuthal angle ✓ defined
implicitly as tan ✓ = (R · ŷ)/(R · x̂) (where x̂, ŷ are unit vectors). Indeed, we find that the histogram of ✓ is a uniform
distribution within one standard deviation (Figure 7.1a). This indicates that, although rotational symmetry is strictly
broken by the lattice geometry (e.g. ✓ ⇡ �⇡, 0, ⇡ appear to have an increased p(✓)), the breaking of rotational symmetry is
less than the relevant fluctuation size.1

To test whether the internal geometry of polymers in LKMC displays the correct statistics, we measure the radius of
gyration R2

� = N �1
Õ

i(ri � r)2 for a polymer of size N with coordinates ri and center of mass r. Polymers are scale-
free objects, displaying a geometrical scaling R� ⇠ �

⌫ for sub-chains of any size 1 ⌧ �  N . The scaling exponent ⌫
di�ers between random and self-avoiding polymers where the monomers carry a mutual short-ranged repulsive energy J
(section 2.3), with J = 0 corresponding to ⌫ = 1/2 and J > 0 to ⌫ ⇡ 0.588 [4, 34]. We implemented monomer-monomer
interactions by allowing for multiple monomers on the same lattice point ri . Monomer overlap was penalized with the
Hamiltonian H = 1

2
Õ

i, j J �rir j , where �a,b is a Kronecker delta. For J = 0, we recover a random walk, whereas for any
J > 0, the polymer should self-avoiding walk statistics [4], as verified by our simulations (Figure 7.1b).

1We do not claim that there is not a statistically significant breaking of rational symmetry, as this depends on the statistical power of the data—
for su�ciently many samples of ✓, an arbitrarily small breaking of rotational symmetry can always be distinguished. Rather, the data in figure 7.1a
demonstrates that the size of the typical fluctuations �p(✓) ⌘

p
var[p(✓)]✓,�✓ (for the ✓ in the bin [✓ � 1

2 �✓, ✓ +
1
2 �✓ i) for all ✓ are larger than the variation

in p(✓) itself. This indicates that the random fluctuations in p(✓) (quantified as �p(✓)) are larger than the systematic di�erences in p(✓) (quantified as
p(✓1) � p(✓2)).
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(a)Our LKMCobeys rotational invariance. Wemeasured the azimuthal
angle ✓ as indicated in the figure. Data was collected for polymer length
N = 12 . . . 192 and monomer overlap energy J = 0 . . . 20 and generated
individual histograms for each parameter set. All histograms were then
combined (blue), and the average histogram of all parameter sets was com-
puted (black, error bars: standard deviation).

extract sub-chain 
RI�VL]H�Ķ

(b) Ensemble-averaged polymer statistics of polymers with and
without (partial) self-avoidance are in agreement with theory. Two
polymers were simulated: a phantom chain (blue) and a polymer with
monomer overlap energy J = 8. The radius of gyration scaling of sub-
chains within such the phantom and self-avoiding walk obey a scaling
R� ⇠ �⌫ with respectively ⌫ = 1/2 and ⌫ ⇡ 0.588.

Figure 7.1

Figure 7.2: Static response of polymers in our LKMC obeys the fluctuation-dissipation theorem. Linear polymers of
length N were simulated with monomer overlap energy J . (a) We measured the average end-to-end vector projected along
the z�axis hRi in response to a force along the z�axis f for J = 0 (blue), J = 2 (light red) and J = 4 (dark red). Axes are
scaled to dimensionless variables to make them independent of system size for small f .

As a final example, we consider the linear response of a polymer in response to static external forces. As the force is
time-independent, the system remains in equilibrium—albeit it with a di�erent free energy that includes the work done by
the external force. We consider a linear polymer with end-to-end distance projected along the z�axis R. In equilibrium, we
can define a partition function conditioned on R, which in turn defines a free energy FR. Using this free energy, we will
now compute the force-extension relation for small externally applied forces (along the z�axis) f .

We assume that the free energy is harmonic in R for small perturbative forces, FR = 1
2kR

2
� f R. In the unperturbed

ensemble, and using a Gaussian integral, we find
⌦
R2↵

0 = kBT /k where
⌦
R2↵

0 = �20N
2⌫ . These two expressions for⌦

R2↵
0 relate the unperturbed size to the spring constant upon extension for arbitrarily small forces. For the harmonic free
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energy that we assumed, the observed hRi f follows from 0 = h@RFRi f , giving a force-extension relation f = k hRi f =

kBT hRi f /
⌦
R2↵

0. Writing R =
q⌦

R2
↵
0, we propose a reduced force f̃ = � f R and displacement R̃ = hRi f /R that are

independent of system size. Indeed, we find that linear response theory is accurately obeyed with the expected dependency
of k on hRi,N and ⌫ for both random and self-avoiding polymers (Figure 7.2).

There are non-linearities in the force-extension relationship for forces | f | � 1 (Figure 7.2). These non-linearities appear
superficially similar to those that we’ll explore in chapter 8 for large forces. There, the non-linearities stem from the inability
of LKMC to simulate far-from-equilibrium dynamics. The non-linearities in figure 7.2, however, have a fundamentally
di�erent origin: the finite maximum extension Rmax = �0N of the polymer as f ! 1 [12, 34]. The breakdown of linear
response in Figure 7.2 thus reflects an intrinsic physical property of the polymer, unlike the breakdown of linear response
due to the relevant type of kinetics far from equilibrium in Figure 8.1.

7.2 Controls on Polymer Dynamics in Equilibrium

Polymer sub-chains with a size far removed from both the smallest length-scale � and system size L (� ⌧ s�, s+ ⌧ L) are
self-similar objects with no intrinsic length-scale [11, 12, 34]. Across statistical physics, dynamical scaling is much more
subtle, complex and less universal than static scaling [11, 22]. Nevertheless, the so-called Rouse model for random polymers
does exhibit scale invariant dynamics [11, 12]. To satisfy this scale invariance, we expect a power-law dependency for the
dynamical scaling of the chain relaxation time t (s) ⇠ s↵, where ↵ > 0 to obey the ordering of time-scales that we postulated
in chapter 3. If we assume that the relaxation is rate-limited by the time needed for fluctuations to propagate over the full
length of the sub-chain by passive one-dimensional di�usion, then we expect ↵ = 2. Indeed, the Rouse model predicts a
scaling tp ⇠ s2p for the relaxation time tp of the normal mode with length-scale sp [12, 34].

The dynamical scaling exponent is ↵ = 2 for any model with only localized interactions [12].2 However, polymers
with steric interactions such as DNA are more closely modeled as self-avoiding walks (section 2.3), which do not only
have localized interactions: displacing a single monomer in a self-avoiding walk potentially involves rearranging the whole
polymer to avoid any points of overlap. In agreement with this, computational studies of self-avoiding polymers find that
↵ = 1 + 2⌫ � 2 for a size scaling exponent ⌫ (R ⇠ s ⌫ ) [32].

To verify that our LKMC displays the correct physical dynamics of self-avoiding chains, we measure the monomeric
displacement �r(t ) of polymers varying in length Nm , over a time-interval t . Self-overlap was penalized with an energetic
penalty of J per monomer–monomer contact (also see Figure 6.3). All data can be collapsed onto a single master curve
by a rescaling �r! �r/�⌫ , t ! t/�1+2⌫ (Figure 6.3b), indicating that polymers in our LKMC approach correctly exhibit
Rouse dynamics of self-avoiding chains [32].

It is known in the literature that, in the limit of strict self-avoidance, the LKMC simulations with the Verdier-Stockmayer
move-set (Figure 6.3) are no longer ergodic [27]. To test in more detail whether this breaking of ergodicity impacts polymer
dynamics, we also generated simulation results with J ! 1. Despite being strictly non-ergodic, we find that these data
are described by the same dynamic scaling exponents as for finite J (Figure 6.3). This shows that, although our LKMC
with strict self-avoidance breaks ergodicity, the inability of the algorithm to reach these states does not impact polymer
dynamics within our statistical accuracy.

2Here, “localized” refers to local in the arc-length coordinate s , not in the space coordinates. Otherwise stated, there exists an intermonomeric potential
U ( |s1 � s2 |) between monomers at s1, s2 that has a typical size, but that is not a function of the space coordinates.
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Figure 7.3: Our LKMC captures Rouse-like dynamics for both random and self-avoiding polymers. We measured the
monomeric displacement �r(t ) for polymers of di�erent lengths Nm with self-overlap energy J = 8 per contact. A rescaling
using the Flory exponent ⌫ indicates that these curves follow the expected scaling [32]. Inset: The same dynamic scaling
exponents are observed for polymers with exclusive self-avoidance ( J !1). For these data, we used Nm = 8 . . . 512.

We already verified that the di�usion of single monomers in a self-avoiding polymer is in agreement with the expected
Rouse-like dynamics (Figure 7.3). We will now verify that not only a single monomer, but also collective dynamics of the
self-avoiding walk displays the correct dynamic scaling. We do this in two ways: (i) Verify that the whole chain displays
the expected di�usive motion, and (ii) Verify that sub-chains display the expected relaxation dynamics. In more detail,
in the first test we check whether the whole polymer moves di�usively, and check the scaling of the di�usion coe�cient
with theory. We assume an overdamped limit, so that we have for the hydrodynamic force f = ⇣N v onto a polymer
of length N moving at a velocity v , where the friction coe�cient of a chain of size N by virtue of extensivity obeys
⇣N ⇡ ⇣1N . Combined with the Einstein relation, this gives DN = D1/N , where DN ,D1 are respectively the polymer and
monomer di�usion coe�cients. Thus, the quantity N hRCM (t )2i should be independent of N , which is indeed the case
for our LKMC (Figure 7.4a). For the second test, we measure time-traces of the intermonomeric vector r� of sub-chains
of size �. r� changes over time as MSD�(t ) = h�r�(t )2i ⇠ N 2⌫ and where the time-dependency has a longest relaxation
time ⌧N ⇠ N 1+2⌫ [31]. For times t � ⌧N , we simply recover the static subchain scaling hr2�i ⇠ N 2⌫ . Thus, a plot of
h�r(t )2i/N 2⌫ versus t/⌧N should approximately collapse all data onto a single master-curve, which is indeed the case for
our LKMC (Figure 7.4b). The two tests in Figure 7.4 indicate that not only single monomer motion, but also the collective
dynamics of self-avoiding polymers display the expected dynamics in our LKMC.

49



C
M

C
M

KMC time 

Ce
nt

er
-o

f-
m

as
s 

M
SD

(a) (b)8 16 32 64 128 256 512 1024N 2 4 8 16 32 �

Figure 7.4: Consistency checks of polymer dynamics using LKMC. (a) Di�usion of the center of mass of a circular
polymer. Center of mass RCM (t ) mean-square displacement (MSD) for polymers of various sizes is shown. Inset: Col-
lapse onto universal master curve by a rescaling DN = D1/N . (b) Rouse dynamics of mean-squared displacement of the
intermonomeric distance in a circular polymer. Linear distance between monomers is �. Left inset: Data collapse onto
a single master-curve by a rescaling h�r(t )2i/N 2⌫ versus t/⌧N , where ⌧N is the whole-chain relaxation time [32]. Right
inset: Schematic of the quantity that we measure. .

7.3 Control on Slip-Link Dynamics in Equilibrium

A necessary property of our LKMC framework must be that detailed balance is obeyed in thermodynamic equilibrium.
For two microstates x, x 0, detailed balance in a Markov chain implies that

W (x 0 |x)p(x) =W (x |x 0)p(x 0), (7.1)

where W (x 0 |x) is the transition rate from state x into state x 0 and p(x) is the steady-state probability distribution of
state x . Unfortunately, there are so many microstates (already ⇠ 1034 for a 79�step self-avoiding walk [19]), that any
individual microstate will typically be only observed once. We must find a di�erent way of testing whether detailed balance
is obeyed. Instead of checking detailed balance on microstates x, x 0, we measure detailed balance on lower-dimensional
variables i(x), j(x 0). In this lower-dimensional space, two di�erent microstates x1, x2, x1 , x2 can have the same i(x1) =
i(x2). Since the current state in the lower-dimensional space does not uniquely determine the future state, the reduced
variables may no longer be Markovian. Because the reduced variables i(x) may no longer constitute a Markov chain, we
cannot use equation 7.1 to test whether our simulation obeys detailed balance.

We use the general form of detailed balance for a stochastic variable, p(�, ⌧;�0, 0) = p(�0, ⌧;�, 0)8⌧, where p(�, ⌧;�0, 0)
is the joint probability density of transitioning from �0 into � over a time-interval ⌧ [10]. Specifically, for our slip-link
model system we monitor the loop-size �(⌧) trapped by a slip-link (Figure 7.5a). The polymer dynamics influences slip-
link positioning, so by monitoring � we are verifying detailed balance of the full slip-link–polymer system. We collected
statistics of loop-sizes � = 1 and � = 3 (Figure 7.5b) and generated histograms of p(1, ⌧; 3, 0), p(3, ⌧; 1, 0). As can be seen in
Figure 7.5c, these distributions match within statistical error, indicating that detailed balance is obeyed for all time points
considered.
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Figure 7.5: Coarse-grained variables can be used to verify that our LKMC satisfies detailed balance in thermal equi-
librium. (a)Wemonitor the size � of a DNA loop trapped by a slip-link. (b)We collected statistics of loop-sizes � = 1 and
� = 3. (c)Detailed balance is obeyed if p(1, ⌧; 3, 0) = p(3, ⌧; 1, 0) for all ⌧, which is indeed the case for our LKMC data within
one standard deviation (blue and green curves). A lower slip-link di�usion attempt rate k0 (compare upper and lower curves)
simply increases the decorrelation time. For large times, the steady-state distributions satisfy p(�, ⌧;�0, 0)! p(s)(�)p(s)(�0)
(dashed line) since the system is characterized by a finite amount of memory.

7.4 Control on Particle Dynamics in Potential Landscapes

We implemented the e�ect of energetic di�erences between states on kinetics using the Metropolis-Hastings algorithm
(section 6.5). As a simple test of this algorithm, we simulated a particle that di�uses in a one-dimensional harmonic
potential well. At t = 0, we release the particle in the middle of potential wells of various sti�nesses and record the particle
trajectories. A data-collapse shows that the standard deviation �i(t ) of an ensemble of these trajectories (Figure 7.6) agrees
well with the theoretical value calculated from the Fokker-Planck equation �i,theor.(t ) ⇠ 1/

p
k [33]. This benchmark

simulation of the Ornstein–Uhlenbeck process illustrates that these ‘Metropolis-Hastings kinetics’ indeed correctly sample
the stochastic dynamics of a particle di�using in a harmonic potential well.
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(a) (b)

Figure 7.6: ’Metropolis-Hastings kinetics’ samples overdamped dynamics of particles di�using in an energy landscape.
(a) Schematic of benchmark set-up with a particle that di�uses in a harmonic potential wellU (i) = 1

2ki
2, initial condition

p(i, 0) = �(i) and time-dependent standard deviation �i(t ) [33]. (b) Mean-square displacement of particles are consistent
with the solution of the Einstein-Smoluchowski equation, verified by a data collapse (inset) using the theoretical rescaling
[33].

7.5 Controls on Particle and Polymer Dynamics out of Equilibrium

(b)(a)

Figure 7.7: Both single particles and polymer dynamics subject to time-dependent external forces obey the fluctuation-
dissipation theorem (FDT). A particle di�uses inside a potential well U = 1

2ki
2 with time-dependent force f (1 � ✓(t )).

Shown are both the scaled positional dynamics h�i(t )i f /� f due to the applied force (red) and the position autocorrelation
Cii(t ) (blue). These two curves overlap within the uncertainty (twice the standard error, shaded area), indicating that the
FDT is obeyed. Inset: By rescaling the data by the intrinsic time-scale ⌧ ⇠ 1/k of the potential for various k as indicated in
the figure, all data collapses onto a single master-curve, showing that the system exhibits the expected relaxational dynamics.
(b) Dynamic response with time-dependent force f = (0, 0, f (1 � ✓(t )). Relaxation towards equilibrium hRi f /� f (red) is
equal to the autocorrelation function CRR(t ) (blue) within the statistical uncertainty (standard error in the mean, shaded
area), indicating that the FDT is obeyed. We verified the FDT for J = 0 . . . 4 and N = 12 . . . 120; the data in this plot have
parameters (J ,N ) = (1, 64) (top), (0, 48) (middle) and (0, 24) (bottom). Data was scaled to the equilibrium variance to have
an amplitude independent of N .
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Our slip-link model system can be driven out of equilibrium bymotor proteins such as SMC condensins [14, 29, 45], which
can exert forces onto the DNA polymer (Figure 6.1a). When these proteins are no longer performing enzymatic activity,
the system must relax back to equilibrium. The converse must of course also hold—motor proteins that are switched on
drive the system away from equilibrium. Luckily, relaxation towards and away from equilibrium are characterized by the
same decay time in the regime of linear response [12]. We arbitrarily choose to check relaxation towards equilibrium. Thus,
we establish that our LKMC approaches equilibrium if there are no active forces are dynamically switched o� in the system,
and that within the linear response regime the system’s relaxation towards equilibrium satisfies the fluctuation-dissipation
theorem [33].

We first verify that our LKMC with MH-kinetics is in agreement with the FDT in the presence of an energy landscape
and time-dependent forces applied to a single particle. We do this by first applying a constant force f to a particle in a
harmonic potential U (i) = 1

2ki
2. After letting the system equilibrate in the presence of the force, we switch o� the force

at t = 0 and evolve the system using MH-kinetics. The relaxation towards the unforced equilibrium is then related to the
spontaneous fluctuations as hi(t )i f � hi(t )i0 = � f Cii(t ) for t > 0 [33]. Here, hi(t )i f is the ensemble average of i(t ) in the
presence of a force f andCii(t ) = hi(t )i(0)i�hii2 is the autocorrelation function of an unperturbed particle. Indeed, we find
that the FDT is accurately obeyed for this system (Figure 7.7a). Moreover, since khii f = f with an intrinsic relaxation time-
scale ⌧ ⇠ 1/k, we verify that the particle displays the expected relaxational dynamics for all energy landscapes considered
(Figure 7.7a, inset).

We have now verified that single particles subject to time-dependent forces obey the FDT, and polymers in our LKMC
obey linear response with respect to time-independent forces. As a final control, we test whether the dynamic response
out-of-equilibrium of polymers in our LKMC also follows the FDT. We therefore first equilibrate a polymer with an
external force f that we turn o� at t = 0, and monitor relaxation towards equilibrium. The FDT for this process is
hR(t )i f � hR(t )i0 = � f CRR(t ) for t > 0, with CRR(t ) = hR(t )R(0)i0 � hRi20 the spontaneous autocorrelation function
[33]. We find that both sides of this equation are equal within our statistical accuracy (Figure 7.7b), indicating that the
dynamical response in our LKMC obeys the FDT.

7.6 Comparison of LKMC with Brownian Dynamics for Non-Equilibrium Loop Extrusion

Next, we bring all aspects of our LKMC simulation together by considering a toy-model for DNA-organization by actively
loaded slip-links. The active loadingmechanism consists of binding at a particular loading site on theDNA, but spontaneous
dissociation (rate k� ) anywhere (Figure 7.8a). This binding/unbinding asymmetry breaks detailed balance, driving the
polymer dynamics away from equilibrium. We consider two popular models for the movement of slip-links over DNA:
di�usive and ballistic motion. The latter models DNA loop-extrusion by enzymes such as SMC condensin [6, 7, 18, 29],
which is believed to be important for chromosome segregation and cell-fate in both prokaryotic and eukaryotic DNA [14,
20, 21, 29, 42–44]. Although both sub-systems, slip-links and DNA, exhibit well-understood dynamics that we have already
described (Figures 6.3 and 6.4), the combination of these sub-systems exhibits interesting emergent behavior [7, 7, 18, 29].

The out-of-equilibrium DNA–slip-link system can be characterized by the loop-size distribution p(�). Unlike the
power-law behavior observed in equilibrium polymers [11], we observe that p(�) of the non-equilibrium slip-linked poly-
mers is approximately described by an exponential decay (Figure 7.8b). This dependence indicates that the active slip-link
loading imparts a characteristic length-scale onto the polymer. In prior work it was argued, using both Brownian dynamics
simulations and the corresponding Fokker-Planck equation, that the auxiliary function p̃(�) = p(�)N /(N � �) decays
exponentially with a characteristic length scale h�ip̃ ⇠ k�↵� (↵ = 1 for ballistic slip-links, and ↵ = 1

2 di�usive slip-links)
[7]. We tested this predicted scaling with our LKMC simulation data; a corresponding data-collapse reveals that there is
good agreement with this scaling form up to k� ⇡ 0.05 (Figure 7.8c), for which the typical loop-sizes h�ip̃ . 3 border on
the lattice discretization. The agreement with the observations from Brackley et al. [7] indicates that the non-equilibrium
dynamics of slip-linked polymers in our LKMC simulation is consistent with the corresponding Fokker-Planck equation
and Brownian dynamics simulations, but that discretization e�ects are observed for loop-sizes . 3.
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Figure 7.8: Non-equilibrium dynamics of DNA–slip-link toy model is consistent with Brownian dynamics simula-
tions. (a)A single slip-link binds to a particular location on the polymer (green) and dissociates with rate k�. The loop-size
� is defined as the chain-size trapped by the slip-link. This set-up closely models the Brownian dynamics simulations from
Brackley et al. [7]. (b)The loop-size distribution is shown for di�usive (green-blue) and ballistic (yellow-red) slip-links (k�
indicated in legend). (c)The data from panel (b) was used to compute the auxiliary function p̃(�) = p(�) · N /(N � �) and
data-collapse by the rescaling of � from Brackley et al. [7].
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8

Probing the Limits of LKMC for Non-Equilibrium

Systems

Chapter summary: The limits of LKMC are tested by driving both a single particle as well as the full slip-linked polymer
system far out of equilibrium. We show that Metropolis-Hastings kinetics cannot be driven arbitrarily far from equilibrium, and

that the lattice discretization can generate unphysical artifacts far from equilibrium.

8.1 Metropolis-Hastings Kinetics Limits the Maximum Speed of Particle Movement

To verify that MH-kinetics can also be used to study far-from-equilibrium dynamics, we start by simulating the overdamped
dynamics of a single particle on a ring with periodic boundary conditions that experiences an external force according to
two protocols:

(i) A particle moving along a potential ramp of slope �EMH/� ⌘ ��MH according toMetropolis-Hastings kinetics.

(ii) A particle that is subject to an external force f in the form of an additional ballistic displacement move with
attempt rate k+ ⇠ f .

In either protocol, the fluctuation-dissipation theorem (FDT) can be stated as F D = hvikBT , where D is the di�usion
coe�cient, hvi is the average velocity and F the force that the particle experiences due to the potential ramp (protocol (i))
or external force (protocol (ii)) [33].

In protocol (ii), the force F in the FDT is simply the external force f ; for protocol (i), F depends on the energy
landscape. To determine this dependency, we calculate the relationship between velocity hvi and the steepness set by
��EMH. Denoting the probability of a forward, backward step by respectively p+, p�, the average velocity hvi is hvi =
�hki(p+ � p�). The probabilities in Metropolis-Hastings kinetics are defined as p± = min(1, e⌥��EMH ), where the average
stepping rate is hki =

Ø
dk kp(k) = K for exponentially distributed rates p(k) = K �1 exp(�k/K ). The total rate depends

on �EMH as K = k0p� + k0p+, for which we can find a closed expression using the p± as defined before:

K =k0(min(1, e���EMH ) +min(1, e+��EMH )) (8.1)
=k0(1 + e�� |�EMH |

). (8.2)

Combining the previous results, we find the average velocity to be

hvi =�k0(1 + e�� |�EMH |
)
min(1, e���EMH ) �min(1, e+��EMH )

1 + e�� |�EMH |
(8.3)

=�k0
⇣
min(1, e���EMH ) �min(1, e+��EMH )

⌘
(8.4)

=�k0sgn(�EMH)(e�� |�EMH |
� 1). (8.5)
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Figure 8.1: Particle that moves in an external field according to Metropolis-Hastings kinetics obeys the fluctuation-
dissipation theorem (FDT), but only in the small field limit. A particle with position i(t )moves on a ring with periodic
boundary conditions. Average velocity hvi = hi 0(t )i of the particle using two protocols: (i) MH-kinetics with a potential
ramp (force �MH = ��EMH/� ) (blue) and (ii) an external force f in the form of a renormalized attempt rate (orange). For
small external fields |�EMH | ⌧ kBT , MH-kinetics obeys the FDT hvi = � f D ; for �EMH & 0.5kBT , the data deviates
from the FDT with a maximum velocity |vmax | ! �k0 (k0: particle di�usion attempt rate). A mean-field theory accurately
describes these data (dashed curve, see appendix S3.3). Protocol (ii) is consistent with the FDT at all applied forces.

We find that the maximum velocity in Metropolis-Hastings kinetics is �k0, and is therefore fundamentally limited by the
microscopic attempt rate k0. For small external driving � |�EMH | ⌧ 1 we have exp(���EMH) ⇡ 1 � ��EMH. This
gives hvi ⇡ �sgn(�EMH)�k0 � |�EMH | = ��k0 ��EMH. Furthermore, we have for the di�usion coe�cient D = k0�2 and
�EMH = ��MH� with �MH the steepness of the potential ramp. We combine these last results to find

hvi ⇡ ��MHD, (8.6)

Importantly, we find that Metropolis-Hastings kinetics is consistent with the fluctuation-dissipation theorem with a force
F = �MH, but only in the limit of a potential ramp with small slope � |�EMH | ⌧ 1.

We find that the FDT is obeyed for both protocols in the small field limit, but—consistent with the above calculations—
the MH-kinetics displays non-linearities for |�EMH | & 0.5kBT (Figure 8.1a, blue). These non-linearities stem from the fact
that the maximum velocity vmax in MH-kinetics is rate-limited by the microscopic attempt rate k0 as vmax = �0k0 and agrees
excellently with our theoretical estimate (Figure 8.1a, dashed curve). Protocol (ii) with an external force obeys the FDT
at all forces considered (Figure 8.1a, orange). This analysis shows that MH-kinetics can be used to approximately model
non-equilibrium dynamics due to external forces, but that the magnitude of the dynamics will be underestimated at large
field strengths.

8.2 Metropolis-Hastings Kinetics Underestimates the Entropy Production at Large Forces

To further investigate the validity of the stochastic dynamics in our LKMC far from equilibrium, we test whether a particle
subject to external forces obeys the steady-state fluctuation theorem (SSFT) [35, 36, 38]

log[p(+�s)/p(��s)] = �s,

where
�s[x(⌧)] = D�1

π t

0
d⌧ €x(⌧)vs (x(⌧)) (8.7)
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is the total entropy production of a particle with trajectory x(⌧) and steady-state velocity vs (x). The SSFT with this
expression for �s holds for a steady-state one-dimensional system arbitrarily far from equilibrium, and therefore serves as
a good benchmark of the correctness of LKMC. We test the SSFT for the overdamped dynamics of a particle moving on a
ring in an external field using the same two protocols as used in Figure 8.1a.

For small external fields |�EMH | ⌧ kBT , the data using MH-kinetics agrees well with the SSFT (Figure 8.2, light
blue curves). However, for larger external fields |EMH | & 0.5kBT , significant deviations from the SSFT can be observed
(Figure 8.2, dark blue curves). The source of these deviations can be traced back to the maximum possible velocity in
MH-kinetics: the maximum velocity vmax = �k0 at high |EMH | � kBT corresponds to a well-defined upper bound for
the entropy production, �smax = tD�1(�k0)2 from equation (8.7). Since the particle in the limit |EMH | � kBT always
moves with v ⇡ vmax, the distribution p(�s) becomes increasingly peaked around �smax. In other words, the upper bound
on velocity in MH-kinetics results in an upper bound on entropy generation per unit time. By contrast, for the protocol
(ii) with an explicit external force f , the data agrees with the SSFT at all forces considered (Figure 8.2, red curves). Our
analysis shows that LKMC does agree with these fundamental results from stochastic thermodynamics, but at large external
fields MH-kinetics will overestimate the entropy production probability for �s < �smax and underestimate the entropy
production probability for �s > �smax.

Figure 8.2: Our LKMC with Metropolis-Hastings kinetics obeys the steady-state fluctuation theorem (SSFT), but
only close to equilibrium. We simulated the steady-state dynamics of a di�usive particle (stepping attempt rate k0) on a
ring subject to an external field. For the blue curves, the external field is a potential ramp, coupled to the particle motion
using Metropolis-Hastings kinetics. For small external field strength |�EMH | ⌧ kBT , this potential ramp corresponds to
a force �MH = ��EMH/�. Indeed, we observe agreement with the SSFT for |�EMH | ⌧ kBT , but deviations occur from
�EMH & 0.5kBT . For the red curves, the particle is subject to an external force f , which was included by adding an LKMC
move for ballistic motion with attempt rate k+ ⇠ f . For these data, we observe good agreement with the SSFT for all f
considered.
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8.3 Lattice Discretization can Result in Unphysical Jamming far from Equilibrium
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Figure 8.3: Loop-extruding slip-links can stall due to sterically jammed configurations, dramatically reinforcing irre-
versibility. (a): Implementation of motor slip-links as persistent random walkers. Motor slip-links move in one direction,
but that direction reverses on average every htswitchi = k�1switch. (b): Inspection of kymographs of motor slip-links on cir-
cular polymers shows binding, unbinding and direction reversal events (for visual clarity, we centered all traces around
locations of their respective binding events). The motor dynamics displays two distinct types of motion: the expected
ballistic motion, but also long stretches of time where the motor appears to be stalled (turquoise). (c): Representative 3D
polymer configurations of the ‘end-loop’ (green tube) for motor slip-links (red dumbbells) just before unbinding (top) and
when stalled (middle). The stalled slip-link encloses an ‘end-loop’ that has a polymer strand running through it. This
loop-threading results in locally jammed configurations, thereby stalling the motor. A histogram of the local polymer dy-
namics (bottom) reveals that there is indeed a sizeable portion of ‘end-loops’ that are completely frozen, k ! 0 (turquoise
colored bin). (d): We computed the prior probability of stalling p0 by repeatedly binding a single hyperpersistent slip-link
(kswitch = 0) to the polymer, and measuring the fraction of traces that end in a stalled state. The stalling probability de-
pends on the polymer size and converges to p0 = 0.58 ± 0.09 (error: square-root of parameter covariance). p0 does not
depend within error (twice standard error of the mean) on the monomer di�usion attempt rate k0. Colors blue, green, red
correspond to system-sizes N = 32, 64, 128. Note: For all sub-figures, we used the limit of kmotor � k0.

Next, we consider how far a toy-model for DNA-organization can be driven out of equilibrium by loop-extruding enzymes.
DNA loop-extrusion by enzymes such as SMC condensin is believed to be important for chromosome segregation and cell-
fate in both prokaryotic and eukaryotic DNA [14, 20, 21, 29, 42–44]. We model these loop-extruding factors as slip-link
dimers such as those in Figure 6.4, but with persistent random motion instead of di�usive motion (Figure 8.3a). The
persistence of these motor slip-links is regulated by the rate kswitch of switching direction. The motor slip-links randomly
bind to a circular polymer, extrude loops by performing persistent random motion, and can unbind when they enclose a
polymer loop of size |i � j | = 1. Unlike our study of a single particle on a ring (Figures 8.1 and 8.2), where the particle and
polymer dynamics evolve independently, the extrusion activity of these motor slip-links couples to the polymer dynamics,
thereby driving the polymer out of equilibrium.

Motor slip-links in our LKMC mostly displayed ballistic motion, as expected (Figure 8.3b). Infrequently, however, we
observe a surprising stalling behavior close to the end of the polymer (Figure 8.3b, turquoise). Images of the 3D polymer
configurations show that these two distinct types of slip-link motion can be attributed to two distinct types of ‘end-loops’
enclosed by the slip-link (Figure 8.3c). Normal, ballistic motion over the full course of slip-link motion was associated
with end-loops such as the top image in Figure 8.3c. The stalled slip-links, however, surround polymer loops that encircle
a polymer strand from a di�erent section of the polymer (Figure 8.3c, middle). Histograms of the total rate k of the
‘end-loop’ reveal that these end-loops are often kinetically arrested, k = 0, (Figure 8.3c, bottom), indicating that jammed
configurations exist. The jamming is caused by steric repulsion that prevents any movement within the Verdier-Stockmayer
move-set. Note that these states also occur when the polymer is in thermal equilibrium, but they exist only transiently
since the motor can di�use backwards, allowing the jammed end-loop to unravel.

58



We hypothesize that the irreversible motion of motor slip-links traps jammed configurations until the motor slip-link
reverses its direction of movement. We quantitatively verified this by comparing the measured fraction of time spent in
a stalled state to an estimate that takes into account motor switching. In detail, assume that the motor has two possible
states: ballistic movement with velocity v and stalled motion at the end of the polymer (position ⇡ N /2). The time spent
in the ballistic regime is then htballistici ⇡ N /v , where the motor velocity in such a regime is v ⇡ C 2k0 with C ⇡ 3/16
the probability of two monomer bonds to be aligned (Figure 11.3). Once the motor slip-link stalls, the time spent in that
stalled position is ⇡ 1/kswitch, so the average time spent in a stalled state is htstalledi ⇡ p0/kswitch, where we took p0 directly
from the data (Figure 8.3d). An estimate for the probability ✓ of a motor to be in a stalled state is then simply the weighted
average of these two lifetimes:

✓ ⇡
htstalledi

htballistici + htstalledi
⇡

p0v
p0v + kswitchN

, (8.8)

This estimate fits the data quite well, except for very small kswitch (Figure 8.4). The systematic deviation stems from the
way that we prepare the system: The motor slip-link is bound to the polymer without any extruded loop. This slightly
biases the data.
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Figure 8.4: The relative time that a motor slip-link spends in a stalled position depends on a balance between the
direction switching time and the motor velocity. Shown are the fractional time spent in a stalled state (black circles) for
various rates kswitch of the motor-slip switching its direction of movement. A stalled state is defined as K (ie ) = 0, where
K (ie ) is the total rate of the loop (sites ie ) that surrounds a slip-link. Dashed line: mean-field approximation (8.8).

The images in Figure 8.3c suggest that the two types of end-loops are topologically distinct. However, the Verdier-
Stockmayer for self-avoiding walks cannot change the polymer topology, since neither of the moves for a circular polymer
(Figure 6.3a) can ever cross another strand. Indeed, movies of the 3D configuration before and during motor stalling reveal
that the jamming of end-loops by motor slip-links is not a topological e�ect, but rather irreversible tightening of a large sub-
chain that threads the loop trapped by the slip-link (supplementary movies 1–4)1. We hypothesize that in the limit of fast
motor slip-links kmotor � k0, this is a purely geometric—rather than kinetic—e�ect that depends only on the probability of
such loop-threading. We evaluate this hypothesis with two independent tests (Figure 8.3d). As a first test, the probability
of loop-threading depends on the size of the loops involved, and therefore also on the system size. Indeed, we observe that

1URL to movies is encoded in the following QR code:
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the prior probability p0 of jammed end-loops increases with system size, saturating to p0 ⇡ 0.58 (Figure 8.3d, top). Second,
we verify that p0 is independent of the attempt rates of polymer dynamics (Figure 8.3d, bottom), consistent with loop
threading being a geometric e�ect.

To the best of our knowledge, jammed end-loops have not been reported. However, the lattice topology combined
with steric repulsion does imply the existence of other frozen, so-called ‘non-ergodic’, states [2, 26, 27, 37]. Non-ergodic
states are distinct from the jammed end-loops in Figure 8.3c in that non-ergodic states can never be reached using the
Verdier-Stockmayer move-set [27], but jammed end-loops clearly can be, since they are frequently observed (Figure 8.3).
Our analysis of slip-linked polymers shows that including irreversible slip-link dynamics can dramatically increase the
importance of frozen states compared to thermal equilibrium. In sum, great care must be taken when adding active agents
in LKMC to systems with steric hindrance to avoid possibly unphysical, sterically jammed configurations.
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Chapter summary: We present two minimal models for the action of SMC using di�usive and motor slip-links.

On large length-scales, a prominent feature of chromosome organization in many bacteria is the emergence of a cross-
diagonal inHi-Cmaps spanning the whole length of the genome, indicating anomalously high contact probabilities between
opposing pairs of DNA-loci positioned on the left and right chromosomal arms. Such a cross-diagonal is observed in B. sub-
tilis and C. crescentus [24, 42, 44, 45], but not in E. coli [25]. The measured cross-diagonal indicates a robust juxtaposition
of the left and right arms of the chromosome [24, 42, 44, 45], an organizational feature that is important for faithful chro-
mosome segregation [18, 19, 28, 38, 43]. This juxtaposed organization is largely controlled by the highly conserved ATPase
SMC condensin [28, 44, 45]. While much is known about condensin at the molecular level [7, 11, 13, 20, 21, 36], it is un-
clear how small numbers of condensins (3–30 per chromosome [47]) are capable of collectively organizing the chromosome
over such a range of length-scales. Thus, the physical principles underlying the juxtaposed organization of the chromosome
remain elusive.

The functional capability of SMC condensins to organize the chromosome into a juxtaposed state crucially depends on
two factors:

(i) The presence of a specific loading site on the chromosome [32, 44].

(ii) The ability of condensin to bind and hydrolyze ATP [32, 47].

In B. subtilis, the loading site is established by a large nucleoprotein complex composed of ParB proteins bound around
parS close to the origin of replication (ori) [5, 26, 33, 39]. Condensins are recruited to this ParBS region, and from there
propagate deep into the bulk of the DNA polymer [32, 47]. Removing the loading site results in a loss of the cross-diagonal
in Hi-C maps, and adding additional loading sites disrupts the cross-diagonal [44, 45]. Moreover, the translocation of
condensins away from the loading site depends on their ATPase activity; condensin mutants that cannot bind ATP only
weakly associate with DNA, and mutants that do not hydrolyze ATP do not e�ciently propagate away from the ParBS
loading site (appendix A.1 and [32, 47]). With a ring-like topology of 25 � 50 nm in diameter, the condensin ring is large
enough to trap a DNA loop by threading a DNA duplex through it [7, 8, 8, 11, 13, 20, 36, 47]. It has been proposed that the
possibility of condensins to trap DNA-loops would enable them to align the chromosomal arms by progressively extruding
DNA-loops from the origin to the terminus region [28, 44, 45].

Important clues on the role of ATPase activity in SMC condensin come from in vitro single-molecule experiments.
These experiments revealed that Saccharomyces cerevisiae condensin is a molecular motor, and performs active translocation
over DNA duplexes [40]. Kymographs showed that the direction of movement of yeast condensin is a priori random, and

65



switches direction after a typical time-scale; in other words, yeast condensin performs persistent randommotion over DNA.
In fact, recent single-molecule experiments have revealed that such yeast condensin performs active loop extrusion [16].
Similar experiments have not yet observed suchmotor activity for bacterial condensin [23]. Nevertheless, it has beenwidely
speculated that the ATPase activity of bacterial condensin is also directed towards motor activity [8, 11, 14, 47]. In this
picture, condensin would actively extrude DNA-loops, possibly by feeding DNAduplexes through its ring-like structure [1,
3, 15, 35]. In contrast, other models have been proposed in which the ATPase activity of condensin is directed towards
regulating its association with DNA [2, 3, 32, 47]. Thus, it remains an open question whether bacterial condensin also acts
as a loop extruding enzyme, or whether the ATPase activity primarily regulates the DNA-recruitment of condensins.

To elucidate the role of condensin ATPase activity on bacterial chromosome organization, we develop two minimal
models for condensin–DNA interactions, where we describe SMC condensin as a slip-link that non-topologically traps a
DNA-loop (Figure 9.1). In these models, we analyze the complex interplay between the molecular-scale dynamics of SMC
condensins and large-scale chromosome organization. In the most basic model, condensin activity is assumed to be directed
towards regulating its DNA-recruitment, while the dynamics of condensin slip-links on the DNA is di�usive. Although the
motion of individual slip-links on the DNA is purely di�usive, their active recruitment to DNA results in non-equilibrium
collective motion of slip-links. Interestingly, we find that such di�usive slip-links can organize the chromosome into a
juxtaposed state, but not within physiological constraints (section 11.1). Next, we expand the model to include motor
slip-links that perform persistent random motion on DNA, as observed for yeast condensin in vitro [40]. We find that
these motor slip-links are much more e�ective in organizing the entire chromosome. In particular, our motor slip-link
model requires at least 2–3 orders of magnitude fewer condensins to organize the chromosome than in the di�usive slip-
link model. In addition, the development of the juxtaposed state exhibits sub-di�usive dynamics in the di�usive slip-link
model, in contradiction with the rapid re-organization observed in vivo [45] (chapter 12.1). We show that such a fast re-
organization of the chromosome can be achieved by motor activity in the form of active loop extrusion. More generally,
we provide a quantitative model to address key questions in bacterial chromosome organization, such as the role of an
exclusive loading site, cell confinement, motor activity and interaction of SMC condensin with other DNA-bound factors.

Our model of condensin–DNA interactions (Figure 9.1) contains two main ingredients:

(i) A circular DNA polymer;

(ii) Multiple SMC condensins that interact with the DNA;

which we explore in combination with possible additional ingredients, such as ellipsoidal confinement (chapter 10). We
employ a lattice polymerwith a lattice constant set by the persistence length ofDNA(appendixA). Condensins aremodeled
as slip-links: elastic rings that trap a DNA-loop by encircling two DNA duplexes. Importantly, we consider both di�usive
and motor slip-links. Di�usive slip-links move randomly (stepping rate k0) over the DNA (Figure 9.1, inset); motor slip-
links perform persistent random motion (translocation rate kmotor) with a persistence time-scale ⌧switch = k�1switch. These
persistent dynamics enable motor slip-links to actively extrude DNA loops.

To simulate the dynamics of both the DNApolymer and the slip-links, we use the Lattice KineticMonte-Carlo (LKMC)
algorithm that we developed in part II. Our LKMC algorithm simulates the Rouse dynamics of DNA [12, 46], the associated
stochastic motion of slip-links on the DNA, as well as the microscopic reactions in which slip-links bind to (rate k+ ) or
unbind from (rate k� ) the DNA. For simplicity, we assume instantaneous slip-link binding k+ ! 1, justified by the
relatively fast cytosolic di�usion of condensin [37]. Because the number of condensins on the bacterial chromosome is
thought to be limited to 3 � 30 per chromosome [47], we additionally fix a maximum number of slip-links Np that can
bind to the DNA.
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Figure 9.1: Schematic of slip-link model for SMC condensin–DNA interactions. Left: The bacterial chromosome has a circular
topology. SMC condensins are loaded onto the DNA by the ParBS complex located near the origin of replication (ori, green). Right:
Microscopic reactions in our model with associated rate constants. Condensins are represented as slip-links, which either perform
di�usive or more persistent, motorized movement (inset). Our computational method simulates the stochastic interplay between DNA
dynamics and slip-link positioning.

9.1 Quantifying Loop Topology

Although a single slip-link can only encircle DNA loops non-topologically in our model (Figure 9.1), multiple slip-links
do form a loop network. Loop networks of slip-linked polymers can have a variety of loop network topologies [30]. In
particular, slip-links that surround other slip-links transiently trap loops by steric interactions: for the trapped slip-link
to unbind, its neighboring slip-links have to unbind first. Thus, loop relaxation is a nested process, so we call these loops
‘nested loops’.

self-loops

nested loops

Figure 9.2: Slip-links can enclose loops in topologically distinct ways: nested and non-nested. Self-loops are not trapped
by additional slip-links. Nested loops, on the other hand, are topologically trapped by other slip-links, which need to unbind
before the loop can become non-nested.

To investigate the role of slip-link kinetics on loop topology more quantitatively, we employ a metric that captures the
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nestedness of these nested loops, an essential topological di�erence between the loop network of random and juxtaposed
polymers (compare Figure 11.1b to Figs. 11.1c–d). To this end, we define the order parameter ✓ 2 [0, 1] as the fraction of
nested loops (Figure 9.2). Below we have reproduced a pseudocode to measure ✓:

Algorithm 9.1 Pseudocode for computing the loop-network order parameter ✓. In this algorithm, we use the convention
|�| = min(�,Nm � �), which encodes the periodic boundary conditions of circular polymers.
Input : slip-link sites {(i, j)n}, n = 1, . . . ,Np (with Np the number of slip-links).
output: loop network topology order parameter ✓ 2 [0, 1]

nnested  0
for n  1 to N do

get slip-link sites (in, jn) of slip-link n
compute self-loop-size of slip-link n: �self  |i � j |
get sites (i, j)n�1,n+1 of neighboring slip-links n � 1, n + 1
compute nested-loop-size between slip-link n and n � 1, n + 1:

�(n,n�1) =|in � in�1 | + | jn � jn�1 |
�(n,n+1) =|in � in+1 | + | jn � jn+1 |

�nested  min(�(n,n�1),�(n,n+1))

if �nested < �self then
nnested  nnested + 1

end
end

✓  nnested/Np

return ✓

The order parameter ✓ is defined for a slip-link–polymer network, so that we can measure ✓ for each time-point t , i.e.
✓(t ) is well-defined. Variances (var✓ ) were computed as the variance of the time-sequence {✓(t1), ✓(t2), . . .}. Whenever we
refer to ✓ in the main manuscript without explicit reference to the time-dependence, we imply ✓ = h✓(t )i where we used a
time average for h·i.
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10

Slip-Linked Polymers in Equilibrium do not Display

Juxtaposed Organization

Chapter summary: By showing that several equilibrium models fail to produce juxtaposed organization under physiological
constraints, we make plausible that the juxtaposition is unlikely to originate from an equilibrium mechanism.

10.1 Equilibrium Implementation of Diffusive Slip-Links do not Produce Juxtaposed
Organization

As a first test of the e�ect of slip-links on chromosome organization, we examine the impact of di�usive slip-links on the
loop sizes and loop topology. Loop sizes were quantified through the looping contact probability p(�) for loops of size
�; the loop topology was captured by the loop topological order parameter ✓ (section 9.1). We implemented a system
with di�usive slip-links that can bind and unbind anywhere, so that this system obeys detailed balance and hence relaxes
into thermodynamic equilibrium. Since this corresponds to the absence of a specific ParBS loading site, we abbreviate this
system as �ParBS . The scaling p ⇠ �1.7 we observe for the �ParBS scenario (Figure 10.1a, left) is nearly identical to that of
a random polymer p ⇠ �d⌫ , d⌫ ⇡ 1.8 [9]. The distribution of the loop-topological order parameter ✓ (section 9.1) is highly
peaked at ✓ = 0, showing that the di�usive slip-links almost always enclose self-loops and almost never enclose nested loops
(Figure 10.1a, right). The system with di�usive slip-links that can only bind to the loading site breaks detailed-balance, but
we find that for slow dissociation kinetics, the resulting distribution of loop-sizes p ⇠ �1.8 is nevertheless consistent with
that of a random polymer (Figure S10.1b).
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Figure 10.1: Left panels: Contact distribution p(�) for loop-size �. Yellow lines: linear regressions of the log-transformed
data (log�, log p(�)). Right panels: Distributions p(✓) of loop nesting parameter ✓. (a): Di�usive slip-links that bind
non-specifically to the polymer (�ParBS ). (b): Di�usive slip-links that bind exclusively to the loading site, but with slow
dissociation kinetics (k� = 10�6k0).

10.2 Confinement and Diffusive Slip-Links do not Produce Juxtaposed Organization

Some authors have argued that large-scale chromosome organization can be e�ected by purely geometrical factors [6, 29].
In more detail, Monte-Carlo studies demonstrate that spatially fixing one or a few loci, in combination with compaction
proteins that organizeDNA into topological domains, produce a linear global arrangement of self-avoiding polymers [6, 29].
These data show that substantial large-scale organization can be produced even by factors that do not consume ATP. It is an
open question, however, whether the linear arrangement of chromosomal loci presented by Buenemann and Lenz [6] also
implies the existence of juxtaposed chromosomal arms. To address this, we test whether slip-linked self-avoiding polymers
that are forced into a linear arrangement by an elongated confining potential also display a robust cross-diagonal in contact
maps.

To investigate the role of an anisotropic confinement on juxtaposed organization, we use an ellipsoidal harmonic po-
tential,

Vconf.(x, y, z) =
1
2

⇣
kx x2 + kyy2 + kz z2

⌘
,

where the kx,y,z specify the ’spring-constants’ of the confinement for monomers with positions x, y, z . The ellipsoidal
potential simulates the combined action of the cell membrane and crowding agents. We assume cylindrical symmetry [28],
x2 = y2 = r 2 where r is the radius of the cylindrical confinement. We use a length-to-width ratio of 4, slightly larger than
the typical length-to-width ratio ⇡ 3 of many bacteria [34].

A confinement alone cannot produce a cross-diagonal in thermodynamic equilibrium, since we haven’t yet included any
breaking of translational invariance.1 Indeed, bacteria such as B. subtilis and PopZ in C. crescentus contain DivIVA proteins
that localize ori to one of the cell poles [43]. To simulate such a breaking of translational symmetry in our simulations, we
additionally include a spring-like tether. We use equilibrium Monte-Carlo simulations [5] to investigate the organization
of DNA in the presence of a confinement potential and tether. We find that the contact maps do not exhibit a pronounced
cross-diagonal in the absence of slip-links (Figure 10.2a).

So far, we have shown that neither an ellipsoidal potential (Figure 10.2a), nor equilibrium slip-links (section 10.1)
separately introduce anomalously large loops. But, since slip-link positioning can respond to polymer geometry in a non-

1Linear polymers strictly break translational invariance by their endpoints. In bacteria, the DNA exists in a circular configuration, making the system
invariant under global translations i ! i0 in polymer site.
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trivial way [30, 31], it is possible that the combination of these two ingredients introduces organizational features that are
absent in the system with these ingredients separately. However, the addition of Np slip-links mostly appears to increase
the number of contacts (compare Figs. 10.2a–b). This slight asymmetry resembles a cross-diagonal under conditions of
large Np and small polymer-length Nm , but only becomes visually apparent in our contact maps when the density of slip-
links is 10%, > 100 times higher than the SMC condensin density in vivo [47]. Even so, even at this unphysiologically
high concentration of slip-links, the asymmetry in the contact maps is very di�use compared to that of the in vivo Hi-C
maps (Figure 10.2a–b). The width of the o�-diagonal structure broadens as we increase Nm . Indeed, the cross-diagonal for
Nm = 200 is only clearly resolved when we increase the asymmetry of the confinement potential to unrealistically high
values

p
z2/r 2 > 30 (Figure 10.2c–d). In sum, our simulations indicate that ellipsoidal confinement and tethering alone

cannot be responsible for a cross-diagonal under physiological constraints.

(a) (b)

(c) (d)

Figure 10.2: Physiologically relevant confinement potentials do not result in a cross-diagonal. (a–b): contact maps from
polymers with Np = 0 (a) and Np = 100 (b) equilibrium slip-links with a confinement potential of widths (

p
x2,

p
y2,
p
z2) =

(5�0, 5�0, 20�0), where �0 is the monomer length. Polymer length Nm = 2000. (c–d): Simulation with a confinement
potential of anisotropy ratio

p
100 ⇡ 31.6. Polymer length Nm = 200. See SI movie 6 for a movie of the polymer for

various other anisotropies.
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11

Steady-State Organization by Diffusive and Motor

Slip-Links Out of Equilibrium

Chapter summary: We show that di�usive slip-links can e�ect organization due to a surprising non-equilibrium loop
selection mechanism, but not at physiological densities. Slip-links with active loop extrusion organizes the whole chromosome at

all densities.

11.1 Diffusive Slip-Links Can Organize the Chromosome at High Densities

Di�usive slip-links in equilibrium do not display juxtaposed organization in our models (Figure 10.2). We therefore intro-
duce active binding of slip-links to a ParBS loading site (Figure 9.1, left), modeling the e�ect of actively regulated association
of condensin to the DNA [2, 3, 32, 47]. Before we examine the role of a ParBS loading site, we first develop some intuition
for the phenomenology for the simpler case of no specific loading site. In this �ParBS model, di�usive slip-links can bind
and unbind anywhere on the DNA (Figure 11.1a, �ParBS ). This assumption results in a homogeneous binding probability
pp(i) (Figure 11.1a, bottom). Importantly, in the �ParBS scenario, all microscopic reactions are fully reversible, imply-
ing that the system relaxes into thermodynamic equilibrium. In equilibrium, small loops are strongly favored, owing to
the increasing entropic cost of loop formation with larger loop size. This tendency to form small loops is reflected in
the loop diagrams (Figure 11.1a, top). Indeed, the loop sizes trapped by the slip-links are consistent with the equilibrium
loop-size distribution (section 10.1). Furthermore, in this scenario the contact maps are structureless and only exhibit a
single main diagonal (Figure 11.1a, middle), as for a random polymer. These results demonstrate that our KMCmodel with
reversible microscopic reactions evolves towards thermodynamic equilibrium. Consistent with our previous data (section
10.2), we conclude that di�usive slip-links that can easily bind over the full extent of the polymer but do not organize the
chromosome.
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We next investigate how the presence of a ParBS slip-link loading site [18, 32, 44, 45, 47] impacts steady-state chromo-
some organization. Note, while recruitment of slip-links in our model is exclusive to ori, unbinding can occur anywhere
on the DNA. This implies that the reactions involving slip-link binding/unbinding are partially irreversible. Hence, de-
tailed balance is broken [17], and the system may no longer evolve towards thermodynamic equilibrium. Nevertheless, for
slow dissociation kinetics (small k� ), we observe an unstructured contact map (Figure 11.1b), similar to the equilibrium
system lacking a specific loading site (Figure 11.1a). Moreover, the loop diagrams again show that the slip-links mostly
encircle small loops (Figure 11.1b, top). In sum, we see that, although detailed balance is broken on the level of slip-link
binding/unbinding, the di�usive slip-links with slow dissociation kinetics do not appear to organize the DNA polymer.

Interestingly, increasing the dissociation kinetics of slip-links results in dramatically di�erent contact maps. We observe
the emergence of a prominent cross-diagonal, which either disperses away from the loading site (Figure 11.1c) or remains
clearly resolved over the whole polymer (Figure 11.1d), depending on the density of slip-links. The loop diagrams for these
systems exhibit a topology distinct from the equilibrium configuration; slip-links trap DNA-loops in a cooperative, nested
manner. Movies of the loop diagrams and contact maps clearly demonstrate that these nested loops propagate away from
the loading site, dynamically driving a juxtaposition of the two polymer arms (SI movies 3a–b). This dynamical arm–arm
alignment is a distinct out-of-equilibrium phenomenon, and thus requires the exclusive binding of slip-links to the loading
site. Thus, our observations show that di�usive slip-links with fast dissociation kinetics in conjunction with a loading site
can, in principle, generate a non-equilibrium polymer organization similar to that found in living cells [24, 28, 44, 45].

We observe a sigmoidal relation between ✓ and the dissociation rate k� for di�usive slip-links, with ✓ transitioning
from low to high values with increasing k� (Figure 11.2a, blue). The change in the average ✓ is associated with a transition
from a distribution around ✓ ⇡ 0 to a distribution around ✓ ⇡ 1 (Figure 11.2b). This surprising link between k� and ✓
can ultimately be traced to collective interactions between slip-links: steric hindrance between slip-links drives loops away
from the loading site, resulting in ballistic collective motion of slip-links (SI Movie 3b). The lifetime ⌧NS of nested loops
depends on both the velocity of the ballistic movement and on the polymer length Nm . We argue below that the increase
in ⌧NS due to these two factors quantitatively accounts for the increase of ✓ with k�.
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Figure 11.2

To understand the impact of loop lifetime on ✓ more quantitatively, we model the loop topology of the slip-links as
Np independent two-state systems: (i) self-loop (S) with a lifetime ⌧S; (ii) nested loop (NS) with a lifetime ⌧NS. From this
mean-field perspective, the fraction of nested loops h✓i is simply the weighted lifetime of a nested loop:

h✓i ⇡
pNS⌧NS

pNS⌧NS + pS⌧S
, (11.1)

where pS and pNS are the probabilities for a di�usive slip-link to enclose a self and nested loop respectively after loading to
ori. Before a slip-link encloses nested loop, two conditions have to be fulfilled: (i) the two bonds away from the loading site
have to be aligned and (ii) the slip-link now has to randomly move both slip-link sides away from the loading site, instead
of sideways. Once these two conditions are fulfilled, the arbitrarily fast binding k+ !1 (chapter 9) guarantees that a new
slip-link will bind to the origin, generating a nested loop. To find the probability for step (i), we propose a simple counting
argument. We count the total number of configurations of two bonds, excluding global symmetries, as 16, of which three
have both bonds aligned (Figure 11.3). Thus, the prior probability of bond alignment is C ⇡ 3/16. Then, there are three
possibilities for double-sided slip-link movement: two possibilities to move sideways (left or right) and one possibility to
move both sides away from the loading site. Thus, the probability of the slip-link enclosing the loop, assuming there is one,
is 1/3. In sum, the prior probability for a slip-link that was just loaded to randomly enclose a loop is 1

3C ⇡
1
16 .
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Figure 11.3: Illustration of our simple counting argument for estimating C , the probability for two bonds to be
aligned parallel. (a): A sti� slip-link can translocate in a certain direction (arrow) if the two polymer bonds in that direction
are parallel. (b): We count three possible configurations (marked "*") for bonds #1, #2 that allow slip-link movement out
of a possible 16 configurations. This implies that C ⇡ 3/16.

Now that we have pNS ⇡
1
3C (and, by extension pS = 1� pNS), we need to find the loop lifetimes ⌧S, ⌧NS to find a closed

form for equation (11.1). The lifetime of a self-loop can be approximated as ⌧S ⇡ k�1� .1 Since the nested loops propagate
ballistically in the high density phase (Figure 11.4a; SI movie 3b), there exists a well-defined mean velocity hvi. Note that
hvi is well-defined, but not known a priori since it is a collective property of the system that might depend on system size,
looping entropy and slip-link density. We approximate the dynamics of a slip-link enclosing non-self-loops as a two step
process: (i) Ballistic motion from the loading site to a point opposite thereto with velocity hvi, and (ii) Random unbinding
(waiting time ⌧S ⇡ k�1� ) once the slip-link has traversed the entire system. Assuming step (ii) follows step (i), and that the
two steps are independent, we estimate the lifetime of a nested loop by

⌧NS ⇡
1
2Nm

hvi + k
�1
� .

For the unknown parameter hvi, we empirically find for �p = 0.4 that hvi ⇡ ck0/N 2
m where k0 is the slip-link movement

attempt rate and c ⇡ 9 (Figure 11.4a). This 1/N 2
m scaling is distinct from the 1/Nm scaling observed in the Simple Symmetric

Exclusion Process [10], likely due to polymer loop entropy that impedes the movement of slip-links away from the loading
site.

In sum, our estimate for h✓i is

h✓i ⇡

1
3C

⇣
1
2 cN

3
mk�10 + k

�1
�

⌘
1
3C

⇣
1
2 cN

3
mk�10 + k�1�

⌘
+ (1 � 1

3C )k�1�
. (11.2)

From this, we determine that nested loops start to dominate the loop topology from a characteristic dissociation rate
k?� ⇠ N �3m . The dependency of ✓ on k� reveals that the irreversible loading mechanism functions as a kinetic filter: The fast
dissociation kinetics filters out self-loops, only allowing nested loops to propagate through the system. Since c in Eq. (11.2)

1The estimate ⌧S ⇡ k�1� is not exact due to the fact that not all self-loops can directly unbind. To be able to unbind, a slip-link has to enclose a loop of
size � = 1 and—although the majority of slip-links falls in this category—some have a larger loop size � > 1. The slip-links with � > 1 have to first di�use
to a � = 1 before they can unbind, increasing the lifetime of these self-loops. For very low k� ⌧ T �1D , where TD is the typical time needed to di�use back
to a loop of size � = 1, the approximation ⌧S ⇡ k�1� will be excellent. For increasing k�, the finite di�usion time TD will worsen the estimate ⌧S ⇡ k�1� .
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can be determined from a measurement of hvi, this form for h✓i does not contain any free fit-parameters, and collapses
data for various Nm, k� onto a single master curve (Figure 11.4b).

polymer length

(a) Di�usive slip-links propagate ballistically over a polymer in
the juxtaposed state with a velocity hvi ⇠ 1/N 2

m . Main panel:
Averaged velocities of tracer slip-links hvi (markers) for di�er-
ent system sizes Nm (error bars: twice the standard error in the
mean). The dashed line hvi ⇡ 9k0/N 2

m is shown together with
data computed in the high-density and fast-dissociation regime
(�p = 0.4, k� = k0). Inset: Trajectories of di�usive slip-links l (t )
(thin, gray) with ensemble average hl (t )i (thick, blue; shaded re-
gion is the standard deviation), where l (t ) is the distance traversed
by a tracer slip-link at time t after loading onto the polymer.
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Figure 11.4

We find that the characteristic dissociation rate at the inflection point of ✓ coincides with the transition from a random
polymer to a juxtaposed organization with a cross-diagonal in contact maps (d1 vs. d2 in Figure 11.2a). In addition, we
observe that the equilibrium implementation of di�usive slip-links that bind non-specifically to the DNA (�ParBS ) yields
✓ ⇡ 0 (d3 in Figure 11.2a), confirming our previous observation that the loading site is necessary for creating large, nested
loops. Thus, in the presence of a loading site, di�usive slip-links appear to drive a dynamical transition between phases of
weak and strong nesting of DNA-loops, and this transition is crucial to establish the juxtaposed state of the chromosome.

The loop topological order parameter ✓ remains close to the equilibrium value ✓ ⌧ 1 for low k� (Figure 11.4b).
However, at lower k�, the collective dynamics are much slower—in other words, the decreased ✓ at low k� could be simply
due to insu�cient simulation time. To investigate this, we prepared the system at low k� in a high ✓ state, and monitor
whether these loops remain nested. We did this by positioning immobilized slip-links at regular intervals along the polymer
but nevertheless allowing for polymer relaxation (Figure 11.5a). After we turned on slip-link movement, we recorded
kymographs of the cross-diagonal.

Kymographs clearly reveal that the cross-diagonal in the regime of slow dissociation propagates away from the loading
site (Figure S11.5b). The region around ori in the contact maps slowly loses the anomalously high contact probabilities over
time, meaning that the cross-diagonal disappears for di�usive slip-links in the slow dissociation regime. For slip-links in
the fast dissociation regime, however, the cross-diagonal persists and remains stable over time for Np above a critical value
(Figure 11.5c). Ensemble averaged movies of contact maps for Np = 1, 2, 4, 8, 16, 32 confirm that the cross-diagonal only
persists in the fast dissociation regime (SI movies 4[a-f] for fast dissociation and 5[a-f] for slow dissociation). These data
show that the dependency of ✓ on k� is not due to lack of simulation time, but rather an emergent feature of the collective
dynamics.
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Figure 11.5: The juxtaposed organization is only stable for fast dissociation kinetics. (a): Illustration of our simula-
tion to text the stability of the juxtaposed organization. We first initialize a polymer in the juxtaposed organization with
immobilized di�usive slip-links, but allow for polymer relaxation. We then turn on slip-link di�usion along the polymer,
and recorded kymographs of the cross-diagonal from contact maps. (b): Kymograph of the cross-diagonal for slow disso-
ciation kinetics. The cross-diagonal disappears over time (see also SI movies 5[a–f]). (c): Kymograph of the cross-diagonal
for fast dissociation kinetics. The cross-diagonal persists (see also SI movies 4[a–f]). For both kymographs (b–c) we used
Nm = 200,Np = 32.
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Figure 11.6

Importantly, in our model with di�usive slip-links, we find that having many nested loops is a necessary, but not
su�cient condition to organize the polymer into a juxtaposed state. These loops also need to propagate into the bulk of
the polymer. In particular, our simulations reveal that the cross-diagonal length x̂ c is well approximated by an ‘and-gate’ of
✓ and x̂ p (Figure 11.6a). This shows that one needs cooperative loops (high ✓ ) that also propagate deep into the bulk of the
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polymer (high x̂ p ). Additionally, we find that the propagation of di�usive slip-links is a density-driven process: the nested
loops only propagate over the full length of the polymer for very high slip-link densities (Figure 11.6b). This can be clearly
seen in the binding profiles pp(i); at low slip-link densities, the binding profile is sharply peaked around the loading site
(Figure 11.1c, bottom), whereas this peak broadens as we increase the slip-link density (Figure 11.1d, bottom). We stress
that this points to a fundamental limitation of organization by di�usive slip-links: since the collective dynamics are density
driven, many slip-links will be needed to organize large DNA polymers.

Whether condensins could be pushed in file in the way we describe here in vivo is uncertain; single condensins actually
move across DNA-bound obstacles in vivo [4] and multiple condensins can traverse one another in vitro [22]. In sum,
sterically interacting di�usive slip-links can juxtapose chromosomal arms at high slip-link density through a combination
of active loading and fast dissociation, but whether such a mechanism is possible in live cells is unclear.

11.2 Motor Slip-Links are Effective at Organizing the Chromosome at all Densities

Motivated by recent observations of motor activity of yeast condensin in single-molecule experiments [16, 40], we next
explore how such activity impacts the ability of slip-links to organize the chromosome. In our model, motor slip-links
are assumed to perform persistent random motion (Figure 9.1, inset). Such persistent slip-links actively extrude loops [1,
3, 15, 16, 35]. The active dynamics of motor slip-links is characterized by the switching rate kswitch. For kswitch ! 0, the
motor slip-links never reverse direction, whereas for kswitch � kmotor they behave as di�usive slip-links with a di�usion
coe�cient that depends on the motor stepping speed kmotor. We find that motor slip-links with small kswitch organize a
system-spanning cross-diagonal (Figure 11.1f), whereas the cross-diagonal retracts for increasing kswitch (Figure 11.1g).

Overall, we observe that the persistence of such motor slip-links renders them much more e�ective at producing the
cross-diagonal (Figs. 11.1f–g). Even for low slip-link densities, a system-spanning cross-diagonal is formed together with
an extended binding profile (Figure 11.1f). Indeed, motor slip-links can readily drive the chromosome into a state with a
high degree of loop nesting. Even in the absence of a loading site (m3 in Figure 11.2a), motor slip-links e�ciently create
nested loops. However, the degree of loop nesting ✓ is sensitive to kswitch (Figure 11.2a, red). We observe a decline of ✓
with increasing kswitch, although ✓ remains above 50% even if the motor slip-link on average switches direction with each
step (kswitch = kmotor). Since a high degree of loop nesting is necessary for establishing the juxtaposed state (Figure 11.6a),
the rate of directional switching must remain su�ciently small for the motor slip-links to organize the chromosome.

In the absence of a specific loading site, motor slip-links still extrude large loops and e�ciently propagate along the
polymer, as reflected in the higher contact probability away from the main diagonal (Figure 11.1e). However, there is no
breaking of translational symmetry by a loading site, resulting in a leveled time-averaged contact map. Interestingly, we
observe that systems without a loading site can organize transiently into a juxtaposed state, a phenomenon that we discuss
in section 12.3.

In vivo experiments have demonstrated that condensins propagate far from their loading site [32, 47]. To quantify the
distribution of condensins on the chromosome in our model, we measure the extent X̂p of slip-link propagation as the
standard deviation of the binding profile pp(i) (Figure 11.1h). We eliminate the system-size dependence by considering the
scaled propagation length x̂ p = X̂p/

1
2Nm (Figure 11.6b) as a function of slip-link density �p = 2Np/Nm .

The scaled propagation length of di�usive slip-links only approaches the in vivo value, x̂ p ⇡ 0.5 ( [32, 47] and ap-
pendix A), when we use slip-link densities &10% in our simulations (Figure 11.7a, blue). Importantly, this slip-link den-
sity would correspond to thousands of condensins on the chromosome, 2–3 orders of magnitude more than reported in
vivo [47]. This further illustrates that di�usive slip-links are not e�cient at forcing the nested loops into the bulk of the
polymer at low densities. In contrast, motor slip-links propagate over the full length of the polymer at all slip-link densities
we considered (red data in Figure 11.7), as observed experimentally in cells ( [32, 47] and appendix A).

Our results are summarized in a “state diagram” (Figs. 11.7b–c), indicating the scaled extent x̂ c = X̂c/
1
2Nm of the cross-

diagonal in contact maps. Di�usive slip-links require both fast dissociation kinetics as well as a high slip-link density to
bring the polymer into the juxtaposed state (Figure 11.7b). For high densities ofmotor slip-links �p & 10% and low kswitch,
the slip-links readily juxtapose the DNA polymer (e.g. m1 in Figure 11.7c). Contrarily, for increasing kswitch, motor slip-
links antagonize each other’s translocation (e.g. m2 in Figure 11.7c), impeding the collective propagation of slip-links away
from the loading site, thereby resulting in a reduced x̂ c (compare m1, m2 in Figure 11.7c; SI movies 10a–b). In the limit
kswitch � kmotor, motor slip-links e�ectively behave as di�usive slip-links with enhanced unbinding kinetics, placing them
in the fast dissociation regime (data for kswitch & 10kmotor in Figure 11.7c). In contrast, for �p . 10%, motor slip-links only
require kswitch to be su�ciently low. We estimate that wild-type condensin is indeed in this slow switching regime (“exp.”
in Figure 11.7c). In sum, our simulations indicate that condensins at physiological densities can drive nested loops into the
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bulk of the polymer, crucial for establishing arm–arm alignment, only if they perform motorized, persistent motion.

(a) (b)

Figure 11.7: Propagation length of slip-links and associated arm–arm juxtaposition (a) Scaled propagation length x̂ p ⌘ X̂p/ 12Nm as a
function of slip-link density �p for di�usive (blue) and motor (red) slip-links. Indicated are also experimental measurements from [32]
for wild-type cells (“WT”, red star) and mutants whose SMC condensins have suppressed ATPase activity (“ATP-mutant”, blue star)
(appendix A). (b): State diagram of scaled cross-diagonal length x̂c = X̂c/ 12Nm for di�usive slip-links as a function of dissociation rate
k� (in units of k0) and �p . (c): State diagram of scaled cross-diagonal length x̂c for motor slip-links as a function of the switching rate
kswitch (in units of kmotor) and �p . Both (b–c) have Nm = 100. Marker “exp.”: is an estimate of WT behavior (Table A.1). Markers
m1 (SI movie 10a) and m2 (SI movie 10b) are respectively at low and high kswitch. Hatched area indicates values that we did not reach
computationally. We define x̂c as the 75th percentile of the cross-diagonal contacts (appendix A).

Asymmetrically translocating condensins produce a star-shaped motif in contact maps
Experiments of SMC condensin propagation in B. subtilis suggest that two condensin complexes might link together in a
hand-cu� topology, with each of the two condensins in the dimer actively extruding a separate DNA duplex [41, 45]. In our
model, motor slip-links extrude DNA in a symmetrical fashion, as expected for condensins in a hand-cu� configuration:
both sides of a slip-link move over a separate DNA duplex with the same translocation rate. However, in recent in vitro
assays, single yeast condensin complexes actively extrude DNA loops asymmetrically: one end of the complex appears
anchored at a DNA locus, while the opposite end actively translocates over DNA [16]. Interestingly, contact maps of such
asymmetric motor slip-links2 contain a star-shaped pattern around the loading site (Figure 11.8), a feature that is also visible
in Hi-C maps of B. subtilis [28, 44]. This suggests that there is at least some fraction of condensins performing asymmetric
translocation. An equally tantalizing explanation is that the movement of one of the condensins in a dimer is impeded
by other DNA-bound factors, thereby forcing a condensin-dimer to propagate asymmetrically. Indeed, there is growing
evidence that the movement of SMC complexes can be antagonized by oncoming transcription factors [41, 44, 45].

2The protocol we used for asymmetric translocation is: 1. a slip-link is added to the loading site; 2. one of the two sides of the slip-link is immobilized;
3. the side of the slip-link that is not immobilized is assigned a random translocation direction (i.e. positive or negative) and 4. the particle actively
translocates until it unbinds (when |i � j | = 1), after which we return to step 1.
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Figure 11.8: Asymmetric loop extrusion results in a star-shaped pattern in contact maps. For these data, we bound
one asymmetric highly persistent motorized slip-link to the loading site. Note, in this simulation, none of the slip-links
perform symmetric loop extrusion, which is the type of motor activity discussed in the other sections of this chapter.
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12

Dynamic Re-Organization of Chromosomes by

Diffusive and Motor Slip-Links

Chapter summary: Di�usive slip-links re-organize the chromosome with sub-di�usive scaling, whereas the velocity of motor
slip-links is independent of system size, making only motor slip-links fast enough to account for the experimental data. Only at
unphysiologically high motor velocities does polymer relaxation become rate-limiting for the speed of chromosome organization.

12.1 SMC condensin requires motor activity to rapidly re-organize the chromosome

SMC induction experiments revealed that condensin can propagate from the loading site into the bulk of the DNA, thereby
organizing an entire bacterial chromosome in a timespan of only TWT ⇡ 24min (appendix A and [45]). Based on these
experiments, we estimate that condensins translocate away from their loading site with a velocity of ⇡ 300 nm/s. To
understand the origin of these remarkably fast dynamics, we compute time-traces Xp(t ) of the width of the slip-link binding
profile for our minimal models. From these traces, we extract a typical propagation time T for slip-links to establish a
steady-state binding profile on a DNA polymer of physical length L = aNm (Figure 12.1, inset), where a ⇡ 50 nm is the
size of one monomer (Table A.1). Importantly, the propagation time T does not represent the time needed for a slip-link
to move through the full system in the steady state—rather, it is the time needed for slip-links to collectively organize the
chromosome, starting from a random configuration. This computational set-up mimics the situation in the SMC induction
experiments from Wang et al. [45].

The propagation time of di�usive slip-links scales strongly with DNA length: T ⇠ Lx , with x ⇡ 2.5 (Figure 12.1, blue).
This scaling di�ers from simple di�usive motion (x = 2, black in Figure 12.1), which we attribute to the loop-entropic
forces that impede slip-link movement away from their loading site. Based on this observed scaling of T , we estimate that
di�usive slip-links propagate several orders of magnitude slower over the DNA than observed in live cells (Figure 12.1,
“WT”). In contrast, the propagation time of motor slip-links exhibits ballistic scaling, T = L/v (Figure 12.1, red), where
v is the e�ective translocation velocity.

Interestingly, our model prediction of motor slip-links, T = L/v , is remarkably close to the observed propagation time
in vivo (Figure 12.1, “WT”). Indeed, recent single-molecule experiments have revealed that yeast condensin can extrude
DNA loops with a velocity of up to 425 nm/s [16]. These data combined with our simulations, strongly indicate that rapid
re-organization of the chromosome by SMC condensin requires fast and active loop extrusion.
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Figure 12.1: Propagation dynamics of slip-links and comparison with wild-type cells. For di�usive slip-links (blue), we quantify the
propagation time-scale T by an exponential fit to the propagation length Xp (t ) (legend, top). For motor slip-links (red), we computed
the average translocation velocity v and define T = L/v (legend, bottom). Di�usive slip-links exhibit sub-di�usive scaling T ⇠ L2.5
(blue, dashed); di�usive scaling T ⇠ L2 is shown for comparison (black, dashed). The extrapolation of the simulated data for motor
slip-links (red) is in accord with in vivo data (“WT”). Simulation units were converted to real units as described in appendix A.1.

12.2 DNA Relaxation Dynamics Can Limit Slip-Link Velocity

In figure 12.1, we link the speed of dynamic re-organization of large polymers (through T ) by motor slip-links to the
observed speed for small polymers (through v ). Thus, we tacitly assumed that the speed of collectivemotion is independent
of system size. For the system sizes in figure 12.1, this assumption holds for motor, but not di�usive slip-links. This begs
the question, does the simple relation T = L/v we found always hold—even for motor slip-links? In addition, can highly
processive motors whose speed of movement exceeds local polymer dynamics, kmotor � k0, also organize the polymer at
speeds v ⇠ kmotor?

To address the aforementioned questions, we examine the relationship between the slip-link translocation attempt rate
kmotor, the monomer di�usion attempt rate k0, the polymer size Nm , and the e�ective motorized slip-link translocation
velocity v . We distinguish two regimes: a fast relaxation regime kmotor ⌧ k0 and a slow relaxation regime kmotor � k0. In
both regimes, for a sti� slip-link to make a step, the two polymer bonds in the direction of movement need to be parallel.
If we denote the prior probability of observing these two polymer bonds to be parallel by C ⇡ 3/16 (Figure 11.3), then
the e�ective rate of bond–bond alignment is ke�0 ⇡ Ck0. In our estimate for the rate ke�0 we neglect the force that motor
slip-links might exert on these bonds, because in vitro experiments indicate that the stalling force of yeast condensin is
very small [16]. Hence, the characteristic rate k?motor that sets the transition from the fast relaxation to the slow relaxation
regime occurs at k?motor = ke�0 . Consistent with the prediction that kmotor only depends on local kinetics, our data shows
that kmotor is independent of the system size (Figure 12.2a).

In the fast relaxation regime, the rate-limiting factor is kmotor. In this case, the velocity v of slip-links is approximated
by vfast(kmotor) ⇡ C�kmotor. In the slow relaxation regime, kmotor > k?motor, polymer relaxation becomes the rate-limiting
factor, so that vmax ⇡ vfast(k?motor) ⇡ C 2�k0. This argument suggests that the scaling form of dimensionless variables
ṽ ⌘ v/(�k0), k̃ ⌘ kmotor/k0 will collapse the data of kmotor, v, k0 onto a universal curve ṽ = C k̃ for k̃ < C and ṽ = C 2 for
k̃ � C . Indeed, our numerical data is well-described by this scaling form (Figure 12.2b). By combining in vitrowith in vivo
empirical data, we estimate that SMC condensin in B. subtilis is well within the fast relaxation regime kmotor < 10�5k0 ⌧ k0.
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Figure 12.2: DNA relaxation dynamics limits the maximum velocity of motor slip-links. (a): The average motor velocity (error bars:
standard deviation) for various translocation attempt rates (turquoise to dark blue, kmotor = 100 . . . 0.01) and various system sizes Nm .
For clarity, we shifted the datapoints for decreasing kmotor; the value of Nm used is always the datapoint corresponding to kmotor = 100
(turquoise). (b): Rescaled motor velocity as a function of relative motor rare for the data shown in panel a). Propagation of wild-type
condensins is within the “fast relaxation” regime ( k̃ = 6.8 ⇥ 10�6) using data from appendix A.

12.3 Motor condensins without a loading site transiently juxtapose the polymer

Time-averaged contact maps of a polymer with motor slip-links but no loading site (�ParBS ) are, apart from the main
diagonal, homogeneous (Figure 11.1e). Upon closer inspection, however, movies of the contact maps (SI movie 7a) suggest
a di�using cross-diagonal. Additionally, movies of the loop diagrams show that the motor slip-links extrude large loops
until they collide and block further motion (SI movie 7b). To investigate this quantitatively, we performHough transforms
of the contact maps. The Hough transform maps Cartesian space (x, y) into Hough-space (r , ✓). Lines in Cartesian can be
represented as r = x cos ✓ + y sin ✓, and the Hough transformed image is simply the image of these (r , ✓).

Before we examine the data for dynamic organization by motors, what do we expect for unorganized and juxtaposed
polymers? The main diagonal in contact maps corresponds to an angle ✓ = 45� that starts at the origin, r = 0. Since
the main diagonal is a feature of local persistence and will hence always be there, there should be always be a locus at
(r , ✓) = 0, 45� in Hough transforms of contact maps. Juxtaposed organization is characterized by lines in contact maps of
an angle perpendicular to the main diagonal, i.e. ✓ = �45�, and the position of the fold is captured by r . Thus, we can
numerically establish both the presence and location of juxtaposed organization in our contact maps.

Intuitively, Hough transformed contact maps of this system with one motorized slip-link N̂p = 1 only contain a locus
that corresponds to the main diagonal (Figure S12.3aa). Interestingly, however, when we have two motor slip-links N̂p = 2,
there appears a very clear additional locus in the Hough transformed contact maps whose position di�uses randomly over
time (Figure S12.3ab and SI movie 8).
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�t . Right panels: The Hough transform of the contact map. (a): Simulation was
performed with N̂p = 1 with persistence time ⌧switch = 10�3. (b): Simulation was
performed with N̂p = 2 with persistence time ⌧switch = 10�3. The Hough transforms
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locus di�uses randomly over time (inset).
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(b) Contact distribution p(�) for loop-size � of a polymer with
Np = 10 motor slip-links but lacking a loading site (�ParBS ).

Figure 12.3

The distribution of loop-sizes p(�) for the �ParBS system with motor slip-links appears to be characterized by an
approximate power-law behavior for intermediate loop-sizes (Figure S12.3b). With the same number of slip-links, the
exponent of this powerlaw for the system with motor slip-links is smaller than that of the system with di�usive slip-links
(compare Figs. S10.1 and S12.3b). This change in the exponent associated to the power-law behavior of p(�) indicates
that the �ParBS system with motor slip-links is characterized by a qualitatively di�erent loop organization than that of a
random polymer or that of a polymer organized by di�usive slip-links. This is reminiscent of the DNA loops observed in
E. coli, an organism where the SMC complex MukBEF forms large loops without a specific loading complex [27].
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13

Polymer Looping affects the Force-Extension

Relation of the DNA-ParB System

Chapter summary: Large loops emanate from ParB condensates on DNA, which we hypothesize a�ects the force-extension
relation of the full system in a non-trivial way. The results in this chapter have not been peer reviewed.

ParB nucleoid-associated proteins can bind to DNA in both a specific and non-specific fashion [6, 14]. In live cells,
ParBs robustly aggregate into a single large ParB-DNA condensate composed of ⇠ 103 ParBs [7]. On a molecular level,
ParB proteins can make spreading bonds to other ParBs that are adjacent along the DNA in addition to bridging bonds to
other ParBs on di�erent parts of the DNA molecule (Figure 13.1a) [2–5, 13]. Computer simulations indicate that it is
probably only through a combination of both spreading and bridging bonds that such a condensate can be generated under
physiological constraints [1]. However, this ParB-DNA condensate does not live in isolation inside the cell: other actors
live inside the cell that push and pull on DNA. A notable example of this concerns ParA enzymes that are believed to pull
on the ParB cluster during replication and segregation [8, 12, 15, 16]. Here, however, we restrict ourselves to forces that
are exerted directly on the DNA endpoints (Figure 13.1b). Thus, we seek out to understand the force-extension behavior
of a DNA molecule with a large ParB cluster bound to it (Figure 13.1b).

bridging bond patch

bridging bond
(strength JB)

spreading bond
(strength JS)

ParB protein

DNA polymer
bond patch rotation

disallowed patch overlap

protein displacement

protein (un)binding

(a) (b)

bond patches cannot 
point along DNA

ParB cluster (size ng)

single polymer loop

forceforceforceforce

tether (unfolded chain)

rosette (size L)

Figure 13.1: Outline of model for ParB condensate formation on DNA. (a) Schematic of minimal model for DNA
polymer (turquoise) with ParB proteins (yellow) that interact with each other via spreading (along chain) and bridging
(orthogonal to chain) interactions. Indicated are example directions for the bridging bonds (gray patches) for a bridging
valency qB = 2 per particle. Bridging bonds randomly rotate (blue arrow, right), but more than one bridging bond in a
given direction is disallowed (red arrow, right). Bridging bonds are not allowed to overlap with spreading bonds. (b) An
external force f is exerted on the ParB-DNA system (projected length z ). The collection of all loops that emanate from
the cluster is called the ‘rosette’.

To investigate the elastic properties of DNA molecules that have a large ParB condensate bound to it, we use a lattice
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simulation of a polymer with patchy particles (Figure 13.1a). Two neighboring proteins form a bond if two bond patches
touch, and do not bond otherwise—i.e. if the bond patches do not point in opposite directions (Figure 13.1a). The bond
patches consist of spreading bonds (strength JS ) that can only be formed with other proteins adjacent along the DNA
( |i � j | = 1), and bridging bonds (strength JB ), which can only bond to particles that are neighboring in space but not
neighboring along the DNA ( |ri � r j | = 1, |i � j | , 1). The total number of bridging patches qB and spreading patches
qS is fixed; in what follows we use qS = 2, qB = 4, such that the total number of patches equals the coordination number
(qS + qB = zc ). We first tested that our simulations can accurately capture the equilibrium statistics for these very dense
phases (appendix D). We quantify the elastic properties of the system by submitting the projected end-to-end distance z to
a force f (Figure 13.1b), and measuring the spring constant k at small extensions k = @z f | f!0. This computational set-up
mimics the in vitro force-extension experiments from Fisher et al. [3].

What do we expect for a system composed of naked polymer tethers, and a dense globular state? Homopolymers with
attractive interactions in a fixed length ensemble can display a ‘tadpole’ geometry: tethers (unfolded chains of combined
size n � n� , extension ztether(n � n� )) that emerge from and coexist with a single condensed ‘head’ in a globular state (size
n� , extension zglob.(n� )) [10, 11]. Because the head and tethers are in distinct phases in this phase coexistence, the full
extension then obeys a superposition principle zfull(n, n� ) ⇡ zglob.(n� ) + ztether(n � n� ).1 Surprisingly, however, our ParB-
DNA system does not obey such a superposition principle (Figure 13.2a). To the contrary, the full system has a smaller
extension than the tethers alone ( |zfull(n, n� )| < |ztether(n�n� )|), despite the full system being larger in length (n > n�n� )!
This surprising fact is because the ParB cluster suctions in DNA from the tethers, producing slack loops that emanate from
the ParB cluster (Figure 13.1b). Because of this interaction between the cluster and tether, the ParB-DNA system cannot
be straightforwardly mapped to a homopolymer description, and the force-extension behavior will likely be a�ected by the
looping statistics in the rosette.

We start by quantifying the number of loops N (�) of size � that emanate from the ParB cluster. Loops are defined as
naked stretches of DNA that start and end on the cluster (i.e. the tethers are not loops, as they only either start or end on
the cluster), with the size � = |i � j | � 2, where i, j are the first, last monomer in the loop; the term �2 is to discount the
loop monomers which are occupied by proteins. Although the loop-sizes � and -frequencies N (�) are random variables, we
assume that their ensemble averages are well-defined and tacitly characterize the looping statistics by their mean-field values,
� = h�i ,N (�) = hN (�)i.2 The very sti� globule barely expands for small forces, so that a single loop emanating from the
cluster does not feel the force f directly. Hence, although the total amount of DNA in the rosette L is a function of f , each
single loop is mostly slack. Thus, we expect a loop-size distribution that maximizes the total looping entropy, conditioned
on a total length L( f ). In section 4 we presented a heuristic argument for the distribution that follows from this constraint
for a single polymer, namely Nth.(�) = N0(�/�0)�⌫d (d : dimension, ⌫ : Flory exponent), where the prefactor N0 sets the
total number of loops at a length-scale cut-o� which we can conveniently set to �0 = 1 for our lattice simulation. For all
values of f considered, we indeed find a distribution of this form Nth.(�) up to an upper length-scale �max after which the
decay of N (�) is faster than a power-law (Figure 13.2b). For a given total amount of DNA L in the rosette, the largest
possible loop-size is L. This results in the falsifiable prediction �max = L. First by expressing Nth.(�) in terms of L using the
constraint

Ø
d� �Nth.(�) ⌘ L, we can test this prediction by collapsing all N (�) onto a universal form, independent of L

(Figure 13.2b, inset). The good agreement between the measured data N (�) and the loop distribution of a single polymer
Nth.(�) shows that the rosette can be regarded as a single polymer of size L( f ) whose looping statistics do not experience
the external force.

1This superposition principle expresses negligible interactions between the two phases. In general, for a phase coexistence and phases A, B , the
free energy can be written Ffull = FA + FB + FAB , where FAB is a mixture term that increases sub-extensively, and can therefore be neglected in the
thermodynamic limit. In our case, the interactions at the phase boundary consist of excluded volume interactions between the globule and the tethers.
Since the excluded volume of the globule scales slower (⇠ n1/d� ) than that of the tethers (⇠ (n � n� )⌫d ), the globule only takes up a vanishing fraction of
the accessible volume for the tethers as n !1. Thus, neglecting the globule-tether excluded volume interactions is an appropriate approximation in the
thermodynamic limit.

2Since an upper bound for � is n, the first moment of � is necessarily well-defined for any system size. Similarly, an upper bound on N is the number
of loops that can possibly be formed, equal to the surface area of the globule. This too, is bounded by the system size.
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Figure 13.2: The ParB condensate absorbs DNA . (a) Set-up of experiment to test the superposition principle zfull =
zglob. + ztether, based on the extension of a naked polymer (size n�n� ), a condensed ‘protein droplet’ (size n� ) and a system
with both a globular and unfolded part (size n). (b) The extensions of the three systems is shown for various external
forces. (c) Internal looping statistics of the full system for various forces f = 0.01 . . . 2 (light to dark). Inset: collapse onto
universal curve. The total amount of DNA in the rosette L =

Ø
d� �N (�) was numerically integrated from N (�) to rescale

� to �̃ = �/L and to find the closed form of Nth.(�) = N0��⌫d . The vertical axis Ñ (�̃) was rescaled such that all curves at
�̃ = 1 lie at Ñ = 1.

Although the loops in the rosette can freely exchange DNA in order to maximize their looping entropy, the number
of loops is not only subject to entropic constraints. Rather, spreading interactions between adjacent ParB proteins (Figure
13.1a) can control the total number of loops N0, largely independent of how much entropy is contained in those loops
[1]. Thus, we can expect a dependency of the spring constant k on JS . In agreement with this, the spring constant for
a system with zero loops ( JS ! �1) scales as k0 ⇠ 1/N , whereas the spring constant for a polymer with a single loop
of size h�i f is k1 ⇠ 1/(N � h�i f ) [9]. Despite the loop itself in this example being slack, it makes the full system sti�er,
k1 > k0. Although we do not have a quantitative theory for a rosette with an arbitrary number of loops, the ordering
k1 > k0 does suggest that favored looping (higher JS ) results in a larger spring constant. In agreement with this, k(JS )
increases with increasing JS (Figure 13.3a). We hypothesize that the spring constant of the ParB-DNA system depends
on JS because spreading interactions control N0, thereby a�ecting the amount of DNA in the rosette. However, we see a
surprising additional dependency on JB , with k increasing with decreasing JB (Figure 13.3), albeit with a poor data quality.
We stress that this dependency on JB appears to be opposite to that of JS .

The dependency of k on JB is probably not due to an increased sti�ness of the globule.3 It is also not obvious how the
dependency of k on JB could be due to changes in the internal geometry of the globule: for a given number of looping
sites, DNA can reptate from the tethers into the rosette without breaking any bridging bonds. Additionally, since a piece
of DNA on the surface of the globule that does not yet form a loop must have |i � j | = 1, we do not see how the number
of looping sites could be a�ected by the internal geometry of the globule.

Instead, we hypothesize that k depends on JB because the nucleation of a loop does not only break a spreading bond; it
also allows for the possibility of the formation of an additional bridging bond (Figure 13.3b). The net energy upon creating
a looping site is thus �E = �2JS + 2JB (the factor 2 stems from both proteins changing their number of bonds), which has
an opposite dependency on JS compared to JB . Based on this, we predict that the spring constant is not a function of JS
alone, but rather a function of �E ⇠ JS � JB (Figure 13.3b). Indeed, when plotting k as a function of �E , the data for
di�erent JB do show substantially more overlap (Figure 13.3a, inset). These data suggest that a large contribution to k is
the net energy of loop nucleation, with more looping (�E negative and |�E | increasing) increasing the sti�ness of the full
system.

3The formula that relates stress and strain shows zglob. = f R/(AE) ⇠ 1/R, where R ⇠ M 1/d is the radius, E is the globule’s elastic modulus and
A ⇠ R2 is the globule’s cross-section. Thus, although the spring constant of the globule itself does depend on JB through E , the sti�ness of the globule
increases as ⇠ M 1/d

� [10]. In contrast, the spring constant of the tethers decreases as 1/(N � M� ). Hence, in the thermodynamic limit, the globular part
of the system becomes arbitrarily sti� compared to the tethers. Thus, we can neglect the globular contribution to the spring constant for large enough
system sizes.
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Figure 13.3: Both spreading and bridging interactions a�ect the sti�ness of the ParB-DNA system. (a) We measured
the spring constant k = @z f | f!0 from the initial slope of a force ramp for various values JS, JB . Dashed lines correspond to
a linear regression on the datapoints with the same color. Inset: Spring constant expressed as a function of the net energy
change upon loop creation �E = �2JS + 2JB . Polymer length N = 120, number of proteins M = 60, maximum number of
bridging bonds qB = 4. (b) Creating a loop site breaks a spreading bond (left), but allows for the formation of an additional
bridging bond (right). Thus, the net energy of loop creation is �E as indicated, neglecting any possible entropy changes.
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Conclusion

In this thesis, we compared several minimal models for how bacterial condensin could organize the whole chromosome
using a tailored Lattice KineticMonte-Carlo framework. We describe the benefits and limitations of this simulationmethod-
ology in detail. Based on our results, we argue that motor activity on the level of single condensins is able to organize an
entire bacterial chromosome.

To address this puzzle, we develop a lattice kinetic Monte-Carlo (LKMC) method in part II to simulate spatially het-
erogeneous non-equilibrium processes on a lattice. In particular, we frequently make use of a DNA–slip-link system as
a toy model to illustrate and test features of our LKMC framework. For our DNA–slip-link toy model, the microscopic
processes consist of both polymer moves which a�ect the local configuration of DNA, as well as NAP (un)binding and
displacement moves. We use the theory of stochastic processes to compute the proper attempt rates of displacement moves
that a�ect multiple degrees of freedom simultaneously. We show that, at least for intermediate system sizes, locality of the
kinetics can be leveraged to greatly enhance the computational e�ciency of LKMC. For larger system sizes, other e�ects
(such as hash-table lookups and/or performing the tower sampling) can become the limiting factor.

We address in detail two major challenges in designing LKMC for simulating far-from-equilibrium dynamics. The first
of these is the sampling of all possible states. It is known that the Verdier-Stockmayer move-set does not sample all states for
self-avoiding walks. Fortunately, the equilibrium dynamics appears to display the same dynamics for both strict and partial
self-avoidance, suggesting that the lack of ergodicity is not an issue for close-to-equilibrium systems. Far from equilibrium,
however, we do see the appearance of—to the best of our knowledge, previously unreported—unphysical states, jammed
states. We propose that these states are jammed because loop-extrusion factors can irreversibly tighten loops into a state,
where none of the Verdier-Stockmayer lattice moves can be performed. We propose possible solutions to this problem,
include allowing partial polymer overlap, including a small extrusion reversal direction and a small extruder unbinding
rate. We believe that awareness of this issue is important when using LKMC to simulate organization of DNA bymolecular
motors, since we frequently (with a ⇡ 60% probability) observed jammed states for highly persistent motors.

The second major challenge of LKMC that we address is simulating far-from-equilibrium dynamics. We show that
Metropolis-Hastings kinetics, which assumes that the dynamics ofmicroscopic processes only depends on energy di�erences
of those microscopic changes, can not be taken arbitrarily far from equilibrium. The maximum velocity of particle move-
ment is rate-limited by the attempt rate of a microscopic process, and leads to a breakdown of the fluctuation-dissipation
theorem that holds close to equilibrium. We also show that Metropolis-Hastings kinetics disobeys the generally applica-
ble steady-state fluctuation theorem at large external forces. In particular, the maximum velocity of particle movement in
Metropolis-Hastings leads to an underestimation of the entropy production at large external forces. We show that both the
maximum velocity and entropy production display the expected behavior if the attempt rate of microscopic processes is
renormalized to include the external force.

In part III, we use our LKMC framework to elucidate chromosome organization by structural maintenance of chromo-
somes (SMC) proteins, which are responsible for the arm–arm alignment and anomalously large looping probability in
many bacteria. We show that the asymmetric confinement does lead to a slight arm–arm alignment if the chromosome is
tethered at one of the cell poles, but that this alignment is not nearly enough to account fo the experimental data. Adding
model SMCs in the form of slip-links does not producemore observed organization; the looping probability remains similar
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to that of an equilibrium polymer.
Surprisingly, merely adding active loading to otherwise di�usive slip-links does produce robust arm–arm alignment and

the formation of large, nested DNA loops. Di�usive slip-links juxtapose the chromosomal arms through collective motion
driven by the active loading, in combination with steric repulsion between the individual slip-links. Because this mechanism
depends on mutual steric repulsion, its e�cacy depends on slip-link density. Indeed, we find that the propagation length
of slip-links into the chromosome is only similar to that of live cells for slip-links densities of & 10%—orders of magnitude
higher than the densities of SMC reported in vivo. Besides needing a very high density, dynamic re-organization by di�usive
slip-links is slow, needing orders of magnitude more time to organize the full chromosome than live cells. In sum, we find
that di�usive slip-links with active loading can organize the chromosome in principle, but that both its e�ciency and speed
are too low to account for the experimental data.

Adding motor activity to slip-link motion in the form of persistent random motion makes the slip-links much more
e�ective at organizing the chromosome. Their function does not depend on collective motion, but rather on the persistence
of single extruders—explaining why only a small number of SMCs can organize an entire chromosome. We show that the
speed of dynamic re-organization by motor slip-links is independent of system size for low slip-link density and physiolog-
ically relevant motor speeds. This is not true for all motor speeds, since local polymer dynamics can be the rate-limiting
factor at high motor speeds, but only at motor speeds orders of magnitude faster than physiologically relevant. Because
motor speed appears independent of system size, our measurement of dynamic re-organization of a full chromosome agrees
well with the time observed in vivo. In sum, although motor activity has been experimentally demonstrated in yeast SMC
but not bacterial SMC, our data points to the presence of motor activity in bacterial SMC.

Finally, we study the force-extension behavior of ParB condensates on DNA. A naive Ansatz for such a system is a sti�
globule in series with two naked tethers. In vitro data of the force-extension curve of the ParB–DNA system display striking
di�erences with such a model, suggesting that the combined system is more complex. Indeed, we show that large polymer
loops emanate from ParB condensates on DNA, making the combined system qualitatively di�erent to a globule in series
with two tethers. We hypothesize that loop the spring constant is related to the energetic penalty associated with loop
creation and annihiliation. In agreement with this, the spring constant appears to be only a function of the net energy of
creating a loop. Although these data are far from conclusive, they do show that the force-extension behavior of ParB–DNA
system might be far more interesting than a simple homopolymer.

This work takes a step towards understanding the physical principles of chromosome organization by di�usively sliding
or loop-extruding complexes. This field has received a surge interest in recent years: both much experimental data has
been gathered on these systems in vitro [60, 61, 64, 71, 72, 82] and in vivo [53, 55, 58, 68, 69, 75, 79, 86–89, 91, 92]; and
theoretical modeling has been published on both di�usive slip-links [50–52] and loop-extrusion factors [47, 63, 65, 66]. Our
core contribution to this field is a quantitative comparison of the collective e�ect of condensins with and without motor
activity on chromosome organization.
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Outlook

15.1 Rouse Dynamics of Circular Polymer Chains

In the literature of Rouse dynamics of circular polymers, the normal modes have been assumed to be Fourier modes
(see appendix B and [84, 90]). However, we find that these modes are not perfectly normal; there appears to be a small
mode–mode coupling in the random forces in mode space (appendix B). The amplitude of this o�-diagonal coupling scales
as 1/(system size) compared to the on-diagonal coupling (equation B.10), and hence may be irrelevant for large system
sizes. The mode–mode coupling in our discussion of circular polymers ultimately stems from our definition of the noise
autocorrelator

⌦
f(n, t )f(m, t 0)

↵
(equations (B.7) and (B.8)), which assumes that—since they lie at the same position in space—

both polymer end-points n = 0,N receive the same random force kicks from the heat bath. These noise correlations are,
however, not present in the work by Watanabe et al. [90] or Tsolou et al. [84]. Since our definition is di�erent to the one
used in the literature, it is currently unclear whether the noise end-point correlations should be included and, if so, what
the consequences of the mode–mode coupling might be.

Another interesting property of the Rouse dynamics of circular chains is the response function of the end-to-end distance
R�(t ) of sub-chains (size �  N /2). We observe a plateau in the response function, perhaps due to the relaxation of the
chain complement with size N � � � � (Figure C.1). If true, this o�ers the possibility to measure a global geometrical
property (namely polymer size N ) by looking at a non-global dynamical property. The other way round, for known
polymer sizes N , the size of the plateau in Figure C.1 could be used to infer the size of the sub-chain �.

15.2 Impact of Looping on Force-Extension Behavior of ParB-DNA System

We have shown that large DNA loops emanate out of ParB clusters on DNA (chapter 13). We argued that the di�culty
of loop creation and annihilation a�ects the force-extension behavior of this system, even at small external forces. Our
data seems to indicate that the probability of loop creation and annihiliation is controlled by the strength of spreading and
bridging interactions JS, JB (Figure 13.3). Importantly, these spreading and bridging interactions are measurable quantities
generated by the specific molecular structure of ParB [56, 80], and can be manipulated by point mutations of these proteins
[54, 56, 67, 70]. In figure 13.3, we hypothesize that the spring constant k for ParBs with a valency q = 6 only depends on
these interaction strengths as a function of a single parameter �E ⇠ JS � JB . The hypothesis that k = k(JS � JB ) stemmed
from the fact that creating an additional loop can create a bridging bond at the expense of a spreading bond. For ParB
proteins with a lower valency q < 6, this is no longer always the case, since a particle on the outside of the cluster can have
all bridging bonds satisfied. However, a spreading bond can still be broken, so we expect k ⇡ k(JS ).1 This hypothesis can
be tested by measuring k for di�erent valency proteins.

1The dependence on JS is likely imperfect, because some particles will still have not all bridging bonds satisfied, as in the q = 6 case. Additionally,
a protein may be positioned on the loop with a single spreading bond but no bridging bonds. Such spreading-only proteins are pruned away in our
graph-theoretical loop measurement process since spreading bonds do not constrain the localization of DNA.

99



Additionally, we did not directly test whether the amount of DNA in the rosette LR a�ects the spring constant. Since
the entropy reduction of a loop scales sub-extensively (as �S(�) ⇠ log�), large loops are ‘entropically soft’: it is much more
entropically favored to remove the same amount of DNA from a small loop than from a large one. Everything else being
equal, this should make it easier to pull DNA from the small loops than large loops. However, since the di�erent loops in
the rosette can exchange DNA—and they do, see Figure 13.2—it is not obvious how to control the size of a single loop for
a fixed system size. But, since the system size does increase LR, perhaps the relation between LR and the force-extension
behavior can be tested by varying the total polymer length. Alternatively, LR could be controlled by adding two ParB
binding sites on the DNA with a binding energy ✏ . For sites that favor ParB binding (✏ < 0), the ParB cluster will try to
suction the DNA up to these two sites into it, thereby increasing LR (Figure 15.1). For sites with ✏ > 0, the cluster will
try to expel the DNA up to those two sites, decreasing LR. ParB binding sites such as these, in fact, exist in real bacteria in
the form of parS sites [85]. Thus, pulling experiments of a ParB–DNA system with binding sites not only allows testing
the impact of rosette size on the force-extension behavior—they could also o�er insight into whether parS sites a�ect the
elastic properties of the ParB–DNA system.

Figure 15.1: ParB binding sites could possibly be used to regulate the amount of DNA in the rosette. Top: Two
hypothetical attractive ParB sites are positioned on the tethers, distances sleft, sright outside of the clustered region. sleft, sright
are random variables that depend on the binding strength, cluster size, etc. Bottom: Occupying these sites will suction
in DNA from the tethers into the rosette, increasing the size of the rosette by an amount ⇡ sleft + sright (this is only the
approximate change, as the cluster does not always occupy the binding sites, or even more DNA could be suctioned into
the cluster). The net displacement of the tether endpoints will be sleft, sright for perfectly straight tethers, less otherwise.

Based on the data of the impact of looping on the force-extension behavior of the ParB-DNA system that we present in
chapter 13, we propose the following research questions:

• For ParBs with a bridging valency q = 6, does the spring constant of the ParB–DNA system only depend on JS � JB?

• For ParBs with a bridging valency q < 6:

– Do the clusters have have an increased probability of loop creation, since loop creation is not necessarily ac-
companied by breaking of a bridging bond?

– Is loop creation now no longer accompanied by the breaking of a bridging bond? If so, does the spring only
depend on JS and not on JB?

• Possibly controlled by system size or by using ParB binding sites (Figure 15.1), how does the amount of DNA in the
rosette impact the force extension behavior?

• Force-extension curves of the ParB–DNA system in vitro are not consistent with a worm-like chain model [62]. Can
part of this inconsistency be resolved based on the inclusion of DNA loops that emanate from the ParB cluster?
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15.3 Interaction Between Slip-Links

We have discussed how local polymer relaxation can a�ect the slip-link translocation velocity (section 12.2) of a single
slip-link. At higher densities of slip-links, however, the slip-links can interact with each other through the polymer loop
that runs between two slip-links. In particular, a part of the polymer that a motor slip-link recently moved over will
be partially straightened, potentially creating a ‘track’ for a next slip-link to more quickly move over. Such an interplay
between polymer relaxation dynamics and slip-link translocation will only exist during the relaxation time of that loop ⌧R.
For times t � ⌧R, the motor slip-links move adiabatically over the polymer.

If true, an interplay between relaxation dynamics and slip-link movement would open up the possibility for accelerated
translocation through the polymer substrate. This phenomenon will likely not take place at any density—as we discussed
in section 11.2, motor slip-links engange in antagonistic movement at very high densities. To the contrary, a naive Ansatz
suggests that mutual slip-link attraction could take place even at low densities. Namely, for Rouse relaxation of a loop of
size L, we have ⌧R ⇠ L2 [59]; the distance between motors in units of time is tbetw. SLs ⇡ L/v ⇠ L, because v typically does
not depend on system size (Figure 12.2). This naive calculation suggests that the impact of a finite polymer relaxation time
could be greater at larger system sizes. Stated otherwise, for the same system size, a lower density increases the disparity
between tbetw. SLs and ⌧R. At the same time, a higher density of slip-links does increase the amount of DNA organization,
as measured by the number of long-range contacts (Figure 11.7). We have not investigated this possible mutual slip-link
attraction, but it o�ers the exciting possibility of motors that can collectively organize DNA faster than at the single-motor
speed measured in vitro [64]. In particular, we propose the following research question:

Do multiple motors accelerate one another, when they follow each other in file?

To address this question, we propose the following three experiments:

1. Attractive interactions between multiple slip-links simultaneously on the DNA

• Slip-links are loaded onto the DNA at a particular location.
• First, measure the speed v1 of a single motor slip-link over the DNA by setting the slip-link association rate
very low k+ ! 0.

• Now increase the number of slip-links by increasing k+. Does the speed v>1 increase, v>1 > v1?

2. Directly measuring the e�ect of polymer relaxation on the movement of a single slip-link, accelerated translocation.

• At most a single slip-link is bound to the DNA, always loaded onto the DNA at a particular location.
• First, set k+ ! 0 and measure the speed v(0) of the slip-link. In this case, the DNA has plenty of time to relax
into a random configuration until the next binding event.

• Now, increase k+ and measure the speed v(k+); does it increase v(k+) > v(0)? This suggests that the polymer is
quenched in a favorable configuration for slip-link translocation.

3. Directly measuring the e�ect of polymer relaxation on the movement of a single slip-link, testing whether other
quenched polymer configurations can inhibit slip-link movement.

• At most a single slip-link is bound to the DNA, always loaded onto the DNA at a random location.
• First, set k+ ! 0 and measure the speed v(0) of the slip-link. In this case, the DNA has plenty of time to relax
into a random configuration until the next binding event.

• Now, increase k+ and measure the speed v(k+); does it increase v(k+) > v(0) or decrease v(k+) < v(0)?
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A

Measurement of Simulation and Empirical Data

Our simulation parameters and units are clarified in Table A.1. Because cytosolic di�usion of condensin is fast compared to
di�usion of condensin over dsDNA [81], we assume a regime in which the condensin binding rate is much higher than the
slip-link movement attempt rate, k+ � k0. We implemented loading to the ParBS region [75] by binding slip-links only to
a predetermined loading site (ori) on the polymer. Slip-links can, however, unbind anywhere on the DNA, as long as the
slip-link encircles a loop of only one lattice width.

A.1 Converting Empirical Data to Simulation Parameters

Motor direction switching time in yeast condensin
In vitro DNA curtain experiments have shown that a fraction of condensins can reverse their active motion within a time
⌧r [82]. In these experiments, the condensins can only be monitored over a maximum distance Lassay = 16.49 µm. The
time a condensin can be observed to move with a constant velocity v ⇡ 20 nm/s is, therefore t? = Lassay/v ⇡ 825 s [82]. In
[82], the probability for the motor to be reversed at least once within this time t? has been measured to be pr (t?) ⇡ 6% .
Assuming Poissonian statistics, the probability of the condensin having reversed within a time t? is

pr (t?) = 1 � exp(�t?/⌧r ),

from which we estimate a typical switching time for yeast condensin ⌧r ⇡ 222min. Based on a typical velocity of v ⇡
20 nm/s [64], we estimate that a yeast condensin travels on average a distance Lmax = v⌧r ⇡ 266 µm ⇡ 785 kpb before
switching direction. Crowding on the DNA by other proteins in vivo could a�ect these estimates.

Measuring propagation length of condensin in B. subtilis
We analyzed ChIP-seq data from [75] of the strains “WT” (wild-type), “ATP�” (mutant with strongly suppressed ATP
hydrolysis) and �ParB (mutant without ParB). As a baseline for the SMC signal, we used the �ParB data for both the WT
and ATP� strains and computed the di�erence in their SMC ChIP-Seq signals cSMC(i) (Fig. SA.1),

�cSMC,WT(i) = cSMC,WT(i) � cSMC,´ParB(i)
�cSMC,ATP� (i) = cSMC,ATP� (i) � cSMC,´ParB(i).

We then smoothed the data with a Savitzky-Golay-filter of window 21 and order 2 and extracted typical widths X̂SMC, de-
fined as the standard deviation of the smoothedChIP profiles. We computed the typical widths X̂SMC,WT ⇡ 7000�0, X̂SMC,ATP� ⇡
2000�0—or, when scaled by the system size x̂SMC,WT ⇡ 13%, x̂SMC,ATP� ⇡ 45%.
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Table A.1: The parameters used in the simulations and comparisons with WT data.

Quantity Expression Value Reference
Lattice constant (persistence length of dsDNA) �0 50 nm [78]
Size of slip-link 25 � 50 nm set to �0 [55, 60]
Size of B. subtilis genome Lgen. 4Mbp [75]
Length of B. subtilis genome in sim. units Nm,WT = Lgen./�0 28 · 103 rest of table
Radius of dsDNA b 2 nm [76]
Thermal energy kBT 4.2 pNnm [76]
Cytosolic viscosity ⌘ 1mPa/s [48? , 49]
Di�. coe�. of dsDNA-bound cohesin D 1 µm2

/s [81]
Di�usion time of slip-link over monomer ⌧di�.slip�link ⇡ �20/2D 1250 µs rest of table
Loop extrusion velocity of yeast condensin v 425 nm/s [64]
Translocation time of condensin over a monomer ⌧motor.slip�link ⇡ �0/v 0.12 s rest of table
Yeast condensin switching rate kswitch 222min�1 SIA.1
Relative SMC propagation length, WT x̂SMC,WT 45% SI A.1
Relative SMC propagation length, -ATP x̂SMC,ATP� 13% SI A.1
Monomer relaxation time ⌧mon. =

2
⇡ �

2
0b⌘/kBT 0.8 µs [77, 83]

Number of condensins per chromosome Np,WT 3–30 [91]
SMC density per simulation monomer �p,WT =

2Np,WT
Nm,WT

10�4 � 10�3 rest of table

A.2 Converting Simulation Data to Metrics

Measuring condensin propagation timescale
Recent in vivo experiments have been performed in which ChIP-seq data was measured at various time-points after induc-
tion of SMC condensin [87]. From these ChIP-seq data, the typical width X̂p(t ) of condensin propagation was measured
as a function of time. Since the curve of X̂p(t ) was well approximated by an exponential curve, we extracted a typical
timescale of ⇡ 24min from these curves (Fig. SA.2).

Determination of typical length of cross-diagonal
We first extract an ‘unprocessed’ cross-diagonal probability pc,unprocessed(k) 2 [0, 1] as illustrated in Fig. SA.3. Neither
the moments hkni nor the p�th percentile of the ‘unprocessed’ distribution pc,unprocessed(k) correlated well with the cross-
diagonal width based on visual inspection. The reason for this is that pc,unprocessed(k) contains large flanks at |k | ⇡ Nm/2 � 1
(Figure A.3d) that were found to significantly impact estimates of X̂c .

The flanks in pc,unprocessed(k) (Figure A.3d) arise due to the circular topology of the polymer, with an increasing contact
probability for |k | ⇡ Nm/2 � 1. A naive estimate of the flanks is a power-lawwith Flory-scaling pc,naive ⇠ (

1
2Nm�|k |)d⌫ , d =

3, ⌫ ⇡ 3/5 [57]. Subtracting this naive estimate from pc,unprocessed(k), was found to sometimes lead to negative probabilities.
To avoid this, we instead subtracted an underestimate of the flanks, namely a power-law with 50% stronger scaling than
the naive estimate: pc,underest.(k) ⇠ (

1
2Nm � |k |)�1.5d ·⌫  pc,naive (Figure A.4, compare black and blue histograms). By visual

inspection on a variety of representative test-cases, we found that this method indeed suppressed the flanks of pc,unprocessed(k),
but left the cross-diagonal itself intact (Figure A.4, blue histogram).

After subtracting the flanks from pc (k) (Fig. SA.4, blue histogram), we calculate the typical length Xc,p =
1
2mp with

parameter p as the p�th percentile of the distribution pc (k). We computed various percentiles {m50%,m75%,m90%,m95%}
on a representative collection of contact maps and empirically found by visual inspection that m75% was a good measure
for the typical length of the cross diagonal in contact maps.
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Figure A.1: Determination of typical SMC propagation width from SMC ChIP-seq data.. Top: Raw relative ChIP-
seq data cSMC(i) � cSMC(

1
2Nm) (i.e. we subtracted the ChIP-signal at ter) of three strains from [75]: “WT” (wild-type,

red), “ATP�” (mutant with strongly suppressed ATP hydrolysis, blue) and �ParB (mutant lacking ParB, green). Bottom:
We use the �ParB signal as a baseline for the SMC ChIP-signal. The WT and ATP� signals with the �ParB signal sub-
tracted (thin curves) and with an additional smoothing using a Savitzky-Golay filter (window: 21, order: 2) (thick curves).
The typical width of these graphs was then defined as

p
var[cSMC(i)] (dotted vertical lines). Lengths are in units of poly-

mer bond lengths �0 = 50 nm (see Table A.1). ChIP-seq data were taken from the ArrayExpress database at EMBL-EBI
(www.ebi.ac.uk/arrayexpress) under accession number E-GEOD-76949.

0 10 20 30 40 50

time t (minutes)

0

200

400

600

800

1000

1200

pr
op

ag
at

io
n

le
ng

th
X̂

S
M

C
,W

T
(k

b
p
)

Figure A.2: The ChIP-seq data of the SMC condensin propagation width has a typical timescale of ⇡ 24min. Fit parameters
⌧ ⇡ 24min, amplitude ⇡ 1368 kbp were found by fitting the data from [87] with an exponential.
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Figure A.3: Illustration of our procedure to extract the cross diagonal from a contact map. (a): A single contact map.
(b): Make a 2 ⇥ 2 tiling of contact maps. (c): Extract the 10 most central cross-diagonal rows (similar to the procedure
published in [73, 87]). (d): Average the data from step (c) over the 10 rows, returning a cross-diagonal probability pc (k)
where k = � 1

2Nm, . . . ,+
1
2Nm is the distance from ori. In order to isolate the cross-diagonal from the rest of the contact

map, we select the 10 most central rows from the contact map (i.e. |k |  5).
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Figure A.4: Computation of the length of the cross-diagonal using the p�th percentile. We first measured the ‘unpro-
cessed’ cross-diagonal contact probability pc,unprocessed(k) from contact maps (black, see Fig. SA.3 for the procedure). Then,
we subtract an estimate for the left and right flanks (blue, see section A.1) and computed the p�th percentile mp of pc (k).
The half-width of the p�th percentile 1

2mp is shown for p = 50, 75, 90, 95% (blue vertical lines, from left to right), and the
typical width of the curve is defined as Xc ⌘

1
2mp .
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B

Rouse Model for Circular Polymer Chains

The results in this chapter have not been peer reviewed.

The dynamics of a circular Rouse chain of size N (i.e. a polymer lacking hydrodynamic and excluded volume interac-
tions) can be described in the continuum limit by the Edward-Wilkinson equation:

�@t r(n, t ) = k@2nr(n, t ) + f(n, t ), (B.1)

where the position of the nth monomer r(n, t ) is a stochastic variable with boundary conditions from the circularity of
the polymer r(0, t ) = r(N , t ), r0(0, t ) = r0(N , t ) and noise f(n, t ) = ( f↵(n, t ))↵ is white noise from a heat bath with the
properties

⌦
f↵(n, t )

↵
= 0,⌦

f↵(n, t ) f �(m, t 0)
↵
= 2�kBT �↵��(t � t 0)�(n � mod (m,N )), (B.2)

is delta-correlated in time, between the di�erent dimensions and along the chain—the modulo operator enforces the periodic
boundary conditions that arise from having the endpoints connected. As in [59], we seek a solution for normal modes
Xp(t ) =

Ø N
0 dn �p(n)r(n, t ) of the form

�p@tXp = �kpXp + Fp, (B.3)

where Fp is projection of the noise on normal mode space. We note that the problem is identical to Rouse modes for a
linear chain, except for a di�erence in boundary conditions. Thus, we re-use the solutions presented by Doi and Edwards
[59]:

�p

�
k@2n�p = �kp�p, (B.4)

�
rn@n�p

� ��N
n=0 = 0, (B.5)

Fp(t ) =
�p

�

π N

0
dn �p(n)f(n, t ), (B.6)

with the coe�cients �p, kp given byDoi and Edwards [59]. The boundary conditions for a linear Rouse chain only allow for
cosine modes. For a circular chain, the normal modes from the literature also include sine modes �+p = N �1 cos qpn, ��p =
N �1 sin qpn [84, 90]. The boundary condition in equation (B.5), r0(@n�p(n))(0) = rN (@n�p(n))(N ) (with r0 = rN due to
circularity), implies qp = 2⇡p/N as opposed to q linearp = ⇡p/N for a linear chain. In short: the normal modes for circular
chains still live in ‘momentum space’, but only the even modes qp = 2⇡p/N are consistent with circularity.

What is the correlation structure of the normal mode noise amplitudes Fp? For this, we cannot directly use the solution
for a linear chain, because the noise autocorrelator in the real-space description

⌦
f↵(n, t ) f �(m, t 0)

↵
contains a modulo
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operator (equation B.2) that is absent for linear chains. Since the integrals that we use always run from n,m = 0 . . .N , we
simplify the modulo operator by writing

�(n � mod (m,N )) = �(n �m) + �✏ (n)�✏ (m � N ) + �✏ (m)�✏ (n � N ), (B.7)

where �✏ (x) = �(x � ✏ ) with ✏ ! 0; i.e. we assume that the random forces that the heat bath exerts arbitrarily close to the
end-points are highly correlated. This has a clear physical interpretation if we choose for ✏ = 2�solvent twice the size of a
solvent molecule �solvent, since a single solvent molecule will then exert forces on both n = 0 � ✏,N � ✏ .

Using the form in equation (B.7), we have the noise correlator Gpq,↵�(t � t 0) in normal mode space:

Gpq,↵�(t � t 0) ⌘
⌦
Fp↵(t )Fq �(t 0)

↵
=
�p�q

�2

π
dndm �p(n)�q (m)

⌦
fn↵(t ) fm �(t 0)

↵

= 2�kBT �↵��(t � t 0)
�p�q

N 2�2

π
dndm �p(n)�q (m)[�(n �m)+ (B.8)

�✏ (n)�✏ (m � N ) + �✏ (m)�✏ (n � N )], (B.9)

where we substituted the normal modes �p(n) and the noise correlator (equation (B.7)). Each of the additional noise terms
have the form π

dndm �p(n)�q (m)�✏ (n)�✏ (m � N ) =

π
dn �p(n)�✏ (n) ·

π
dm �q (m)�✏ (m � N )

= �p(0) · �q (N ),

where � (x) is some test function that is continuous at n ! 0,N and we tacitly took the limit ✏ ! 0. Thus, we find

Gpq,↵�(t � t 0) = 2�kBT �↵��(t � t 0)
�p�q

N 2�2
·


N �pq

1 + �p0
2

+ cos 2⇡q + cos 2⇡p
�

= 2�kBT �↵��(t � t 0)
�p�q

N 2�2
·


N �pq

1 + �p0
2

+ 2
�
,

where the sine modes ��p at the boundaries dropped out because sin 2⇡p = 0. Importantly, the second term in brackets does
not have a Kronecker delta prefactor �pq : The noise correlator Gpq,↵�(t � t 0) in momentum space contains correlations
also between di�erent normal modes. It can be visualized in matrix form:

G↵�(t � t 0) = 2�kBT �↵��(t � t 0)
�p�q

N 2�2

266666664

N + 2 2 2 · · ·

2 1
2N + 2 2 · · ·

2 2 1
2N + 2 · · ·

...
...

...
. . .

377777775
. (B.10)

Thus, the periodic boundary conditions in the real space (B.1) equation is transformed into a linear ordinary di�erential
equation in momentum space, but with coupled noises for the di�erent modes. This should be contrasted with Rouse
dynamics for a linear chain, where the random forces of normal modes are completely uncoupled. It is important to note
that the coupling is weak, and decreases as 1/N compared to the on-diagonal correlations.

Through the mode coupling introduced by the o�-diagonal elements in equation (B.10), the polymer modes themselves
also become coupled. Although the mode coupling is weak (1/N weaker than the on-diagonal correlations), this does
introduce the possibility to excite modes indirectly. In principle, this could be used for dynamic DNA re-organization on
e.g. large length-scales can be e�ected by driving a shorter length-scale mode. Unlike the dynamics of linear chains, where
driving one mode slightly increases the temperature of all modes but doesn’t result in coherent motion of those other
modes, the motion of di�erent modes in circular polymers are positively correlated. Of course, whether this is desirable
depends on the context.
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C

Response Function of Sub-Chains of Circular

Polymers

The results in this chapter have not been peer reviewed.

20
40
60
80
100

�

Figure C.1: Response function of sub-chains of circular polymers. Shown is the imaginary part of the response function
�� = �0� + i �00� in frequency space. We computed �00� using the fluctuation-fissipation theorem �00� =

1
2 �!

⌦
|R�(!)|2

↵
,

where R�(!) is the Fourier transform of the end-to-end vector of a sub-chain of size � (inset). The size defined here is the
smallest distance between two monomers. Approximate frequencies at which the plateau in �00� transitions to a ⇠ !�1/2
scaling. Full polymer length N = 200.

We measured the response function of sub-chains of a circular polymer for various sub-chain sizes � (Figure C.1).
After measuring the end-to-end vector R�(t ), we compute the imaginary part of the response function �00� (!) using the
fluctuation-dissipation theorem �00� =

1
2 �!

⌦
|R�(!)|2

↵
. In agreement with [84], we find that sub-chains the size of the

largest possible sub-chain in the system (� = N /2) exhibit the same form as for a linear chain: for! up to the whole-polymer
relaxation frequency !max ⇠ N �2 [84, 90] the response scales as �00� ⇠ ! and as �00� ⇠ !

�1/2 for ! > !max. Interestingly,
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however, sub-chains of circular polymers display a plateau for ! > !max = ! 1
2N

up to the point ! = !� where the plateau

intersects with �001
2N

; an implicit definition for !� is thus �00� (!max) ⇡ �001
2N

(!�). Using the scaling forms for �001
2N

shown
in Figure C.1 in combination with extensivity of the response function at small frequencies ( ��(! < !max) ⇠ �), we find
!� ⇡ ! 1

2N
· (N /�)2. Since ! 1

2N
⇠ N �2, we thus find !� ⇠ ��2. In other words, at the fastest timescale in the plateau

⌧� = !�1� , the sub-chain � itself has relaxed; at the slowest timescale in the plateau ⌧max = !�11
2N

, the largest length-scale in
the whole polymer has relaxed.

If our above scaling analysis, then relaxation of the sub-chain at intermediate frequencies ! 2 h! 1
2N
,!�i must ‘wait’ for

relaxation of all other length-scales in the full polymer.. Thus, there is a link between semi-local dynamical properties and
global geometrical properties. Then, inspecting the dynamics of two DNA loci, their relative genomic distance �/N can
be inferred. This might be leveraged to infer binding sites of proteins on plasmids, based only on looking at the time-trace
of their interparticle vector R�(t ). Instead, if their binding sites are known, the same data could be used to infer plasmid
size N .
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D

Controls on Equilibrium Monte-Carlo Model for

Globular Polymers

D.1 Force-Extension of Naked Polymer

Derivation of Force-Extension Curve
To compute the force-extension curve, we decompose the walk into three parts across the di�erent dimensions: nx, ny, nz .
The entropy is now

S = Sx + Sy + Sz,

where Si = n+i log n
+
i + (ni � n+i ) log(ni � n+i ) with n+i the steps in the positive direction. We use a Lagrange multiplier µ

to constrain the total length:

F = �T S � µ(
’
i
ni � N ) + f (n+z � n�z � L)

=

"’
i
T n+i log n

+
i +T (ni � n+i ) log(ni � n+i ) + µni + �i,z f (2n+i � ni � L)

#
.

In thermodynamic equilibrium, we have to tune µ, f such that this free energy will be minimized with respect to all
response variables n+i , ni . This is seemingly an overdetermined problem, but the x, y equations are actually identical. We
have the constraints:

(i)
’
i
ni = N

(ii)2n+z � nz = L
(iii)@ni F = 0
(iv)@n+i F = 0

Equation (iii) gives us
T log(ni � n+i ) +T + µ � f �i,z = 0.

From that equation we find the chemical potential:

µ = �T �T log(nx � n+x ),
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but since the x, y symmetries are not broken by the force along the z�direction, we have nx � n+x =
1
2
nx , so

µ = �T �T log(nx/2)
= T (log 2 � 1 � log nx ).

Since µ is a global property and does not depend on the x, y, z coordinates, we can actually solve the equation (iii) for also
the z direction, and this gives us:

µ = f �T �T log(nz � n+z ) = f �T (1 + log(nz � n+z )) = T (log 2 � 1 � log nx ).

Remember, µ controls the total amount of particles, so we can utilize this equation by solving it for nx as a function of
nz and using that everywhere:

nx = exp

�
f
T + log(nz � n+z ) + log 2

�
.

Equation (iv) gives us:
T log n+i +T �T log(ni � n+i ) � T + 2 f �i,z = 0.

For ni = nx,y this gives, using n+i =
1
2
ni ,

0 = T log n+i +T �T log(ni � n+i ) � T
= T log(ni/2) � T log(ni/2)
= 0,

trivially. No surprise there, because equation (iv) basically dictates how the force distributes the n+z over the nz . For
ni = nz ,

0 = �T log
nz � n+z

n+z
+ 2 f .

From that equation follows

nz = n+z (1 + exp
2 f
T ).

So the constraint of total particle number is

N = dnx + nz

= d exp

�
f
T + log(nz � n+z ) + log 2

�
+ n+z (1 + exp

2 f
T ),

where nz � n+z = n+z e2 f /T so

N = d exp

�
f
T + log n

+
z +

2 f
T + log 2

�
+ n+z (1 + e2 f /T )

= 2dn+z e f /T + n+z (1 + e2 f /T )

= n+z e f /T (2d + e� f /T + e f /T ).

From this we find

n+z = N e� f /T

2d + e� f /T + e f /T
,
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so

L = 2n+z � nz

= n+z + (n+z � nz )

= n+z � (nz � n+z )

= n+z (1 � e2 f /T )

= N e� f /T

2d + e� f /T + e f /T
(1 � e2 f /T )

= N e� f /T � e f /T

2d + e� f /T + e f /T

= N
�2 sinh( f /T )

2d + 2 cosh( f /T )
.

In sum, we find
L
N = �

sinh( f /T )

d + cosh( f /T )
,

or
|L|
N =

sinh f̃
d + cosh f̃

, (D.1)

where f̃ = | f |/T .

Check of Theory with Simulations
We now compare equation (D.1) with simulation data. We simulated self-avoiding linear polymers of various lengths
(Figure D.1). The self-avoiding and random walks are not in the same universality class, with linear response of random
polymers scaling as f ⇠ hRi /N 1/2 and for self-avoiding polymers as f ⇠ hRi /N 0.588 (section 7.1). At small extensions, we
therefore expect that steric e�ects could violate equation (D.1). For larger extensions, polymer crossings will be much less
frequent, so the agreement with equation (D.1) should gradually improve for larger forces. Indeed, we find that equation
(D.1) holds well under large forces, but breaks down at f ! 0 (Figure D.1).
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Figure D.1: Force-extension curve appears to match with theory. Linear self-avoiding polymers of various lengths were
simulated and compared with the theoretical result (equation (D.1)). The fit is excellent for large forces, at which steric
e�ects no longer play a role. The fit is poor at low forces, which is to be expected since steric e�ects play an important role
there.

D.2 Binding Isotherm of Non-Interacting, Repulsive Particles

To test the validity of sampling of the grand canonical ensemble in our simulations, we simulated random binding events
of particles without any binding patches to a polymer. To make the test as realistic as possible, we turned on both poly-
mer and protein Monte-Carlo moves. Since there is no protein-protein interaction (except for steric interactions), we
can factorize the partition function Z over all binding sites on the polymer. The single-particle partition function is
Z1 =

Õ
�=0,1 exp(�µ�) = 1 + e �µ. The average occupation is therefore h�i =

Õ
� �p(�)/Z = e �µ/(1 + e �µ) = 1/(1 + e��µ),

which is simply the Fermi-Dirac distribution—as it should be, since sterically repelling particles are fermions. Similarly, we
can compute the standard deviation of p(�),

p
var[�]which is

p
�(1 � �)/N (this can easily be seen from again a mean-field

description, which is exact since Z factorizes).
The theoretical prediction for the mean and standard deviation of the particle occupation matches perfectly with the

data (Figure D.2).
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Figure D.2: The binding probability of sterically interacting particles matches with theory. Shown is the fractional
occupation on a polymer for various chemical potentials in a grand canonical simulation. Polymer size N = 500. Gray
lines: four times the theoretical standard deviation agree perfectly with the measured value (error bars).

D.3 Binding Isotherm of Particles with Spreading Interactions

Now that we have established that sterically repelling particles have the expected binding probability across di�erent chem-
ical potentials, we also verify that spreading bonds have the appropriate e�ect on the binding probability. To compute
the theoretical binding curve, we utilize the fact that the one-dimensional spreading bonds can be formally mapped to
the one-dimensional Ising model, which has an exact solution. The free energy for the one-dimensional Ising model is
� f ⇡ � log �+, where �+ = eK cosh B +

p
(eK sinh B)2 + (e�K )2, where K = 1

4 J , B =
1
2 J +

1
2 µ with �i a spin-like variable.

The magnetization m = h�ii is found by using m = �@B f and then plugging this value for m into � = 1
2 (�i + 1).

We tested agreement with the one-dimensional Ising model in two ways: (i) by setting the bridging bonds to ‘phantom
bonds’ with JB = 0 and (ii) by setting the number of bond patches to zero. For (i), the presence of these phantom bonds
should only contributes a constant addition to the free energy, equal to the entropy contained in the number of possible
bond path rotations. Indeed, we find that the phantom bridging bonds and absence of bonds have an identical binding curve
(Figure D.3, gray vs. black markers). Moreover, we find excellent agreement between the data for � and the analytical result
from the one-dimensional Ising model (Figure D.3).
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without bridging bonds
phantom bridging bonds (          )
analytical solution, only spreading
analytical solution, no spreading

Figure D.3: The binding probability of spreading particles matches with theory. Shown is the fractional occupation
of particles that can have spreading interactions ( JS = �1) and either qB = 4 phantom bridging bonds with zero binding
energy JB = 0 (gray) or no bridging bonds at all (black). Both datasets match extremely well with the theory from the
one-dimensional Ising model (black curve).

D.4 Binding Isotherm of Particles with Bridging Interactions

To test the validity of bridging interactiions, immobilized polymers were prepared in the form of a ’harmonica’, forming
a square plane. We assume that µ � kBT , so that there is at most one particle not bound to the polymer. Thus, we ignore
collective e�ects, greatly simplifying the problem. The partition function of this system is Z =

Õ
� exp(��H ), � = 0, 1

and H = � · (��µ + �z J ) (z : coordination number) so that Z = 1 + exp(�µ � �z J ) with binding probability p(�) =
exp(�µ � �z J )�/Z . Thus, the first two moments are found to be

h�i =
1

1 + exp(��µ + �z J ) (D.2)

and h�2i =
Õ
� �

2p(�) =
Õ
� �p(�) = h�i. The result h�2i = h�i is a hallmark of Poisson distributed random variables.

The single-site standard deviation is then

�� = h�
2
i � h�i2 = h�i (1 � h�i).

The single-site statistics will be noisy, because we assumed that at most one hole is present across the whole polymer. We
therefore collect statistics on the hole probability averaged over the whole polymer. However, the standard deviation in
the average hole probability over a sheath of size N follows a di�erent distribution. In particular, if the individual sites
are i.i.d. random variables (a good approximation in the limit of dilute holes 1 � h�i ! 0), then the central-limit-theorem
dictactes that the expected standard deviation is reduced by a factor 1/

p
N . Indeed, we find that this mean-field estimate

of the standard deviation closely matches the experimentally observed data (Figure D.4).
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Figure D.4: Bridging bonds display the correct statistics, as inferred from the hole probability for varying bridging
strength. Shown are data from the whole-polymer hole probability � for various bridging bond strengths J3 on an im-
mobilized polymer. Black: analytical estimate of h�i from the partition function (equation (D.2)); dashed lines, analytical
estimate of �� . Datapoints are slightly shifted horizontally for visual clarity.

D.5 Internal Scaling of Globular Polymer

We now test the ability of our simulation to capture the internal scaling of a self-avoiding globular polymer. Most Monte-
Carlo moves will be rejected in such a dense, globular phase, so the previous controls we have performed do not guarantee
the validity of scaling in the globular phase.

We generated polymers with a protein coverage of c = 0.5 and varying system size N and full valency (q1 = 2, q3 = 4)
with interaction parameters below the phase boundary ( J1 = J3 = �2). We then extracted all protein clusters from the
data by first constructing a graph of the protein bonds, and then partitioning these into subgraphs (a subgraph is called a
“cluster”). We then analyzed the relation between the distance � between two nodes i, j in all subgraphs � = |i � j | and the
mean Euclidean distance between these two proteins Ri j . The should have an initial slope of ⇠ �1/2 [74], which it does,
and should saturate at the largest possible distance for a Euclidean object R⇤ ⇠ N 1/3. The saturation at � = �⇤ should kick
in once the sub-chain of size � has typically traversed a distance R⇤, which is according to our scaling at R⇤ ⇡ �(�⇤)1/2 or
�⇤ ⇠ (R⇤)2. We indeed observe these scalings (Figure D.5).
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Figure D.5: Internal scaling of globular polymers follows the expected dependency on system-size and sub-chain size.
Shown are end-to-end distances of various sub-chains (size �) inside a globular polymer for various total system-sizes N .
Data collapse (inset) using R⇤ ⇠ N 1/3,�⇤ ⇠ (R⇤)2.
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