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ABSTRACT

Machine recognition of off–line handwriting can be achieved by either recognising words

as individual symbols (word level recognition) or by segmenting a word into parts, usually

letters, and classifying those parts (letter level recognition). Whichever method is used, cur-

rent handwriting recognition systems cannot overcome the inherent ambiguity in writing

without recourse to contextual information.

This thesis presents a set of experiments that use Hidden Markov Models of language to

resolve ambiguity in the classification process. It goes on to describe an algorithm designed

to recognise a document written by a single–author and to improve recognition by adapting

to the writing style and learning new words. Learning and adaptation is achieved by

reading the document over several iterations. The algorithm is designed to incorporate

contextual processing, adaptation to modify the shape of known words and learning of new

words within a constrained dictionary.

Adaptation occurs when a word that has previously been trained in the classifier is recog-

nised at either the word or letter level and the word image is used to modify the classifier.

Learning occurs when a new word that has not been in the training set is recognised at the

letter level and is subsequently added to the classifier.

Words and letters are recognised using a nearest neighbour classifier and used features

based on the two–dimensional Fourier transform. By incorporating a measure of confid-

ence based on the distribution of training points around an exemplar, adaptation and learn-

ing is constrained to only occur when a word is confidently classified.

The algorithm was implemented and tested with a dictionary of 1000 words. Results show

that adaptation of the letter classifier improved recognition on average by 3.9% with only

1.6% at the whole word level. Two experiments were carried out to evaluate the learning in

the system. It was found that learning accounted for little improvement in the classification

results and also that learning new words was prone to misclassifications being propagated.
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GLOSSARY

Candidate Set :
The group of possible words or letters for an image. This is generated and reduced through
a combination of classifiers and contextual information.

On–line recognition :
Recognition of handwriting achieved by interpreting the dynamic strokes of the writer’s
pen. Three dimensions of information are recorded for each sample, i.e. the X and Y
position of the pen and whether the pen is ‘up’ or ‘down’.

Off–line recognition :
Recognition of handwriting achieved by interpreting a two–dimensional image of hand-
writing.

PDA :
Personal Digital Assistant. A hand–held computer containing personal information and
administrative software. Communication is through either a small keyboard or a digital
pen and tablet.

Semantic Context :
Where the ‘meaning’ of a neighbouring word reduces the number of candidates for the
current word. In handwriting recognition systems this can be implemented by calculating
the probability distribution of co–occurrences of words. The conditional probability of a
word given that words close by can then be used to accept or reject a candidate. Such
semantic information can also be derived from dictionary entries.

Syntactic Context :
The use of surrounding word–class tags to reduce the number of possible word candidates.
Commonly implemented for handwriting recognition systems by modelling the probabil-
ity distribution of tag bigrams and trigrams and subsequently finding the most probable
sequence of tags.



Chapter 1

INTRODUCTION

Machine reading of handwriting is the automatic conversion of handwritten words and

symbols into a representation that can be manipulated by machine. In many applications

this frequently means converting handwriting into its equivalent ASCII form. In order to

achieve this, the handwriting must be entered into the machine; then the relevant inform-

ation (usually the words or letters) must be located and interpreted.

This process seems trivial for trained humans for whom the written and printed word is

still one of the most widely used forms of communication. Consider a traditional form of

human transcription of handwritten documents; the process of typing a written document

into a word–processor. The human typist reads the handwritten sheet of paper and then

enters the information via a keyboard. In this case, no prior knowledge of the document

may be needed to carry out the task of transcription, however a knowledge of the language

and spelling of words in that language could improve the performance (in terms of both

accuracy and speed). The machine reading of handwriting studied in this thesis (and in

current systems) does not compare with human transcription, however we look at how it

can be improved by using knowledge other than the written words.

Handwriting recognition can be seen as an alternative to speech processing, indeed hand-

writing recognition systems exploit many techniques also used in speech processing. There

are areas, however, where speech recognition is not the most natural (or appropriate)

method of entering information to a machine. For example, Cohen (1992) describes a situ-

ation where a doctor may not want to dictate patient notes to a computer in front of the

patient, in this case writing the notes would be more appropriate. There are also many ap-
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plications where speech processing cannot be used, for example the application of hand-

writing recognition could be applied to many forms–processing tasks. Research into ap-

plications such as postal address and cheque recognition have attracted much commercial

interest; for example, the Centre of Excellence in Document Analysis and Recognition (CE-

DAR) has attracted large amounts of funding from the U.S. Postal Service (CEDAR 1994).

Machine reading of handwriting is just one area within the larger area of handwriting re-

cognition and analysis. This covers all areas where computers are used to recognise, inter-

pret and analyse handwritten text. Figure 1.1 shows the different domains of handwritten

document processing, from Leedham (1994).

Both the areas of recognition and analysis can be split into on–line and off–line recognition,

on–line recognition being the recognition of strokes and pen movements recorded by an

electronic tablet, while off–line recognition takes an image of the written documents and

attempts to interpret the static images of writing.

The application domains for these two processing techniques overlap, however the choice

between on–line and off–line recognition comes from the application requirements. Ap-

plications where immediate recognition or verification is necessary use on-line recognition

techniques, for example, signature verification or portable personal organisers. Off-line

techniques are applied to domains where the writer of a document may not be available

when the document is being processed or where large sets of documents are being pro-

cessed, for example, insurance forms–processing or cheque recognition. In these cases, the

documents are scanned to generate an image of the writing and then the writing is recog-

nised. However, the difference between on–line and off–line handwriting recognition is

already well documented and the reader is directed to Tappert, Suen & Wakahara (1990)

for a review the two areas.

In relation to Figure 1.1, the work reported in this thesis comes under the branch of hand-

printed and cursive script recognition. The data-capture method was to scan images of

writing, so the work reported is for off-line recognition.
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Figure 1.1: Different categories of handwritten document processing, from Leedham

(1994).

1.1 Word and letter level recognition

Several different methods have been suggested for recognising handwritten words; these

can be divided into whole word approaches and sub–word approaches. Sub–word recog-

nition commonly involves splitting a word into letters, recognising the letters and then re-

combining the letter results, for example, Bozinovic & Srihari (1989). The power of such

systems is their ability to recognise words that have not been seen in any predefined dic-

tionary. However the difficulty arises when cursive words have to be segmented into in-

dividual letters since finding the start and end of letters in a handwritten word is difficult.

This problem is made worse when the writing quality is poor and letters illegible. Lecolinet

& Crettez (1991) divides letter segmentation into explicit and implicit segmentation, where

explicit segmentation is done before any recognition and implicit segmentation is carried

out during the recognition stage.

Alternatively words can be recognised as whole symbols avoiding the problem of segment-

ation. By ignoring the segmentation stage, the problems of badly written characters and

merged or overlapping characters can also be avoided. However, reading words as whole

symbols means that the system is constrained to a dictionary of valid words. This constraint
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Figure 1.2: Similar words ”clog” and ”dog”

meant that for many years whole word recognition methods were not practical, given disk

and memory constraints on computers. Since these constraints have been relaxed over re-

cent years there has been more interest in whole word recognition approaches (for example,

Farag (1979) had only a small dictionary of valid words, compared with recent systems such

as Bramall & Higgins (1993) with a dictionary of many thousands of words).

1.2 Context in handwriting recognition

In the Concise Oxford English Dictionary (1990) ‘context’ is defined as

the parts of something written or spoken that immediately precede and follow a

word or passage and clarify its meaning.

This is similar to how context is used in handwriting recognition. Many handwritten words

are visually similar and distinguishing between them from the visual cues can be difficult.

Figure 1.2 shows the commonly used example of the words ‘dog’ and ‘clog’. These words

are visually similar while semantically they are quite different. It is because of such visual

ambiguity that context is used in handwriting recognition. Indeed, without context, human

recognition of cursive script has been cited as being about 72% (Edelman, Ullman & Flash

1990).

There are many sources of context used in human recognition. However, for the inform-

ation to be useful in an computer algorithm, it has to be in a form that can be processed

efficiently. This has restricted many of the models to simple statistical techniques avoiding
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computationally expensive search techniques used in other forms of knowledge represent-

ation.

The visual ambiguity in handwriting (for example, Figure 1.2) is one reason for classifiers

generating candidate sets. In handwriting recognition the candidate set could be either a list

of possible letters or a list of possible words, depending upon the classifier. Each item in

the lists could be associated with a ranking which gives a similarity ordering between the

word image and the classifier.

Given a classifier that produces a candidate set, the most simple form of contextual con-

straint that can be applied is a dictionary look–up. In this case, the candidate words are

compared to a lexicon (dictionary) for the problem domain. Words that exist in the diction-

ary are accepted and words that are not are rejected. This only works for classifiers that

read words from their individual letters since a whole word classifier would always return

words that were in the domain lexicon�.

A more complicated form of context can be syntactic or semantic information which has

been collated from other sources (such as tagged corpora of language and annotated dic-

tionaries). Such methods of context use surrounding words to restrict the choice of the cur-

rent word, either by reducing the candidate set, or by re–ordering the set of candidates.

These forms of context commonly use a statistical model where a probability distribution

of words is used to model the expected distribution of words.

The contextual information is processed by choosing the most probable sequence of words

from the sequence of candidate sets. By finding the sequence of words that best fits the

statistical model, we say that the classifier “understands” the passage. Figure 1.3 shows

the sequence of contextual processing used at Nottingham Trent University, UK for their

handwriting classifier (Wells, Evett, Whitby & Whitrow 1992). This sequence of processing

represents the general hierarchy of language based context, where syntactic information

is derived from word information and semantic information is derived from word and
�Unless, of course, it had been trained on words that would not occur within the application domain.

However, this seems inappropriate and is not considered further.
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syntactic information. A similar sequence of processing stages has also been proposed by

Cohen (1992) for interpretation of constrained forms.

1.3 Adaptation in handwriting recognition

Adaptation for handwriting recognition happens when the classifier adapts towards the

style used by the writer in order to increase the recognition rates. This has been studied for

on-line recognition, in particular by Tappert (1984) and Schomaker, Abbink & Selen (1994).

The adaptation described in this thesis is to compensate for variation in the writing of a

single person. For example, the time of day can affect the way someone writes a signature

and hence affects the performance of a signature verification system (Fairhurst 1994).

Changing styles of writing for an individual writer are a problem because classification of

the written words becomes difficult when the words are written differently. Traditionally,

off–line classifiers are trained and then used with no subsequent re-training. This means

that the training session must be varied enough to capture all the subtle differences in the

possible writing styles, or conversely, the classifier must be able to generalise the training

patterns so that changes in the writing style do not affect the classification process.

Schomaker et al. (1994) noted that a word can be written in many different ways and

that each time a word is presented to a classifier there would always be something that

is visually different. From this starting point, the classifier can be adapted to the style of

writing.

Adaptation can be performed within an on–line environment since the medium is interact-

ive and the writer can be asked to confirm any changes to the shape of words before the

classifier commits the changes. In off–line recognition, it is difficult to implement this form

of supervised learning.
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Figure 1.3: Sequence of contextual information for handwriting recognition, from Wells

(1992)
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1.4 Research Problem

The previous sections have introduced the recognition, use of context and adaptation in

handwriting recognition. This thesis considers the problems of off–line handwriting recog-

nition and the use of context and adaptation in order to improve and extend the recognition

performance.

The Directed Reading algorithm (DR) is presented and used to control traditional uses of

contextual information along with learning and adaptation. This is done while iterating

over the document attempting to recognise the writing and adapt the classifier. The al-

gorithm uses both global and analytical methods for reading words; words recognised as

whole words are used to modify the letter classifier and words recognised at the letter level

modify and extend the whole word classifier.

In order to implement the DR algorithm, a holistic word classifier was developed that used

low harmonic Fourier features. This extends the printed text classifier proposed by O’Hair

& Kabrinsky (1991) for single–author handwriting recognition.

The original contribution of this work can be summarised as :

� The Directed Reading algorithm, an algorithm that combines word and letter classifi-

ers and controls unsupervised adaptation of off-line handwriting recognition, and

� A 2D Fourier transform classifier for whole word handwriting recognition.

1.5 Thesis Structure

The thesis is divided into eight chapters, including the introduction. Chapter 2 presents a

review of off–line handwritten word recognition and Chapter 3 reviews the use of context

in handwriting recognition.

Chapter 4 presents a set of experiments evaluating the use of Hidden Markov Models of

syntax for resolving ambiguities resulting from the classification process.
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Chapter 5 introduces the Directed Reading algorithm. The algorithm controls the process

of reading and adaptation while iterating over a document.

In Chapter 6, the method of classification is presented. O’Hair and Kabrinsky’s Fourier

classifier (O’Hair & Kabrinsky 1991) was used because of it’s holistic representation of the

word shape. The classifier had been previously used on printed text with good results. The

work presented in this chapter tests the classifier on 1000 single–author handprinted words.

Chapter 7 describes the experiments carried out to evaluate the Directed Reading algorithm

in terms of it’s ability to learn new words and to adapt the shape of known words.

Chapter 8 summarises the work done, draws conclusions, and suggests future research

directions following the work reported in this thesis.

9



Chapter 2

OFF-LINE HANDWRITTEN WORD RECOGNITION

Recognition of handwriting can be traced back to the 1950’s (Harmon 1972). Over the

past forty years, however, much of the research effort has been on the recognition of isol-

ated handprinted characters. Exceptions to this include Harmon (1962), Ehrich & Koehler

(1975), Farag (1979) and Srihari & Bozinovic (1987). Handwritten word recognition falls

into two categories, global recognition, where global features are extracted from the word

image without segmenting the word; and analytical recognition, where a word is segmen-

ted into sub–words (usually letters) which are then classified and recombined to find the

original word.

Recently many researchers have used Hidden Markov Models to recognise written words

and as the number of workers in the area has increased, it has led to a more thorough

evaluation of the problem of word recognition. Lorette (1993) considers the complexities of

handwriting recognition, from the type of system needed to the variability of the writing

itself. He notes that there are two kinds of information in the written word, the significans

characterising the writer and the significant indicating the meaning (or the identity of the

word). Off–line recognition is mainly concerned with recognising the significant, or the

identity of the word�; however, in on–line recognition there is work in using the style of

the writing (the significans) to help the recognition process — this is also proposed in this

thesis for off–line recognition.

Lorette then describes three factors that affect the complexity of a handwriting recognition

system : the number of writers, type of writing, and the size of vocabulary. Figure 2.1
�an exception to this is Cohen (1994) where identity is secondary to interpretation.
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Figure 2.1: Complexity in off-line handwriting recognition. From Lorette (1993).

is taken from Lorette (1993) showing the complexity of different handwriting classifiers.

Note that the type of writing is reflected in the diagram as alteration insensitivity. When

the writing type is highly constrained, for example written in boxes, the writing style for

a single writer does not alter dramatically compared to cursive writing where the same

writer may write a word in a different style in different situations. Lorette notes that

along with external constraints such as guiding boxes and lines, writing can also change

because of alteration of physical writing conditions such as using a different pen, and writer–

specific variations due either to mental state (for example the time of day) or if the writing is

spontaneous, fast or slow.

Lorette shows (see Figure 2.2) that the reading process is one of encoding a message onto

paper and then decoding that written message in order to read the original message. This

model of writing and reading is similar to that used by Kopek & Chou (1994) where doc-

uments are recognised using Shannons communication theory (Shannon & Weaver 1964).

In this case, the document is treated as a noisy communication channel and the aim of the

reader (decoder) is to reconstruct the original message by compensating for the noise in-

troduced during the printing and scanning phases). This model is shown in Figure 2.3 and

can be seen to be similar to that of Lorette.

This chapter looks at the recognition of handwriting at both the whole word (global) level

and the sub–word (analytical) level, and includes a review of Hidden Markov Model meth-
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12



ods.

2.1 Analytical methods of recognition

Analytical recognition of words involves recognising a word in terms of its component

parts. Lecolinet & Crettez (1991) note that there are two types of segmentation for analytical

recognition :

� Explicit segmentation : where segmentation is carried out prior to recognition. For

example, Srihari & Bozinovic (1987)

� Implicit segmentation : where recognition and segmentation processes take place in

parallel. For example, Tappert (1982) and Fukushima (1993)

Explicit segmentation of words proves difficult since in cursive handwriting the joining

of adjacent letters frequently leads to incomplete letter formations and ambiguous letter

start and end points. A segmentation algorithm has to make a decision where to segment

the letters which is difficult without prior knowledge of the word identity. One solution

to this is to select many candidate segmentation points and delay a decision of the best

combination of the segmentation points until after feature extraction (Srihari & Bozinovic

1987) . Implicit segmentation aims to solve this problem by carrying out the segmentation

and recognition at the same time. For example, Tappert (1982) tests every combination of

possible letter template against the word shape (in this case, an on–line written word). One

problem with such methods is the ambiguity caused by letter pairs such as ‘cl’ being similar

in shape to ‘d’ (as in Figure 1.2).

Another approach to analytical recognition is to avoid segmenting the word shape into let-

ters and instead segment and classify ‘graphemes’; defined as those parts of a word shape

that ‘look like a letter’ and ‘do not look like a ligature’(Lecolinet & Crettez 1991). Cheriet

(1993) describes a system that locates key letters in a word and classify by these ‘parts’. Both

these methods correspond to the approach of Simon & Baret (1989) of finding regular and
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singular features in a word image. Once the regular features have been located (such as the

word axis – usually containing ligatures), they can be removed and the remaining singular

features can be extracted and classified.

(Lecolinet & Crettez 1991) detect graphemes using two competing processes which locate

ligatures and characters after which the word can be segmented into regions most likely

to contain characters. Recognition of key letters (Cheriet 1993) works in a similar way;

key letters (the singular features) are extracted from a word image through detection and

removal of the ligatures (the regular features). Classification of the remaining characters is

supplemented with whole word features such as detection of ascenders and descenders.

The remainder of this section looks at three analytical recognition systems in more detail:

Bozinovic and Srihari’s system was one of the first major off–line handwriting recognition

systems; Fukushima uses the ‘selective attention model’ for segmenting and recognising

cursive words using implicit segmentation; finally, Srihari’s system for recognising U.S.

postal addresses compares a Hidden Markov Model and a hypothesise and test approach

to recognising words.
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Bozinovic and Srihari (1987, 1989)

The off–line handwriting system described by Srihari & Bozinovic (1987) was one of the

first full off–line recognition systems (this was also reported in Bozinovic & Srihari (1989)).

A schematic view of the system is shown in Figure 2.4. The preclassification stage is shown

above the recognition stage.

Preclassification involved a preliminary smoothing and slant correction process generating

a preprocessed image (I–level). This preprocessed image was then passed into three mod-

ules : reference line finding, for detection of ascender, word body and descender regions

of the image; presegmentation which made many loose segmentation decisions, finding pre-

segmentation points (PSP’s); contour tracing took a chain code (Freeman 1961) of the word

and stored it in a topology tree.

These three modules then passed the results onto the event detection section. An event was

a feature which was detected using the chain codes, word regions and segmentation points.
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Features included those based on strokes, loops, dots and cusps in the word image. This

‘E-level’ representation was then passed to the next phase to be classified.

Classification was achieved by a process of letter hypothesis followed by word hypothesis.

Letter hypotheses were converted into a word classification through the application of a

stack search algorithm. The algorithm builds word hypotheses by appending possible

word prefixes from left to right and accepting full words that appear in the lexicon. If the

search results in no candidates being found, the word is rejected as unclassified.

In testing, the classifier was shown to recognise 77% of words correctly (most probable

candidate) when trained with 66 word images and tested with 64 word images. In this case,

the lexicon from which candidate words could be taken was 710 words. The classifier was

further tested taking the top two candidates and results increased to 81%.

An adaptive loop was also implemented where words that had been correctly classified

were then used to adapt the parameters of the system. When a word is classified, the events

that generated that classification were also known. Adaptation was implemented follow-

ing classification by adjusting the relationship (i.e. the conditional probability) between the

features and possible letters.

The adaptation was tested by first classifying the 64 words, adapting the classifier and then

re–classifying the 64 words. In this case, the results improved to 78% correct. This showed

that a marginal increase in performance could be achieved through the adaptation of the

classification parameters. However, the word images presented in (Bozinovic & Srihari

1989) are neatly written with all characters clearly visible. The segmentation routine would

most likely fail if presented with poorly written words. However the principle of flexible

segmentation reappears in work such as (Lecolinet & Crettez 1991) and (Chen, Kundu &

Zhou 1992) where very loose definitions of segmentation are used. Similarly, relating the

probability of word parts and possible letter candidates has recently been mirrored in the

use of Hidden Markov Models to recognise word shapes.

Fukushima (1993)

16



The classifier described by Fukushima (1993) is based on the ‘selective attention model’

(Fukushima 1987). The selective attention model is a multilayer neural network which has

the ability to segment and classify at the same time.

The network is a hierarchical multilayered network with forward and backward connec-

tions between each layer. Forward connections are used for pattern recognition while the

backward connections are used for the selective attention and segmentation. If the network

is considered with just forward connectors, it is similar to the Neocognitron (Fukushima

1988) where each level of the network takes its input from the lower level and recognises

more global features, by looking at the pattern at higher levels of abstraction. Classification

is achieved in the final level where the cell with the highest activation represents the class

of the input stimulus.

The backward paths from the recognition layer to the input stimulus are controlled by gate

signals. These implement the associative recall in the network. When a pattern is presented

to the network, the cell with the highest activation in the recognition layer controls the

backward paths such that only the stimulus that caused this classification are active at the

input of the network. By isolating the stimulus for each classification, a segmented word

can be recognised by classifying and then segmenting all the characters in a left to right

fashion.

However, the problem of ambiguous characters in the image (such as the ‘dog’, ‘clog’

example) is not discussed in this work. Also the images of cursive script presented in

(Fukushima 1993) are extremely neat with clear characters and ligatures leading to easily

segmented words. Performance figures and lexicon sizes are not reported; instead sixteen

correctly classified word images are presented. The method of classification and segmenta-

tion applied by Fukushima means that badly written words would not be recognised since

letters and ligatures would be less discernible.

Srihari (1993)

There has been much work on postal address recognition, some other approaches are

described in (Downton, Tregidgo & Kabir 1991, Miletzki, Uebel & Schulte-Hinsken 1994);
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unlike these systems, Srihari, Govindaraju & Shekhawat (1993) uses a broad definition of a

‘word’ and also achieves good results on multi–author recognition of North American state

names.

Srihari, Govindaraju & Shekhawat (1993) describes a system for reading handwritten U.S

postal addresses, the aim of the recognition process being to determine the delivery location

of a mail piece. The delivery location is the ZIP code plus four characters which together

represent the state, city, post office, block face and PO box.

Recognition of the addresses follows a sequence of preprocessing, to remove underlining

and split into lines and word separation. At this point words are defined to be any of the

following : text, city, state-abbreviation, digit–string, digits–dash, ZIP+4 code, barcode,

PO box and noise. Each word is classified into one of the above types through a first

classification procedure to determine the type of each word and then uses syntax rules for

address blocks to determine the exact type of each word.

Once each word image has been tagged with the word type, a recognition attempt can

be made. Digit strings are classified by segmenting the word image into regions and

recognising the regions (using knowledge of the number of characters expected in the

block).

Two methods of word recognition are used for the street names. Firstly a method of hypo-

thesis generation and testing is used where a continuous reduction of the lexicon is made at

different stages in the algorithm. Segmentation is done by generating a series of segment-

ations for that word. Candidate letters are then generated which are then recombined and

passed onto a dictionary checking process where valid words are chosen and ranked.

The second method of classification was to divide the word image into segments and to re-

cognise those segments using a Hidden Markov Model based on that of Chen et al. (1992).

These were then tested on random images extracted from the US postal stream and when

the two classification methods were compared, hypothesis generation and testing outper-

formed the HMM method (hypothesis generation achieving 78.5% and HMM generating

68.0% for a 1000 word dictionary). However when combined, the classification result in-
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creased to 84.4%.

This system shows that recognition of multi–author words can be improved with the ap-

plication of different classifiers. However, the combination strategy between the classifiers

was not discussed.

2.2 Global methods of recognition

Global recognition of writing avoids the problems of segmentation by looking at the whole

word shape. Whole word recognition was first proposed by Harmon (1962) where single

words were written on an electronic tablet between two guiding lines. Features based on

crosses of the centre line, dots, ascenders and descenders were extracted and then looked up

in a ‘truth table’. Harmon reported 96.9% correct recognition of the words ‘zero’ through

to ‘nine’. However, it was recognised that whole word recognition was difficult with the

restrictions of memory at the time.

Farag (1979) reported an on–line whole word recognition system which used a Markov

model to calculate the probability of a sequence of strokes being a particular word without

segmenting that word into letters. As with Harmon’s system, the vocabulary was limited

to 10 words. With this small lexicon a first order model generated 98% correct results while

a second order model produced 100% results. Brown (1981) recognised words as whole

words, showing that the preprocessing of the word image increased the recognition rate

by as much as 10%. Again, features used in this system were stroke based.

It was not until Hull (1988) proposed his computational theory of text recognition that

whole word recognition was considered feasible. His model used gross word features to

generate hypotheses which were then tested by looking again at the word image. This has

been used in the area of postal address recognition (for example, (Ho, Hull & Srihari 1990).

Simon’s singular and regular features of writing (Simon & Baret 1990) can be used to

recognise words at the word level. The applications described in the previous section used

characters as the singular features, while Simon’s work extracts features from the whole
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word and uses these to classify the word.

In this section, three approaches to whole word handwriting recognition are presented.

Firstly, Hull’s theory of handwriting recognition is described, then Lecolinet’s model of

top–down and bottom–up recognition is presented which is, in part, similar to Hull’s

model of reading. Finally, Senior’s whole word recognition is presented which builds on a

recurrent neural network originally designed for speech recognition.

Hull’s computational theory of reading text

Hull developed a theory of word recognition based on a review of psychological models

of reading (Hull 1988). The predictive part of his model was developed from two sets of

psychological work, that of Hochberg (1970) and Rayner (Rayner 1978, Rayner, Carlson &

Frazier 1983). Hochberg’s model was a top-down model of reading. In such models, the

reader is constantly making hypotheses about words which are to appear. These have since

been questioned by some studying the psychology of reading (Stanovich 1980) because the

amount of processing needed in order to constrain a future word choice is not confirmed

when tested experimentally. However, some form of preprocessing is demonstrated by

Rayner’s study of eye–movements which suggests that the words to the right of fixation

provide information which is subsequently used to help recognition of the word. In this

case, rather than building word hypotheses before fixating a word, a strategy for feature

extraction is being made.

Hull’s theory of recognition consisted of three parts :

� Computation of a gross visual description. Used to build hypotheses about the word

and to direct further analysis of the word image.

� High–level knowledge processing. Where higher level information would have an

influence on the reading process.

� Goal–directed feature testing. Here the word image is again processed based on the

information derived in the first two processes.
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Figure 2.5: Hull’s outline algorithm framework, from Hull (1988)

The theory was implemented as three stages : Hypotheses generation, hypotheses testing and

global contextual analysis. The framework is shown in Figure 2.5.

Hypothesis generation created a set of candidate words — or a neighbourhood — which

were then used to guide further classification. However, the experiments reported by Hull

(1988) were on synthesised features of words from the Brown corpus. Later work (Ho et

al. 1990) tested the theory on images of text, however only recently (Cohen 1994) has the

theory been applied to handwritten words. Cohen’s implementation is based on a model

of context and is reviewed in the next chapter.
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Backward matching for word recognition

(Lecolinet 1993 a) describes top–down and bottom–up approaches to cursive script recog-

nition, these are � :

� Bottom–up strategies — these take a word image and classify through applying suc-

cessive levels of abstraction. This is commonly achieved through analytical recogni-

tion (as discussed in the previous section).

� Top–down strategies — where words are recognised from holistic analysis of the word

shape. However Lecolinet notes that many top–down approaches use a bottom–up

process for feature extraction.

He then describes a system (Lecolinet 1993 b) that uses a ‘backward matching’ process

which takes the top–down and bottom–up methods and makes them compete for inform-

ation in the word image �.

Lecolinet notes that different letters in words make a different contribution when recog-

nising the word. Lexical significance describes the fact that lower frequency letters in a

vocabulary are more informative and visual significance where, for example, letters with as-

cenders and descenders are easier to recognise than those without (particularly in words

written quickly). He then notes that in French none of the 6 most frequent letters have a

descender or an ascender while 11 of the 14 less frequent letters have. Knowledge of the

most informative characters is used to order the letter hypotheses tested in a word image.

Bottom–up recognition is used to detect robust features in the word. Top–down recognition

takes a small set of word candidates and tests these words against the word image. Word

hypotheses are constructed of the letters contained in that word, however they are tested

in the order of ‘visual importance’ rather than left–to–right. Letter recognition is carried

out by testing for visual features of a letter being close to each other, these are again tested

in order of their visual significance. To control the testing of hypotheses, a tree is made up

�These terms correspond to the analytical and global recognition techniques described earlier.
�This is similar to his grapheme system where classifiers compete for ligatures and graphemes.
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Figure 2.6: Top–down and Bottom–up processes, from Lecolinet (1993)

with levels for words, letters and features with the most important features to the left of

the tree. A depth–first search of the tree seeks consistent combinations of word, letter and

feature evidence. The interaction between top–down and bottom–up levels can be seen in

Figure 2.6.

Lecolinet & Likforman-Sulem (1994) reports results for this system tested with lexicons

between 20 and 70 words. For a lexicon of 20 words, recognition rates were 84% correct

(95% in top 5 candidates) and for 70 words results were 65% correct (88% in top 5).

While the goal of Lecolinet’s work is general document recognition and postal address

recognition, the number of writers in the test set is not presented with the results. However,

any system that is to recognise postal addresses must be able to cope with a wide variety of

writers. It is interesting to note the size of the test lexicons which are considerably smaller

than would occur in the intended applications. For example, the U.K. postal address file

(used for gathering context for address recognition (Downton et al. 1991)) contains well

over 100,000 different words in 1,500,000 addresses.

Word recognition using recurrent networks

Senior & Fallside (1993 a) describes a system for reading whole words using a recurrent

neural network which can learn patterns through time. Previously, this network architec-
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Figure 2.7: Senior’s word recognition system, from Senior (1993b)

ture had been applied to speech recognition where the network could capture and recognise

the changing articulation of words over time.

The initial system consisted of a sequence of preprocessing techniques followed by recog-

nition using a recurrent network and Hidden Markov Model (HMM). Later improvements

to the design included a feature spotting module to augment the left-to-right features used

in the original system (Senior & Fallside 1993 b). A schematic of the modified system is

shown in Figure 2.7.

Words are initially preprocessed by first correcting the slope (normalising the word image

so it lies horizontally) and correcting the slant. The word image is then smoothed to remove

the noise introduced in the previous processing and to prepare the word for skeletonisation.

Stroke based features can then be extracted from the normalised image. The word image

is split into many small rectangles and strokes in these areas are detected. A word is then

represented as a sequence of vertical slices with localised stroke information stored from

the top of the slice to the bottom.

The recurrent network used to classify words is a single layer of perceptrons where some

of the output nodes are connected to the input layer via a single time delay. With this

architecture, recognition of input nodes at time t affects the recognition of input nodes
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at time, t � �. The output nodes of the network represent characters and so for every

word slice presented to the network, the most likely character for that input (given the

preceding slices) is output. For example, classifying the letter ‘w’ could result in the output

‘iiuuunnwww’ from the network (if it had been segmented into 10 slices). A Hidden

Markov Model is then used to decode the output of the network into valid words. There

is one network for each word that can be recognised by the system and recognition is

performed by finding the model that most closely describes the output of the recurrent

network.

Senior & Fallside (1993 b) describes a further feature spotting technique based on deform-

able splines. These larger stroke–based features are extracted from the word image and

presented to the network along with the word slices. This further information is reported

to increase single author recognition by 10% to 78.7% on a dictionary of 825 words.

2.3 Hidden Markov Models

Recently there has been a growing interest in using Hidden Markov Models (HMM’s) for

handwriting recognition. These have been used extensively for speech recognition where

segmentation of an utterance into words (and phonemes) is difficult. This is analogous to

the problem of segmenting cursive script where segmentation points are difficult to locate.

Senior’s whole word recognition system presented earlier is one of many recent uses of

HMM’s in handwriting recognition. HMM’s are used to model stochastic processes where

the probability of observing an event depends upon the observations immediately preced-

ing it (Rabiner 1989). Markov models can be used for recognition by having a separate

model for each class. The probability of an observation sequence can then be calculated for

each model. For handwriting recognition, the observation sequence is a set of left–to–right

features extracted from the word image.

In the above case there is usually one HMM for each word in the dictionary. However, Chen

& Kundu (1993) describes a system where there is only one model and the path through the
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model indicates the class of word.

This section looks at three HMM handwritten word recognition systems. Kundu, He &

Bahl (1989) was one of the first HMM handwriting recognition systems. Caesar, Gloger,

Kaltenmeier & Mandler (1993) and Kaltenmeier, Caesar, Gloger & Mandler (1993) report on

a HMM which does not segment the word image into letters but uses extra holistic features

to supplement the left-to-right nature of the observation sequence. Finally, Gilloux, Leroux

& Bertille (1993) report on two sets of experiments : the first where the lexicon is small and

each word is recognised by an individual model, and a second where the lexicon is allowed

to be large and recognition is achieved by a sequence of HMMs representing letters.

The one-dimensional input to a HMM makes the approach suitable for on–line recognition;

this is discussed in Lorette (1994).

Kundu et al (1989)

Kundu et al. (1989) presented a Hidden Markov Model approach to word recognition in

which the Markov Model was used to post–process a sequence of letter taggings. In gen-

eral, a word image was segmented into characters and then each character was classified as

being one of 90 observations. The process of classification was carried out by a HMM which

calculated the most probable sequence of letters (the hidden states) given the sequence of

letter observations.

The problems of segmenting the word image into characters was sidestepped by writing

the words with large gaps between the written letters. Each letter had a set of features

extracted based on moments and feature spotting methods (loops, cusps, t-joins etc). The

training data consisted of letters which were written by 100 different writers. Features

were extracted from these letters and then clustered into 90 discrete observation sets. The

probability of the letters belonging to a particular class could then be calculated following

the clustering.

The hidden states of his model were the 26 characters, and so the full Markov model

consisted of a state–transition matrix (the probability of one letter following another), a
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confusion matrix (the probability of a letter given a particular observation) and the initial

probabilities of letters at the start of words.

This system achieved 85% correct recognition of words, where the word was also counted

as correct if it appeared in the list of candidate words. This recognition rate was increased

to 92.5% with post–processing of the incorrectly classified words. However, a method for

automatically determining the ‘correctness’ of the classification was not discussed.

The constraint of letter segmentation was overcome by Chen et al. (1992). Words were

allowed to be over and under segmented with some restrictions, for example a letter could

not be segmented more than three times and a letter could only be merged with one other

letter. Also, a null state for non–information strokes, such as ligatures, was introduced into

the model.

This classifier was tested on the U.S. postal city names with considerably poorer results

than those in the initial classifier reported by Kundu. When testing with a lexicon of 271

U.S. city names (taken from the USPS mailstream) the classifier produced results of 26.6%

correct. However, many of these errors are words not in the lexicon. In this case, the words

were recognised by comparing the top 20 paths through the model with all words in the

lexicon, applying a cost function depending upon the number of characters inserted and

deleted. Recognition of words using this method was 64.9% (top candidate) and 80.9% (top

5 candidates).

These results show that the Hidden Markov Model approach to handwriting recognition

was promising within the constrained domain used by Kundu et al. (1989). However, when

tested against multi–author words, the simple approach of applying a HMM to word recog-

nition is not sufficient to classify words. Indeed, with more sophisticated HMM architec-

tures, the recognition rates of HMM classification is still around 21–25% for a lexicon of 100

to 1000 words (Chen & Kundu 1993). The proposed method of testing each candidate path

against each word in the lexicon would also be computationally expensive. Particularly in

the test domain of U.S. postal addresses where the lexicon would be many thousand words

and the time to recognise each envelope would be small.
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Caesar, Kaltenmeier et al (1994)

Caesar et al. (1993) describes a system for recognising U.S. city names. The original sys-

tem used the left-to-right sequence of observations while the system described in Caesar,

Gloger, Kaltenmeier & Mandler (1994) used a second classifier with a ‘word length’ feature

further to reduce the number of candidate words.

The model used was a Semi-Continuous HMM (SCHMM) where each letter was represen-

ted by a different model and the most probable sequence of models was chosen (similar to

the above model used by Kundu). Letters were said to be either upper–case or lower–case

and either print–style or script–style. This led to four variations for each character. Kalten-

meier et al. (1993) described the model topology where the model for each character was

specifically trained to recognise each of the four variations. For the case of unrecognisable

characters, a fifth joker variation was built into each letter model.

Classification was performed by first normalising the word image. This included skeleton-

isation, slant, baseline and size normalisation. A window was then passed over the word

image from left to right where a feature vector (based on five regions : ascender, above

middle, middle, below middle and descenders) was extracted, however the precise features

are not reported. The most probable sequence of models is then calculated as it was in the

system described by Kundu.

Training the model involved taking a tagged set of word images (where each letter is tagged

with its identity and its variation), extracting the features and then performing vector

quantisation and linear discriminant analysis before using the features in the forward–

backward algorithm (Rabiner 1989) to train the models.

Caesar et al. (1994) reports 91% and 85% for U.S. and German city names respectively with

a combined lexicon size of 100 entries. However, it is unclear if this represents a top–choice

recognition rate, or if the correct word appears in a candidate set. The bias towards U.S.

city names is attributed to the large number of American city names in the training set

compared to German city names.
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Figure 2.8: Word Markov Model, from Gilloux (1993a), the ‘O’s represent observations
associated with transitions rather than states.

Gilloux et al (1993)

Gilloux presented two methods of using HMM’s for recognising handwritten words. Un-

like the above methods, these relied on a word being segmented into pseudo–letters before

classification. However, following segmentation the two types of classification reflect the

two approaches of global recognition of the word (with each word being represented in a

different Markov model), and analytical recognition where the word is classified through

its component characters.

Feature extraction in both systems involved finding the vertical baselines in the word im-

age (to find ascenders and descenders) and then splitting the word into pseudo–letters. For

each pseudo–letter, loops, ascenders and descenders were detected and the relative posi-

tion of these features was extracted. These were then associated with one of 27 observation

symbols (26 characters and space).

The first type of recognition was for a domain with a small number of possible words, for

example, cheque recognition. In this case, each word can be modeled by a separate HMM.

The whole word Markov model associated observations with transitions rather than states

which meant that insertions, substitutions and deletions of pseudo–characters could be

encoded into the model structure (shown in Figure 2.8).

On a lexicon size of 27 word classes, such a model achieved 79% correct recognition for the

top choice which increased to 98% for the top four choices. These results were from 2492

cursive words written by an unspecified number of writers on real cheques.
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A lexicon of 27 words could be applicable to cheque recognition where the lexicon is the

legal sum to be written. However, in an application such as postal address recognition,

there is a large number of words that have to be recognised. In this case Gilloux proposes a

system that concatenates letter HMM’s together (Gilloux, Bertille & Leroux 1993). Gilloux

extracts a set of features left-to-right along images of handwritten city images. City names

are classified globally, spaces in city names such as ‘Boulogne sur seine’ are extracted and

recorded as features. Classification is achieved by finding the most probable sequence of

letter models (using the Viterbi algorithm, (Forney, Jr. 1973)).

Gilloux simulates the use of this classifier in a postal address recognition system. It is pro-

posed that the classifier is used as some post–processing following post code recognition.

The classifier is tested by building simulated candidate sets and then using the classifier to

recognise these 10 city names. The candidate sets contain the correct city name and nine

randomly selected from a lexicon of city names. The assumption being that similar post

codes lead to visually different city names. Despite admitting that this assumption is in-

correct, Gilloux shows that the classifier recognises the correct city 91% of the time.

The classifier is then tested with a 100 and 1000 word dictionary, that is, 99 and 999 random

words are considered along with the correct word. In this case, the performance drops

to 77.6% correct classifications for a 100 word dictionary (92.4% in top 10 candidates) and

42.5% correct for a 1000 word dictionary (78.8% in top 10 words).

These training and test images come from live mail addresses and so the recognition rates

are comparable with other approaches to multi–author word recognition. However, the

reported training set consists of 904 city name images and test set 226 images, so the

reported results suffer from a lack of training and testing.

2.4 Summary

It has been noted that there are two methods for off–line word recognition. The first

segments a word into letters (or at a suitable sub–word level), classifies these segments
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and reconstructs the word identity. The second approach is to recognise words as whole

symbols and to avoid any segmentation process.

The HMM approach also divides into these two categories, as demonstrated by Caesar.

However, many current HMM systems are more akin to ‘segment and classify’ routines

than to the whole word approach.

We see also that applications are generally split into single and multi author recognition.

The systems described by Bozinovic & Srihari (1989) and Senior & Fallside (1993 b) are both

aimed at single author recognition. In the first system the lexicon is small, between 66 and

80 words while Senior’s work uses a lexicon of up to 1000 words.

For single author recognition we are faced with the problem of training the classifier. A

small lexicon allows the writer to train the classifier; however training a classifier for

around a thousand words is tedious and impractical. One possible solution to this is to

learn words during the recognition process. The classifier can be trained on a small number

of frequent words and later learn words as they appear during normal use of the system.

Bozinovic & Srihari (1989) also showed that the use of an adaptive feedback loop can extend

the training of known words into the recognition process. We propose to augment the

adaptation of known words with learning of new words to overcome the training problem

for single author recognition.
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Chapter 3

CONTEXTUAL KNOWLEDGE FOR HANDWRITING

RECOGNITION

The previous chapter showed that word recognition usually results in a candidate set of

possible words. Srihari & Bozinovic (1987) also showed that adaptation could be used to

improve recognition rates. If we define context to be information used in the recognition

process which is not derived directly from the current word image, then it follows that

adaptation of a classifier with the aim of improving recognition rates can be considered a

form of context.

The aim of this chapter is to review contextual processing and to compare adaptation with

these other sources of information.

3.1 Introduction

When classifying a written symbol, the result is usually a candidate set of words or letters.

These candidate sets represent the visual ambiguity between classes being recognised and

are usually dependent upon the chosen feature set or classifier.

If we consider recognising the set of alphanumeric characters, we would expect (and usu-

ally get) the characters ’0’ (zero) and ’O’ (oh) to be confused. Commonly (for example,

Fairhurst & Cowley (1993)) the two classes are merged into one larger class. This merged

class can be considered a candidate set containing the two characters ’0’ and ’O’, other
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parkwalkSueJan

Figure 3.1: Examples of ambiguous text

methods could store the two characters separately. However in both cases the ambiguity

needs to be resolved using some other source of information.

Recognising handwritten words generally results in larger candidate sets since there is far

more scope for ambiguity. Figure 3.1 shows different types of ambiguous symbols. In the

first, from Selfridge (1955), the letters A and H (in ‘the’ and ‘cat’ respectively) are the same,

however the letter can identified using information in the surrounding letters. The second

example in Figure 3.1 shows a passage where many words are unknown except for the

overall shape of the word (Haber & Haber 1981). The unknown words can be inferred

because of the sources of syntactic, semantic and orthographic (word shape) information

already present in the sentence. Similarly, the example in Figure 1.2 shows the two words

‘dog’ and ‘clog’ where surrounding information would be needed to disambiguate the

words.

Along with the inherent ambiguity in the written word, there is ambiguity introduced in

the classification process. Depending upon the features used, two visually different words

can result in being in the same candidate set. A trivial example of this would be a classifier

which used features based only on ascender and descender counts. In this case, the words

‘recognised’ and ‘dig’ would result in the same feature vector. Of course, we use more

features than in this example and try to encode the word shape using the most descriptive

set of features which can practically be extracted. However, this ambiguity means that

in some cases, extracting features from visually similar words results in the same feature

vector for both words. If the classifier cannot be changed, then this form of ambiguity has

to be resolved using contextual information.
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The examples in Figure 3.1 show words and sentences where the identity of a word can be

inferred from the surrounding information. The information used to infer these words can

be encoded using a model of natural language, for example, a syntactic model may promote

the candidate word ‘and’ between the words ‘Jan’ and ‘Sue’ over other possible candidates

such as cat, sat, cut, not. Other forms of context have been developed for constrained do-

mains such as postal address recognition and cheque recognition. For example Downton

et al. (1991) described how the redundancy in British address blocks can be used to infer

the address written on an envelope. In this case, a dictionary of postal addresses indexed

using the post code, was used to provide further information to supplement the classific-

ation process. Similar methods have been used for U.S. postal addresses and recognising

cheques, for example Cohen (1992).

Finally a third form of context can be exploited when words are recognised at the letter

level. In this case, each letter may have a number of candidates and can be combined in

a number of ways to generate different candidate words. These words can then be tested

against a dictionary of valid words rejecting all candidates that are not in the dictionary.

Since linear dictionary search is computationally expensive, methods have been developed

that make this search more efficient.

The types of contextual information described above all use information other than that

in the written word to help in classifying the image. The above examples show how a

model of syntax can promote plausible candidate words and how a dictionary can be used

to help exploit redundancy or choose valid candidate words. We aim to use adaptation to

change the classifier itself and hence change the results in subsequent word classifications.

In this case we have information derived from previously classified words effecting the

result of subsequent classifications, in the same way that context uses surrounding word

classifications and external information to change possible candidates.

However, unlike other sources of context, adaptation can only overcome the ambiguity in

the classifier and not the inherent ambiguity in the written word. The aim, therefore, is that

adaptation should complement other sources of context by promoting the correct words

and so enhance further contextual processing.
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Note that the methods of language modelling used in handwriting recognition systems is

similar to that used in speech recognition. The reader is referred to Waibel & Lee (1990) and

Atwell et al. (1993) for a description of algorithms and applications of language models in

speech recognition.

This chapter considers context in more detail and contrasts the use of existing contextual

techniques with that of adaptation and includes a discussion of how different methods of

context can be ranked in terms of sensitivity to misclassification errors.

3.2 Contextual knowledge in human reading

Evidence of contextual information in human reading was provided by Tulving & Gold

(1963). They measured the time taken between seeing a word flashed on a screen and

identifying the word. Prior to flashing the word on the screen a set of words would be

displayed which provided contextual priming for word identification. For example, if the

word to be identified were ‘performer’, an 8 word lead–in could be ‘the actress received

praise for being an outstanding...’.

The number of words in the lead–in was varied (between 1 and 8 words) in the experiments

and it was found that the time taken to name the word was reduced as the number of words

in the lead–in increased, i.e. the reader was given more relevant context.

A second set of experiments used lead–in passages which did not provide context for the

displayed word (for example, the lead–in for the word ‘performer’ may be ‘the rain in spain

falls mainly on the...’). These experiments showed that as the amount of inappropriate

context was increased, the time taken to name the word also increased.

Psychology researchers have tried to describe how contextual information is used in human

reading. These models are commonly described as top–down, bottom–up or interactive.

Top–down models, for example Goodman (1967) build hypotheses about a word’s identity

before testing these against the visual cues from the word. Bottom–up models use the visual

stimulus to generate word hypotheses which are then processed using other contextual

35



information.

Both top–down and bottom–up models have been criticised for since they do not account

for performance in psychological tests (a discussion of the problems can be found in Stan-

ovich, 1980). Interactive models of reading have been proposed to better account for ex-

perimental results, for example, those proposed by Morton (1969), Rumelhart (1977) and

Stanovich (1980).

Interactive models of reading take many sources of information and process them at the

same time. An example is the Logogen model proposed by Morton (1969) where visual,

auditory and contextual information are fed into logogens which act as ‘experts’ building

up evidence of a particular word as information is provided. Once enough relevant inform-

ation to a logogen has been collected, it fires and that word is recognised.

A single logogen represents a single piece of semantic information, so the words ‘KEY-

BOARD’ and ‘keyboard’ would be represented by the same logogen, while the words ‘KEY’

as in that on a keyboard, and ‘KEY’ which is used in a lock would have different logogens.

Interactive models, for example Rumelhart (1977), are considered better models of read-

ing since they account better for the measured results of reading experiments in people.

Rumelhart’s model had many knowledge sources, both visual and contextual, being used

simultaneously to recognise a word.

Stanovich (1980) argued against the commonly held belief that it was the fluent reader that

used more contextual knowledge when reading. He concludes :

Thus according to the interactive-compensatory model, the poor reader who has

deficient word analysis skills might possibly show a greater reliance on contex-

tual factors. In fact, several studies have shown this to be the case.

Evett & Bellaby (1994) compared aspects of human and machine reading cursive script and

found that human word recognition outperformed machine recognition of cursive words

by around 14% (61.5% machine recognition compared to 85.6% for the human). Stanovich’s

36



observation reflects the continuing reliance upon and development of contextual informa-

tion for machine recognition of handwriting.

3.3 Cohen’s computational theory of context in a constrained do-

main

Cohen’s computational theory (Cohen 1994) was developed to recognise multi–author

handwriting in a constrained domain. As mentioned above, many applications for forms

processing have scope for exploiting redundancy and information that can be inferred

from the location of the writing in a document. Cohen’s model is essentially the same as

that proposed by Hull (1988) with the addition of a highly defined sequence of contextual

processing derived from a set of constrained application domains.

Cohen’s theory disregards syntactic and semantic knowledge in favour of redundancy and

spatial information�. The basic principle is that of purposive reading, i.e. only reading the

relevant parts of the document in order to gain an interpretation of what was written rather

than a transcription of the writing.

The interpretation process is shown graphically in Figure 3.2, where domain knowledge

and extracted features are combined with a global description (and positional information)

to form hypotheses that may be then be tested against the image after which a decision is

made to interpret the writing.

An algorithm to match this theory was developed and was demonstrated against six ap-

plication domains. The algorithm contained six stages :

� Create phrase location hypotheses : Document is split into possible ‘phrases’, i.e.

regions.

� Compute features from phrases : Gross features of phrases are extracted. The fea-

�This appears to be because psychological models of reading did not provide a model of syntax and se-

mantics that could be translated into an algorithm Cohen (1994, p.2).
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Figure 3.2: High–level description of Cohen’s text interpretation (from Cohen, 1994)

tures are commonly length and existence of special characters and digits.

� Assign phrase classifications : Assign labels to different sections of the document, e.g.

script, digit string or fraction.

� Generate parsing hypotheses : Attempt to parse sequence of ‘phrases’. For example,

cursive string – cursive string – digit string could be parsed as city – state – ZIP code in

U.S. postal addresses.

� Generate interpretation hypotheses : Build hypotheses about the information in the

image from recognised or categorised phrases in the image.

� Choose most feasible interpretation hypothesis : Choose a hypothesis based on the

confidence values assigned in the different stages and return the result.

Note that the aim of this system is to extract the information the writer intended to com-

municate, not to recognise the writing. Hypothesising based on global information such as

this is analogous to the statement by Stanovich about the role of context in poor readers.

However, this places a great reliance for the correct hypothesis to exist at some stage in the

processing. If the correct hypothesis does not exist then a completely incorrect interpreta-

tion could be made; this is inconvenient if the application is postal sorting and potentially

lethal if it is prescription recognition.

Cohens computational theory is restricted to interpreting forms written by multiple au-

thors, whereas we are interested in transcribing the writing of a single author without the

positional constraints commonly found in forms processing.
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3.4 Exploiting redundancy for contextual information

Off-line applications tend to be based around forms processing which usually contains

short sections of writing giving specific constrained information. This section considers

the use of redundancy within address recognition and cheque recognition. Redundancy in

handwriting recognition occurs when the same piece of information has been written twice,

or when you can infer one piece of information from another. Redundancy can usually

be exploited within application specific domains where the position of written text can

constrain the meaning.

Downton et al. (1991) describes a system for recognition of British postal addresses. The

postcode is recognised using character recognition techniques augmented with the syntax

of valid postcodes. Once a candidate set of syntactically correct postcodes has been gener-

ated, these are tested against a dictionary of valid postcodes implemented in a trie structure

for efficient searching. This removes all invalid postcodes and returns the address associ-

ated with the postcode.

The remaining valid postcodes are then checked against the written address. The first

and, if possible, the last characters from the post town are extracted and classified. If the

evidence extracted from the post town corresponds to the address associated with the valid

postcode, then the classification is taken to be correct. Otherwise it is rejected. Downton et

al predicted that 35% of post towns would be correctly verified.

Cohen, Hull & Srihari (1991) reports a system which exploits redundancy in United States

postal addresses in a similar way. However, this system relied upon street, city or state

name being correctly recognised unlike the system described by Downton which gathered

evidence from easily segmented parts of the address block. The system described in Cohen

(1994) relied less on word recognition and more on accumulating enough evidence to

correctly interpret the address block.

Cheque recognition is another application where recognition performance can be enhanced

by exploiting redundancy. Again, Cohen (1994) describes recognition of cheques in terms
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of text interpretation. However, a more direct use of redundancy was given by Moreau,

Plessis, Bougeois & Plagnaud (1991). Here the cursive amount written on the cheque is

recognised using whole word techniques. Recognition at this stage can also be facilitated

using syntactic knowledge (Paquet & Lecourtier 1993). Recognition of the printed amount

is achieved using a digit classifier. The amount can then be verified by comparing the

results of the two classification processes and can be rejected if the two results do not match.

As mentioned earlier, redundancy relies upon the same, or similar, information being

duplicated in the document being read. Such processing is unsuitable for recognition

of continuous writing since redundancy in natural language cannot be directly extracted

using a word’s position in the document (although syntactic techniques provide clues

to the types of words in a sentence). In contrast, however, there is redundancy in the

sense that the same word may be repeated many times in a passage. For example, in the

previous sentence, the word ‘the’ is repeated twice. Zipf’s shows that a small number of

words occur frequently while the majority of words occur with a low frequency (Zipf 1945).

When recognising continuous handwriting we aim to exploit the redundancy resulting

from duplicated words since recognition and adaptation to a word will hopefully improve

recognition rates if that word appears later in the text.

3.5 Language models of context

As mentioned earlier, psychological models of reading attribute some use of contextual

information in the human reading process. In machine recognition of handwriting, some

models of context are designed to reflect the human use of context, in particular the use

of syntax, semantics and lexical access (dictionary lookup). Haber & Haber (1981) showed

that even with only a few visual cues (in their case, the shape of the word), the word identity

can be inferred using syntactic and semantic knowledge (for example, the ‘Jan and Sue’

example in Figure 3.1). These models of context can be described as language models

and are normally used to aid recognition when the writing is continuous, for example,

the transcription of handwritten documents where the lexicon is potentially large and the
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style of writing is unconstrained. However, many of the principles are reflected where the

application domain appears restricted, for example, the use of syntax in the recognition

of British postcodes and cursive amounts on cheques in the previous section. Similarly,

this section ends with the recognition of constrained fields on U.S. census forms to which

a ‘language model’ has been applied to increase the recognition performance.

3.5.1 Lexical context

The previous chapter showed that words can be recognised as either whole words or from

the individual letters. When classifying at the letter level, there may be more than one

candidate for each letter due to the ambiguity in the letter shapes. This ambiguity at the

letter level leads to a number of possible word candidates for that word.

If the words are known to be from a fixed dictionary, then the word candidates can be

compared to those in the dictionary (or lexicon) and those not in the lexicon can be removed.

Using a restricted lexicon in this way means that a valid word (or set of words) is always

chosen, however a linear search of a large dictionary can be very inefficient and so search

methods have been developed to enable fast searching of dictionaries. Also methods of

estimating the validity of words based on the probability of letters occurring together have

been developed.

The n-gram method builds up a statistical model of letter transitions from a large body

of text (or a corpus) and then uses the transition information to check words against the

dictionary. In the simplest case, for example (Ehrich & Koehler 1975) letter transitions are

stored in a binary transition matrix. Rather than storing binary transitions, the frequency

of transitions can be stored, normalised and used to reduce and reorder the candidate set.

The main problem with n-gram methods is that words which are not in the dictionary

can be marked as true. For example, if the lexicon contains two words ‘cat’ and ‘ape’, the

following transitions are marked as true (c,a), (a,t), (a,p), (p,e). Given these transitions the

non-words ‘ca’, ‘ap’ and ‘pe’ are valid, along with the valid words ‘cat’, ‘cap’ and ‘cape’

which do not appear in this restricted lexicon. As the number of words in the lexicon
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increases, so does the number of non-valid words increase.

The other method of storing dictionaries is to store them in a trie structure. Wells et al.

(1992) showed that a 26-way tree structure could be stored using bit arrays to reduce the

amount of memory used by the lexicon. When trie structures were compared with n-

gram dictionaries, it was found that the trie structure was faster and more efficient (Ford &

Higgins 1992).

When choosing between n-gram and trie dictionaries, we are choosing between the space

needed to store the dictionary against the time to calculate the correct word. However, as

the cost of memory and disk space reduces it is reasonable to store the dictionary explicitly

(or in an n-gram dictionary) even where the lexicon is very large. For example, the phrase

dictionary used by Breuel (1994 b) described at the end of the section.

3.5.2 Syntactic context

Top–down models of reading suggest that we use words that we have already processed to

make hypotheses about the oncoming words. This method of using preceding words to aid

processing the current word can be modeled on a computer and was used by Hull (1989)

to show that it could reduce the number of words in a candidate set.

Hull assumed that when classifying a word, the identity of the previous word would be

known. Given the identity of the preceding word, the candidate set for the current word

could be reduced. So, for example if the preceding words were ‘he sat on the ...’ and the

candidates were ‘chair’ and ‘share’, syntactic context would promote the word ‘chair’ since

it is more frequently used as a noun. Note that the word ‘share’ could be used as both a

noun and a verb. This ambiguity in the syntactic use of each word is modelled by storing

the probability of the word having a particular tag; these are stored in the confusion matrix.

The tag transition matrix stores the probability of word tags following each other.

The above work made the assumption that words were known; however, this is often not

the case and later work (Hanlon & Boyle 1992 a, Hull 1992, Keenan 1992) assumed that the
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result of classifying words in the sentences were candidate sets.

As with Hull’s work on the computational theory of reading (Hull 1988) the above work

on syntax was restricted to using synthesised features of word shapes; this meant that the

candidate set always contained the correct word. However, later work with synthesised

features of words (Hanlon & Boyle 1992 b, Hull 1992) showed that there was potential for

the use of a Hidden Markov Model in handwriting recognition.

(Hanlon & Boyle 1992 a) tested a HMM of syntax on real candidate sets generated from a

whole word text classifier. This work manipulated the ambiguity in the system by using

different feature sets and two different training sets. The features extracted were one

dimensional Fourier features (Shridhar & Badreldin 1984) and features based on those

synthesised by Hull. Training set feature vectors were clustered using a modified k–means

algorithm (Zhang & Boyle 1991). Classification was achieved by finding the closest cluster

to the unknown feature vector and using the words in that cluster to generate the candidate

set. This meant that the possible candidate sets were known a priori and so the confusion

matrix could be calculated prior to classification.

The probabilities for the tagging model were derived from the LOB corpus (Johansson,

Atwell, Garside & Leech 1986) and the Viterbi algorithm (Forney, Jr. 1973) was used to

find the most probable sequence of tags given the sequence of candidate sets. Candidate

set reduction was achieved by removing all words which did not correspond to the most

probable tagging of the sentence.

Unlike Hull’s work which only reported candidate set reduction, Hanlon also reported

classifier performance and tagging performance, i.e. the percentage of candidate sets cor-

rectly tagged. The classifier was trained on words derived from the LOB corpus (listed

in Appendix A) and tested using restricted sentences taken from the corpus (listed in Ap-

pendix B). It was shown that as the lexicon increased (from 100 to 1000 words), the tagging

performance increased for lexicons of 100 to 400 words after which it levelled at about 70%

correct. Although the tagging was not perfect�, some candidate sets were correctly reduced

�In fact, a HMM cannot fully represent the syntax of English, as shown by Chomsky (1955).
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even when mistagged. Since many words can be used in different syntactic ways the cor-

rect word was not always removed when the candidate set was misclassified.

Candidate set reduction was reported to be about 50% (for a lexicon of 1000 words) while

the error introduced was 10%, however, as the lexicon increased, the candidate set reduc-

tion decreased. This was due to the syntax model increasingly choosing the most probable

tag for a candidate set and surrounding information having less contextual effect. This oc-

curs because the candidate sets increased in size (on average larger than 10 words) and the

confusion probabilities for individual words were distributed over a number of clusters (up

to four clusters since there were four training images).

Results for a second order model were found to be marginally worse than those for the first

order model. This was reported as being partly due to the test sentences not being statist-

ically similar to the model used. However, it was later noted that the second order model

was propagating misclassifications which were not being promoted in the first order model.

The same effect of poorer second order results due to propagation of misclassification errors

was found independently by Srihari (1993).

Keenan, Evett & Whitrow (1991) reported a similar statistical approach to tagging candidate

sets. As in the above work, tag transition probabilities were calculated from the LOB

corpus. Keenan used a ‘moving window’ technique to find the most probable tag for

each candidate set, where adjacent candidate sets were reduced depending upon the tag

transition probabilities. Keenan looked at bigram probabilities and trigram probabilities

(analogous to the first and second order Markov models) and found that the trigram results

were marginally better than bigram results. Results reported in (Keenan et al. 1991) showed

that the trigram model was ‘more stable’ than the bigram model. For a test set of 372

words, 1246 candidates were generated. Following syntactic processing, the candidates

were reduced to 521 for bigrams and 544 for trigrams, however bigram models resulted

in 76 candidate sets without the correct word (i.e. over 20% error introduced by the syntax

model) while application of the trigram model resulted in 61 candidate sets without the

correct word (i.e. 16% error rate introduced).
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In these experiments, the correct word was always present in the candidate set. Keenan

(1992) reported a set of experiments where the correct word was removed from some of

the candidate sets to simulate classifier error. In this case, the performance of the syntactic

context fell considerably when errors increased above 10%�. However, Keenan does not

report results of this experiment with the trigram model.

An alternative approach to syntactic tagging was proposed by Crowner & Hull (1991)

where a second higher level of three tags could be used ‘N’ for noun related tags, ‘V’ for verb

related tags and ‘B’ for function words and punctuation. Sentences were first ‘parsed’ by

finding valid sequences of tags. The most probable resulting tag sequence was then used to

reduce the candidate sets. Reductions of over 24% were reported on a test set of 217 words.

Srihari, Ng, Baltus & Kud (1993) looked at two methods of integrating syntax in a hand-

writing classifier. The first method was to model the probability of tag transitions and find

the most probable sequence of tags (as described above). Her second method was to use a

hybrid of syntactic hypertags and a probabilistic model.

Hypertags represent phrases within a sentence. For example, from Srihari, Ng, Baltus &

Kud (1993), the sentence “The new leader of our group will be coming” is tagged as :

[NPh1 (The DET)(new JJ)(leader NN)]

[Prep (of IN)(our PP$)(group NN)]

[VPhX (will MD)(be BE)(coming VBG)]

This gives two layers of syntactic information where the transitions between hypertags are

modelled probabilistically. This is an extension of the model proposed by Crowner & Hull

(1991) however, results for this syntax model have not been reported to date.

�Srihari, Ng, Baltus & Kud (1993) notes that such classification errors are around 30% for off–line systems
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3.5.3 Semantic context

Semantic context aims to exploit the fact that semantically associated words appear close

to each other. For example, the word ‘overdraft’ is likely to appear close to the word ‘bank’.

Rose (1993) (and, Rose, Evett & Lee (1994)) measured the effect of different semantic sources

of information for handwriting recognition. Rose reported three types of encoding and

exploiting semantic information. The first, word frequency information, simply associates

a score with a candidate depending upon the frequency of that word in a large corpus of

text. This does not use surrounding information but does result in a large percentage (81%)

of words being promoted to the top of the list of candidates.

A second measure used word collocations where a score is associated with a pair of words

representing the strength of association between words. These scores were calculated from

the Longman corpus (Summers 1991). Words were ranked according to the strength of

association with the words up to four away. This resulted in 62% of words being promoted

correctly with 22% tied with the same score.

Finally association ratios were used which are similar to collocation scores except that the

order of the words is preserved. This was found to give only 42% correct words promoted

at the expense of many words tied with the same score (51%).

The two collocation measures showed that information could be derived from modelling

the way that words can appear close to each other. However, the work did not show the

effect of how misclassifications in the recognition process could effect the results since the

candidate sets were simulated rather than the result of classification routines.

3.5.4 U.S. Census recognition

Previous applications of language models have been applied to general recognition regard-

less of specific applications. Breuel (1994 b) describes a system for recognising responses to

three questions on U.S. census forms relating to the respondents occupation. Consequently

this involved a large number of writers, a large unconstrained lexicon and a variety of writ-
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ing styles. The task was to transcribe the writing literally, rather than interpret the written

response.

Recognition was achieved by segmenting the written words into letters and using an MLP

classifier Breuel (1994 a). Since there were a small number of words in each response, a

phrase model was used where the probability of each phrase (response) was calculated

from a corpus of responses. The phrases in the corpus accounted for only 78% of the actual

responses and because some of the responses only occurred once in the corpus (and so the

probability was not calculated) the effective coverage of the phrase model was 64%.

A word based model was also used which gave a larger coverage of the input by storing the

possible words in a dictionary. It was found that the phrase based model contributed more

information than the word based model. However when these two sources of information

were incorporated in a decision tree, performance was further improved giving an error

rate of 6% for 1500 phrases and 50% rejection. Without any context, Breuel reports that the

classification results were expected to be less than 5%.

This application is interesting because it shows that language model context can be used

in a real application. However, the context used is basically dictionary lookup. In the

case of the phrase model, the context is dictionary lookup of phrases augmented with the

probability of that phrase occurring.

3.6 Discussion

The different types of context described in this chapter can be grouped into four categories;

redundancy, dictionary, syntax and semantics. Kornai (1994) noted that language models

of context cause local errors to be propagated into global errors. We can see that different

types of context propagate errors to a different degree. When exploiting redundancy,

classifier errors mean that either the validation fails where the two hypotheses contradict,

or validation promotes an incorrect hypothesis. Errors cause a similar effect when using

dictionary context; classification errors mean that either no word is found or incorrect
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words are taken as possible candidates.

In the two above methods of context, the errors are restricted to the words being classi-

fied. The remaining sources of context use information about other, possibly misclassified,

words to reorder or reduce the candidate sets. As shown by Hanlon & Boyle (1992 a) and

Srihari, Ng, Baltus & Kud (1993), errors in the recognition process corrupt the contextual

information, and as the models use more surrounding information, for example, 2nd order

HMM’s, the results deteriorate further.

This propagation of errors could also occur with semantic information. The semantic

information described by Rose et al. (1994) is based mainly on collocation information

where a misclassification would cause either no information to be extracted or the wrong

information to be extracted. So, for example, when reading the sentence ‘I went to the bank

for a mortgage’ the word ‘bank’ may be misclassified. In such a case, there is no supporting

evidence to promote the word ‘mortgage’. In other situations, the misclassification could

cause other, incorrect, candidates to be promoted instead of the correct word.

Despite the clear fact that errors can be introduced by such models of context when the clas-

sifier makes a mistake, there has been little work into what the effects of misclassifications

upon context are. However, we can define a rough measure of ‘stability’ of contextual in-

formation based on the scope of the information used to generate hypotheses�.

We define the contextual scope of a word to be those surrounding words that are affected

by the identity of the current word given some method of context. So for syntactic context,

the identity of one word in the sentence can affect the choice of other words in that sentence.

In contrast, dictionary context has no scope beyond the current word since the identity of

that word given a dictionary context model only affects that word.

As the scope of context increases, it follows that the potential for the propagation of errors

increases. So for dictionary lookup there is no propagation of error since there is no scope,

whereas a misclassification can cause a syntax model to propagate an error through the

sentence.
�This is different to the stability of trigram models over bigram models mentioned by Keenan (1992)
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Context type Scope of context Calculation of context

Most stable Dictionary Single Word Pr(word candidate j global dictionary)

Syntax Sentence Pr(word candidate j surrounding syntactic structure)

Semantics ‘Close’ words Pr(word candidate j words previously recognised)

Least stable Adaptation Document Pr(word candidate j words previously classified)

(and further)

Table 3.1: Different types of context

Table 3.1 ranks different sources of context in order of ‘stability’; note that adaptation has

been included in the table. The adaptation model used by Bozinovic & Srihari (1989)

used correctly identified words and adjusted classifier parameters, hence affecting the

recognition of subsequent words. This can be seen in terms of context models where the

classification of a word affects subsequent words within the contextual scope of that word.

Similarly, misclassification of a word will cause the classifier to be erroneously adapted and

affect the classification of subsequent words.

In these terms, adaptation can be seen as an additional source of contextual information,

i.e. information derived from another source to help classify the current word. Given this,

we can also see that the scope for propagating errors is far higher than the other sources of

context and so we must develop methods for reducing the potential error propagation.

To overcome the errors we can either increase the candidate set size until the probability

of the correct word being contained is within some bounds of the model (for instance, 10%

for Keenan’s syntax model) or a better classifier can be developed which will guarantee the

correct word being in the candidate set.

Note that by increasing the candidate set size, we reduce the amount of information the con-

text model can derive from the words in the candidate set itself. For all types of contextual

knowledge, increasing the candidate set results in increased computation time (sometimes,

increasing exponentially).

The approach taken in this thesis is to explore the use of the adaptive source of context and
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how it can be used to improve the performance of the classifier.
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Chapter 4

A HIDDEN MARKOV MODEL OF SYNTAX FOR TEXT

RECOGNITION

4.1 Introduction

A set of experiments is now presented which were carried out to evaluate how much a

Hidden Markov Model (HMM) of English syntax could improve whole word recognition.

Previous work carried out independently by Hull (1992) and Hanlon & Boyle (1992 b)

showed that a HMM of syntax could be used to reduce the size of a word’s candidate

set given the context of the surrounding sentence. Such a probabalistic model of syntax

could be built from an existing corpus of English text which was then used to find the most

probable sequence of tags in a sentence

In the experiments described in this chapter, a classifier for printed text was implemented

using features extracted from the whole word shape. From this a candidate set of similar

looking words was generated. A model of syntax was then used to find the most probable

sequence of tags in the sentence given the sequence of candidate sets.

4.2 Hidden Markov Model for tagging candidate sets

Markov models have been used extensively in pattern recognition where some pattern

can be predicted from earlier patterns. As discussed in Chapter 2, Markov models have

been used to provide contextual information in both speech processing and in handwriting
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recognition.

A Hidden Markov Model is a probabilistic model consisting of a state transition matrix,

a confusion matrix and a set of initial probabilities. The hidden states are the features of

the model which are generated by a Markov process, that is, the probability of the system

being in a particular state at time t depends only on the immediately preceding states. The

observations are events probabilistically related to the hidden states and are those events of

the system which can be measured. Usual HMM problems include finding the probability a

model generated a sequence of observations, finding the most probable sequence of hidden

states given a sequence of observations and generating a HMM given a large sequence of

observations.

When tagging candidate sets, the hidden states are the syntactic tags and the observations

are the candidate sets. The probabilities for the tag transition matrix and initial tag prob-

abilities are calculated from the whole LOB corpus. First order probabilities are calculated

from the frequency of tag bigrams and second order probabilities from the frequency of tag

trigrams. The confusion matrix probabilities, Pr�observationjtag� are calculated by sum-

ming m
� Pr�wordjtag� for all tags in the cluster where word appears in the cluster m times

(up to a maximum of four printed words).

A set of 22 tags were used, which were logical groupings of the 134 tags used in the LOB

corpus.

Thus a sentence, S � w�� w� � � �wn is represented as a list of candidate sets, �S � c�� c� � � � cn,

for which we wish to find the sequence of tags, T � t�� t� � � � tn, which maximises :

max
T

�Pr�t��Pr�c�jt��
nY
i��

Pr�tijti���Pr�cijti�	

This is calculated using the Viterbi algorithm using the standard HMM approach (Forney

1973).
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4.3 Data used in the experiments

The experiments used in this chapter formed the basis for the experiments described in later

chapters. All of the data comes from the LOB corpus (Johansson et al. 1986) which was then

filtered to extract data suitable for the experiments in this thesis.

This section describes the lexicon sizes, why an increasing lexicon size was used, the data

set used from the LOB corpus and how it was extracted. The next section will then show

how the words and sentences described in this section were classified.

4.3.1 Lexicon sizes

The experiments described in this thesis use a maximum lexicon size of 1000 words. The

words chosen were the most frequently occuring 1000 words in the corpus and represented

about 70% of the corpus.

The choice of 1000 words is small in comparision to other work which has used larger

lexicons, for example Keenan (1992) and Rose (1993) used several thousand words while

work reported by Bramall & Higgins (1993) used tens of thousands of words.

When the words in the LOB corpus are sorted in order of frequency there are many non–

words that appear with a high frequency. This is mainly due to the method of tagging

in the corpus where punctuation and apostrophised word endings such as ’s are tagged

as seperate words. Because of this, the non–words were removed before taking the most

frequent words. All the words used in the experiments are listed in Appendix A.

Many of the results reported here are for an increasing lexicon of 100 to 1000 words. This

was to measure the effects of increasing the lexicon. These smaller lexicons were generated

by taking the most frequent words from 100 to 1000 words in steps of 100 words.
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4.3.2 Test sentences

The test sentences used in the experiments were also taken from the LOB corpus. These

were constrained to contain only those words in the lexicon. Sentences boundries were

marked in the LOB corpus however because the corpus is taken from many different

sources (for example, newspapers) there were some sentences with a small number of

words. Also sentences with punctuation were removed since the punctuation had been

tagged while our language model did not include punctuation. The constraints on the sen-

tences meant that many of the sentences were small clauses rather than full sentences. All

the sentences used in the experiments are listed in Appendix B.

4.4 Word Recognition

Words were recognised using vector quantisation; features were extracted from a training

set of words and were clustered in feature space. Unknown words were classified by

extracting features and finding the closest cluster centre in feature space. The members of

the closest cluster were used to generate the candidate set.

Two different sets of features were used, Fourier based descriptors and a set based on

ascenders, descenders and moment based features. Further, the training set of words used

to generate the clusters was printed twice to determine the influence of different noise

effects. One set contained each word printed four times in a roman font, the other set

contained each word printed in four different fonts.

4.4.1 Features used

4.4.1.1 Word shape features

A nine dimensional vector of word shape features consisted of three moment based fea-

tures, four counts of ascender and descender and the aspect ratio of the word image.
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Since words were not segmented into individual characters, a letter count was impossible

to determine. Instead a relative measure of word length was given by the aspect-ratio,

i.e. length�height.

Ascender and descender counts were taken by first splitting the word image into top,

middle and bottom sections, where the top section contained any ascenders of the word and

the bottom section contained any descenders. The word was then split down the vertical

centre of gravity and ascenders and descenders were counted in the left and right regions.

A measure of the internal structure of the word image was calculated using moment based

features. These were taken from Dudani, Breeding & Mcghee (1977) and have been used

in character recognition and other applications (Kundu et al. 1989). These features are

invariant over translation, rotation and scaling. The measures used were M��M� and M�:

�pq �
�

N

NX
i��

�ui � 
u�p�vi � 
v�q

r � ���� � ����
���

M� � ����� � ����
� � �����	�r

�

M� � ����� � �����
� � ����� � ����

�	�r�

M� � ����� � ����
� � ���� � ����

�	�r�

4.4.1.2 Fourier features

Fourier descriptors have been used to classify whole words by taking a two dimensional

Fourier transform of the word image (O’Hair & Kabrinsky 1991), and individual characters

by taking a one dimensional Fourier transform of the outline of the letter (Shridhar &

Badreldin 1984). One-dimensional Fourier features were chosen to describe the shape of

the word envelope.

In order to extract one dimensional Fourier features of a word image, a chain code of

the word envelope must first be taken. Letters in the word were then joined to create a
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Figure 4.1: Word image and word envelope

connected region from which a chain code could be extracted. Figure 4.1 shows the word

image ‘certainly’ and the extracted chain code.

The chain code was then represented as a set of points �xi� yi�. The sequences x�� x� � � � xn

and y�� y� � � � yn are interpreted as two one-dimensional signals, x�m� and y�m� where

x�L� � x��� and y�L� � y���. A one-dimensional Fourier transform of each is taken and

then normalised, i.e. from (Shridhar & Badreldin 1984).

a�n� �
�

L� �

L��X
m��

x�m�ein��m

b�n� �
�

L� �

L��X
m��

y�m�ein��m

These descriptors are not invariant to rotation, shift or size, so the following normalisations

are done.

r�n� � �ja�n�j�� jb�n�j�	���

s�n� � r�n��r���

The power spectrum showed that the most information was represented by approximately

fifteen low frequency descriptors and a small number of high frequency descriptors. The

shape of the word was then stored as a 15 dimensional feature vector containing the low

frequency descriptors s��� � � �s���.
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4.4.2 Clustering

The lexicon is generated with each word printed four times, which is then scanned and

a set of features extracted from each word image. The resulting feature vectors are then

clustered using an adapted K-means clustering algorithm based on (Zhang & Boyle 1991).

The number of clusters for these experiments was defined to ben���wheren is the number

of words in the lexicon.

The result of the clustering algorithm is a number of clusters each containing a set of words

as members. If the image acquisition and feature extraction were perfect, clustering would

result with all four instances of a word in the same cluster. However, in practice, we find

that noise effects cause some words to appear in more than one cluster. This has the effect

of distributing the probabilities of words across different clusters and hence affects the

tagging.

4.5 Results

Results were measured in three ways. The tagging performance was measured by compar-

ing the Viterbi output with the tags in the LOB corpus. Two measures proposed and used

by Hull (1992) to measure the candidate set reduction and the error rate in the tagging were

also used.

Measuring the tagging performance indicates how well the Hidden Markov Model tags

the candidate sets in contrast to candidate set reduction and error rate which indicates the

consequence of using syntactic tags as information to constrain possible candidates.

4.5.1 Tagging performance

The simplest measure of results is to calculate the percentage of tags generated by the

Viterbi algorithm which correspond to the sentences in the LOB corpus. The graph in

Figure 4.2 shows the tagging performance for the first and second order experiments.
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Figure 4.2: Percentage of words correctly tagged

These results show that the choice of fonts in the training set can dramatically improve

performance. The system tagged significantly betterwhen trained with one font rather than

four different fonts.

Perhaps the most interesting result is that the second order results were marginally worse

than the first order results. In order to find why this was so, the probability distribution

of tag bigrams in the test sentences was compared to the distribution in the tag transition

matrix of the HMMs. This gave a measure of how well the tag transition matrix modelled

the structure of the test sentences. It was found that the structure of the test sentences

were better represented by the first order transition matrix than the second order matrix.

This was due mainly to the choice of test sentences; by constraining the words in the

test sentences, the structure of the test sentences were found to be much different to the

structure of sentences in the overall LOB corpus. Hence we would expect sentences with

richer syntactic structure to be better modelled by a second-order model.
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It was also found by comparing transition probability distributions that the tag transition

matrix better represents sentences with a larger lexicon than those with a small lexicon.

Figure 4.3 shows a �� measure of the test sentences and the first order transition matrix and

it shows the two distributions converging as the lexicon grows. So, the results appear to be

better as the transition matrix better approximates the tag transitions in the test sentences.

4.5.2 Error rate

The error rate is defined as the percentage of candidate sets which do not contain the

correct word. When tagging word images, this error occurs in classification where a word

may be mis-classified, and after mis-tagging where the correct word may be removed

from the candidate set. Consequently we use two error rate measures with word images,

classification error is the percentage of candidate sets in error before tagging and reduction
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Figure 4.4: First order classification errors.

error is the additional percentage of candidate sets in error after tagging.

Figure 4.4 shows the classification errors for first order experiments while Figure 4.5 shows

the reduction error rate for the first order experiments. Classification errors for second

order experiments were identical and reduction errors slightly higher than those shown for

first order.

The classification error shows that classification routines are introducing more errors as the

number of words in the lexicon increases, reflecting the intuitive result that whole word

features become less effective as the lexicon increases. If a large lexicon is to be used, a more

robust set of features would have to be chosen. However, reduction errors are decreasing

as the lexicon increases showing that when a word image is correctly classified, syntactic

reduction of candidates introduces only a small amount of error.
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Figure 4.5: First order reduction errors.

Considering the increasing error in classifying words, the tagging performance is encour-

aging and shows that the HMM approach to tagging candidate sets is robust when coping

with high levels of noise in the observation sequence.

4.5.3 Reduction of candidates

The percentage reduction of candidate sets shows how useful the tagging is when used

in a text recognition system. This reduction is defined as the percentage reduction in

the average candidate set size before and after tagging. Figure 4.6 shows the candidate

set reduction for first order experiments. Second order results showed a slightly larger

reduction.

These results show that the set reduction tends to become worse as the lexicon increases.
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Figure 4.7: Percentage of most probable tags chosen by Viterbi algorithm

That is, the model is choosing tags which represent more candidate words and hence less

words are removed. This suggests that perhaps for larger lexicons, the model chooses tags

which are more probable given the observation, rather than tags which are less probable

and promoted because of surrounding context.

We measure the number of times the Viterbi algorithm chooses the most probable tag given

the observation, this is a crude measure of how the Viterbi algorithm is choosing the tags.

The graph in Figure 4.7 shows the percentage of most probable tags chosen.

The trend shown in the graph is that the Viterbi algorithm increasingly chooses the most

probable tag for an observation as the lexicon grows. This is then reflected partly in the

falling candidate set reduction.
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4.6 Discussion

This chapter has described a set of experiments designed to evaluate the use of a Hidden

Markov Model in a text recognition system. Two classifiers based on different feature sets

were tested with a number of points resulting from these tests.

The training set of the classifiers was important to the results. When trained over multiple

fonts, the classifier produced many incorrect candidate sets which resulted in incorrect

tagging.
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Chapter 5

THE DIRECTED READING ALGORITHM

5.1 Introduction

This chapter introduces the Directed Reading (DR) algorithm which is designed to control

adaptation when reading off–line single author handwritten documents. The main feature

of the algorithm is a feedback loop where words and letters that are correctly classified dur-

ing one iteration are used to adapt the classifier. Chapter 3 discussed how adaptation could

be considered another source of context. As with all forms of context in handwriting recog-

nition, the aim of utilising the additional sources of information is to increase the number

of words correctly recognised, although this creates additional computational overhead.

The DR algorithm was originally presented by Thomas, Hanlon & Boyle (1990) where

the domain of writing was handprinted computer programs with a Pascal-like structure.

Keywords were restricted to a maximum of three letters and were written in block capit-

als. The system used a multi-layer perceptron to classify words and letters however it was

restricted to being a prototype since the number of words and letters used in the experi-

ments was small and insufficient for any training process. The algorithm described in this

chapter is based on that described by Thomas with changes in the control structure and a

more rigorous method of measuring the classifier results.

This chapter will introduce the idea of adaptive handwriting recognition in the domain

of off-line document recognition and show that adaptation can be considered as a form

of context which can be utilised in a handwriting recognition system. The design of the
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algorithm is then given showing how adaptation can be achieved by reading words at

both the word and letter levels and by iterating over the document image. The notion of

adaptation is then extended to include the unsupervised learning of new words within a

constrained dictionary. The algorithm is then defined and finally approaches to measuring

performance are given which will be used to evaluate the algorithm. Implementation

details of the classifier and the evaluation of the system are given in the following chapters.

The algorithm expliots both whole word and segmented letter recognition to achieve ad-

aptation and learning. Letter recognition is achieved by using a separate Fourier classifier

discussed in the next chapter.

5.2 Adaptive Handwriting Recognition

Adaptive handwriting recognition is defined here to be when the classifier can change the

internal representation of words, letters or graphemes to be closer to the style of writing

on the document being read. Following this adaptation we expect the recognition rate to

improve�. This can be seen in the human reading process, for example consider the piece

of text in Figure 5.1. The writing style is poor and the scanning process for this document

has severely deteriorated the quality of the words and letters. However, once a number

of key words have been recognised it is possible to use the writing style along with other

contextual knowledge to recognise the other words.

In this example we have a single document and the human reader may have to reconsult

words a number of times in order to read the writing. The aim of our adaptive classifier is

to analyse the document and by recognising a proportion of the words, hopefully adapt to

the writing style and consequently classify the remaining words.

This concept of reconsulting parts of a document that are difficult to read is based on ob-

�This definition of adaptive recognition is essentially the same as that of Tappert (1984). His adaptation was

achieved by the writer requesting further training of the classifier, here we intend the classifier to adapt without

such supervision.
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Figure 5.1: A poor quality image of handwriting

servation rather than psychological evidence�. However, Frazier & Rayner (1982) showed

a similar effect with the recognition of garden–path sentences where the reader will re–read

a sentence if the grammatical structure is unusual (for example, when reading the sentence

the horse ran past the barn fell).

Here it is observed that the reader reconsults the words to make sense of the sentence. The

choice of words to reconsult depends upon the readers understanding of the sentence and

the hypotheses being tested by reconsulting the words. This process of reading a word

twice is analogous to the models of reading and context proposed by Hull (1988) and Cohen

(1994).

At the lower level of word recognition rather than word interpretation, the words that have

to be reconsulted are those which have not yet been recognised. By adapting the classifier

to the style of writing in words that have been correctly classified, we aim to recognise the

remaining words. This gives the basic structure of the algorithm, i.e. to recognise as many

words as possible, then to adapt the classifier given the words that have been read and then

reconsult the unclassified words.

The classifier used by Bozinovic & Srihari (1989) was shown to improve when adapted to

�I am not aware of psychological work into the recognition of poor handwriting.
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writing style. Other systems have used adaptive techniques to improve recognition rates.

Verikas, Bachauskene, Vilunas & Skaisgiris (1992) describe an adaptive text recognition sys-

tem which uses a hierarchical method of classification. The aim being to improve recogni-

tion of degraded images of text. However, as well as being restricted to printed characters,

the adaptation only occurs during the training process which is unsuitable if we are to ap-

ply the technique to handwriting recognition where the adaptation would be a continuous

process.

Tappert (1984) and Schomaker et al. (1994) have applied adaptive techniques to the recogni-

tion of on–line handwriting. Tappert’s system used elastic matching techniques for recog-

nising characters (Tappert 1982) where each character had a prototype. The classifier is ini-

tially trained by presenting the writer with a training sequence of words which is entered.

Adaptation occurs when the writer chooses to further train the classifier. In this case, the

writer is prompted to enter more ‘updating text’ which is added to the previous training

data. The increase in performance between trained and updated classifiers is not reported,

although recognition rates for the updated classifier are about 94%.

In this application, adaptation is basically increasing the training set for the classifier. By

prompting the writer to enter more words, the system knows which prototypes to ad-

just. For off–line recognition this prompting is not possible since there is no interaction.

However, we note that this application highlights the use of adaptation to extend the train-

ing of the classifier.

Schomaker et al. (1994) describes an existing on–line recognition system which is author

independent. It is noted that there is much information in an author independent classifier

which is irrelevant when recognising the writing of a single person. Schomaker showed

that by extracting strokes from different writers, the strokes could then be clustered de-

pending upon the writer.
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5.3 Adaptation Through Reading Words and Letters

The algorithm will iterate over a document repeatedly trying to classify words that have

not been resolved. If the classifier were restricted just to recognising whole word shapes,

it would severely restrict the amount of adaptation possible in the classifier. Following the

first iteration, a number of words will have been confidently classified which are then used

to adapt the whole word classifier�. In the following iteration, the remaining unclassified

words are presented to the modified classifier. However, only those words which had

been correctly identified in the first iteration would have been modified in the classifier,

so subsequent iterations would only recognise this subset of words. So we have a situation

where the classifier will only read and adapt words that are successfully classified in the

first iteration.

The solution is to use information from another source, in this case it can either be con-

text or another classifier. If context is used, candidate sets could be reduced until they con-

tained only one word. However, the words that can be used in adaptation would still be

constrained to be those words that have been recognised confidently in the first iteration,

or those that have been inferred through use of contextual constraints. In contrast, if other

words are recognised using a different classifier it would allow different types of words to

be recognised.

The two classifiers could then reinforce each other by each acting as a trainer for the other,

i.e. when the first classifier recognises a word, it is used to adapt the second classifier and

vice-versa. We choose to exploit the two types of word recognition described in Chapter 2;

global recognition of the whole word shape and analytical recognition by segmenting and

classifying the individual letters.

Words that are recognised as whole symbols can be segmented and used to adapt the letter

classifier and words recognised at the letter level can be used to adapt the whole word

classifier. This is controlled by restricting the recognition of the document to one level for

each iteration.
�Assuming that the classifier is not perfect, this set of words is a subset of the whole document.
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As shown in Chapter 2, whole word classifiers are generally constrained to recognise the

words that it has been trained on. In contrast, letter level classifiers are not constrained to

a dictionary since they can (in theory) recognise any sequence of characters. In practice,

letter level classifiers are constrained to recognise words in some dictionary, although that

dictionary may be many thousands of words. Using two classifiers means that the system

has two lexicons, one for the whole word classifier and another far larger lexicon for the

letter level classifier.

If we assume that the valid words for the letter level classifier includes all words in the

whole word classifier, we can now define another feature of the algorithm, that of learning

words at the letter level. The whole word classifier has a lexicon LW while the letter level

classifier can recognise words in the global lexicon LG. When a word is correctly classified

at the letter level it may, or may not be, in the whole word lexicon. If the word is a member

of LW , then that word can be adapted in the whole word classifier. However, if the word

is not in LW , then we can add this new word to the whole word classifier and proceed to

train this word with each new occurrence of it in the text.

To summarise, the use of word and letter classifiers facilitates adaptation of both words and

letters as each classifier teaches the other. It also allows the whole word classifier to learn

new words following recognition at the letter level.

5.4 Incorporating other sources of context

At the end of an iteration, each word will have a candidate set in one of three states :

1. A single unique classification : where only one word has been classified confidently

2. A set of word candidates : where a number of words are confidently classified for a

word image

3. No classification : where no words are confidently classified for the word image

70



Words with a single confident candidate are used for adapting the classifier, while words

with candidate sets are used to generate hypotheses about the sentence. Here, surrounding

contextual information can be used to reorder the words in the candidate sets. The aim of

using context would be to promote the correct word to a sufficiently high probability so that

it could be considered a unique confident classification and subsequently used to adapt the

classifiers.

Context may either reduce or reorder candidate sets. In the DR algorithm, adaptation only

takes place when a single word has been classified, in which case the aim of any contextual

knowledge used by the DR algorithm should be to reduce the candidate set to one word.

Simply reordering the candidate set would not affect the adaptation and so would not alter

classifications in subsequent iterations.

Another point to note is that some contextual methods make hypotheses using two or more

words or candidate sets, here an assumption of independence between the classifications

is made which constrains when the classifier can be adapted. In the original DR algorithm,

words were adapted as soon as they had been correctly classified, however, if this classifier

is adapted in this manner, different words could have candidate sets generated from differ-

ent classifiers. Candidate sets could then be dependent on earlier classifications during the

same iteration. Because of this, all adaptation is done after context has been used meaning

that all classifications (and hence all candidate sets) were made with one classifier.

5.5 The Directed Reading Algorithm

Figure 5.2 below gives the Directed Reading algorithm.

The algorithm starts by looking at whole words (line 1) and then iterates over a

classify (line 2.1) / context (2.2) / adapt (2.3)

loop until as many words as possible have been read.

71



1

2

2.1

2.2

2.3

2.3.1

2.3.2

2.3.3

2.4

2.4.1

2.4.2

3

use whole word images to adapt word classifier

use segmented letter images to adapt letter classifier

recognition level = whole words

repeat

until (no more classifications at word level

and no classifications at letter level)

classify all unknown words at current recognition level

apply contextual constraints on candidate sets

if (any new unique classifications) then

endif

if (need to change recognition level) then

endif

toggle recognition level

Figure 5.2: The Directed Reading Algorithm

The choice for changing the level of classification is done following adaptation. If words

have been classified then the letter and word classifiers will have been adapted in step 2.3.

In this case, the new classifiers are used to recognise the words at the same level. If no words

were recognised then the level of classification is changed.

Termination of the algorithm occurs when there have been no classifications at either the

word or letter levels. In this case, no adaptation has taken place and the classifiers remain

unchanged. In this case the classifiers will remain unchanged over subsequent iterations

and no more words will be recognised. As soon as this situation occurs, the algorithm

terminates.

5.6 Merging results from word and letter classifiers

The problem of combining classifier results is an important consideration as more systems

use multiple classifiers when recognising writing. Different approaches include Ho, Hull

& Srihari (1994) who merge results depending upon the classifier itself and Fairhurst &
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Cowley (1993) who pipeline character classifiers.

There are three different types of candidate set that can be generated from the two clas-

sifiers used in the DR algorithm resulting in nine possible combinations of candidate set,

unique classification or no classification. Since the candidate sets generated at the word

level would be of a different nature to the candidate sets generated from letter level classi-

fication, a statistical analysis of the classification results would be necessary before choosing

a combination scheme.

However, it must be noted that any combination scheme would only be useful if it reduced

the overall number of words in the candidate sets; and unless used in conjunction with

some other form of context, would only be useful if it reduced the number of candidates to

one. The reason is the same as that for context having to reduce the number of candidates.

If the result of combining the results gives another candidate set, that word will not be used

in adaptation and will be reclassified during the next iteration of the algorithm.

5.7 Evaluating the Algorithm

The aim of using any contextual information is to increase the number of words correctly re-

cognised. In the case of the DR algorithm, increases in recognition rates would be achieved

during successive iterations of the algorithm. So, analysing the effect of the DR algorithm

can only be achieved by measuring the results after each iteration.

As mentioned earlier, the number of words in the global lexicon (LG) and the word classifier

(LW ) determines what kind of learning takes place in the classifier. WhenLG � LW , no new

learning of words can be achieved since the word classifier has been trained on all words.

Increases in the recognition rates would be through adaptation alone.

When the lexicon, LW is a subset of LG, successful recognition causes both adaptation and

possible learning (if the word is unknown and is recognised at the letter level). The effect

of learning (as compared to adaptation) can be gauged by measuring the number of words

recognised at the word level which had not been in the initial word classifier lexicon. In this
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case, the words will have been recognised at the letter level and used to train the whole

word classifier. The whole word classifier could subsequently recognise other words as

symbols.

The aim of evaluating the algorithm is to measure the effects of adaptation and learning at

the end of each iteration. By controlling the words in LG and LW , the effects on each can

be determined.

5.8 Summary

This chapter introduced the design of the Directed Reading (DR) algorithm. It showed that

adaptation could be considered in the same way as other forms of context and that a feed-

back loop implementing context was an extension of other computational models of con-

text. It was then shown how adaptation could be extended by reading words and letters al-

lowing words to be adapted and new words to be learned (within a constrained dictionary).

Before the algorithm was presented in full, the use of other contextual information was dis-

cussed where it was noted that the overall effect of context within the DR algorithm should

be to reduce the candidates rather than reorder them. Similarly the effect of merging whole

words and letter classifications should be to reduce rather than reorder the candidate sets.
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Chapter 6

CLASSIFICATION

6.1 Introduction

The previous chapter described the Directed Reading algorithm. The algorithm iterates

over an image of handwritten text modifying its representation of individual words and

letters as confident classifications are made. This chapter now presents the classifier used

in implementing the algorithm on binary images of handwritten words.

Traditional statistical classification of handwriting relies upon using feature spotting tech-

niques (for example extracting loops, ascenders, descenders and cusps in word images),

however such features are based upon finding invariant features in handwriting and rely-

ing upon their invariance to recognise multi–author writing. In contrast, the DR algorithm

is designed to recognise a single author’s writing, and hence the features that will adapt

cannot be chosen a priori.

Rather than choosing a set of heuristic features to spot in word and letter images, we use

the Discrete Fourier Transform of the word images to generate a feature vector. This chapter

presents the Fourier transform (section 5.2) and describes how O’Hair & Kabrinsky (1991)

used the low harmonics for text recognition (5.3). It then shows how the classifier was

modified to read handwritten words (5.4) and how it was further modified for inclusion

in the DR algorithm by addition of confidence levels (5.5). Finally the classifier is tested in

section 5.6, and the effects of adding new words to the classifier are discussed in section 5.7.

The classifier described in this chapter is used in the DR algorithm for recognition of both
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word and letter images. While the Fourier classifier was used, other classifiers for letter

recognition, such n–tuple classifiers could have been expoited.

6.2 Describing shapes in Fourier Space

The Fourier transform is based on the principle that a signal can be described in terms of a

sequence of simple periodic patterns. The transform itself decomposes the signal into the

periodic patterns while the inverse transform maps the patterns back to the original signal�.

The two–dimensional Fourier transform and it’s inverse are given below :

F �u� v� �
Z

�

��

Z
�

��

f�x� y�e���i�xu�yv	dx dy

f�x� y� �

Z
�

��

Z
�

��

F �u� v�e��i�xu�yv	du dv

The function f�x� y� is a continuous two–dimensional signal, F �u� v� is the harmonic function

with spatial frequencies u and v. When processing images the signal is not continuous and

so the Discrete Fourier Transform (DFT) can be used, i.e. for an image f�m�n� with MxN

pixels :

F �u� v� �
�

MN

M��X
m��

N��X
n��

f�m�n�exp����i�
mu

M
�
nv

N
�	

f�m�n� �
M��X
u��

N��X
v��

F �u� v�exp���i�
mu

M
�
nv

N
�	

There are a number of properties associated with the Fourier transform; however, one of

the most useful properties for pattern recognition is that gross features of the signal can be

described using a small number of low frequency harmonics, i.e. F �u� v�where both u and

v are less than some low value.
�An introduction to the Fourier Transform can be found in Gonzalez & Wintz (1987), along with many other

introductions to image processing.
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The one–dimensional Fourier transform has been used to recognise characters. This is

done by extracting the chain code of the character which can then be converted into a one–

dimensional signal to which the Fourier transform is applied.

Shridhar and Badreldin (1984) showed that the low frequency harmonics can be normalised

so that the transform is invariant to scale translation and rotation. A feature vector can

then be generated by taking 10 – 15 normalised low frequency harmonics and classification

achieved using nearest neighbour techniques.

6.3 Classification of text using 2-D Fourier transforms

As described in the previous section, low Fourier harmonics of a 2D image represent the

gross features of the image. O’Hair and Kabrinsky (O’Hair, 1991) used this principle for

recognition of printed words as whole symbols.

Their algorithm took an image of text and calculated the 2D Fourier transform of the

raw image. From this, variations of low Fourier harmonics were extracted and used to

form a feature vector, which could then be manipulated using standard nearest neighbour

feature space methods. Words were represented by centroids (exemplars) calculated as the

mean position of the training words in feature space, and classification was achieved by

extracting a Fourier feature and finding the closest word exemplar.

O’Hair’s work showed that Fourier features could recognise text with a reasonable amount

of robustness – results for different permutations of harmonics to generate the feature

vector were all above 95% for lexicons of 1000-5000 words�. However these results used

noiseless images of text and the supporting experiments for noisy images only added

random white pixels to images of text rather than also adding random black pixels.

The Fourier classifier was chosen for further development for the following reasons :

�O’Hair tested various feature vector lengths, but found that combinations of feature vectors comprising of

more than 5 harmonics in both horizontal and vertical dimensions gave results higher than 95%.
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1. The classifier treated words as whole symbols rather than splitting the words into

individual letters.

2. Classification was achieved without selective feature extraction. As noted earlier, full

adaptation in a feature spotting classifier can only be achieved if all possible features

are known a priori, in the case of the Fourier classifier, global word shape features are

captured in the low Fourier harmonics.

3. In the basic algorithm described by O’Hair, each word is represented by a single

point in feature space (the centroid). This enabled adaptation of word shapes to be

implemented as moving a single point in feature space. This is described in more

detail in section 5.5.

4. At the time of choosing a classifier for the words, there were few whole word clas-

sifiers in the literature. Those that did exist relied upon feature spotting techniques.

More recent developments using Hidden Markov Models to describe the shape of a

word could possibly solve the problem of holistic classification�.

6.4 Extending the Fourier classifier for handwritten words

This section describes the Fourier classifier used for recognising words and letters in the

DR algorithm. It describes the preprocessing of word images, calculation of centroids and

classification. Experiments to determine the type of normalisation and feature vector size

are also presented; accordingly, the section starts with a description of the training and test

images used while developing the classifier.

6.4.1 Training and test data

The experiments pursued in this chapter were to evaluate the classifier with a lexicon of up

to 1000 words. The lexicon was taken from the LOB corpus (Johansson, 1986) by calculating

�HMM word recognition is reviewed in Chapter 2
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Figure 6.1: Training images of the first four words in the lexicon

the most frequent words and then removing non–words, for example, punctuation was

removed since it was tagged in the corpus as a whole word and digits were also removed.

The most frequent 1000 of the remaining words were extracted and used throughout the

work described in this thesis.

The words were then each written ten times using a black biro on white paper. The pages

were then scanned on a flat–bed scanner at 75 dots per inch (dpi). Each word was segmen-

ted from the images of the pages and each word image was then truthed. The choice of

75dpi was made due to disk space constraints at the start of this work. The common scan-

ning resolution is about 300dpi as used in the CEDAR database of postal addresses (Hull,

1994) and other comparable work in this area (e.g. Senior & Fallside (1993 a)�.

Figure 6.1 shows a sample of the first few words in the training set. During segmentation

of the page images containing the word images, some top and bottom lines were either

corrupted through noise or were not segmented correctly. This software problem meant

that a number of word classes were missing from the final database of word images. Since

the original set of words had been written in one session, it was thought better to use the

words from the original session with a number of words missing rather than write the

missing words and have a set of images written over two sessions. In total 21 word classes

were missed from the training set these were :

all, almost, does, has, later, letters, men, number, or, place, problems, process, produced,

�It is difficult to predict how much the results would change if the experiments were repeated using a higher

scanning resolution
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production, programme, quite, something, their, thought, told, until.

Some of the results in this chapter describe the lexicon being increased from 100 to 1000

words. In these cases, the number of words actually used in the different sections were :

Lexicon size Number of words used
100 96
200 185
300 285
400 385
500 484
600 584
700 683
800 782
900 879
1000 979

Table 6.1: Lexicon sizes in reported experiments

For each word, one word image was used as a test image and the remaining 8 or 9 word

images were used as training images
. The ratio of 9 to 1 training to test images was not

ideal, more images were used for training in order to generalise the classifier as much as

possible. Given a larger database of word images an equal ratio of testing and training

images would have been used.

6.4.2 Image preprocessing

Once the words and letters have been segmented, the images were normalised before the

features were extracted. This process ensures that the images are presented to the feature

extraction process in a uniform manner, thus improving the chance of different instances

of the same word having the same, or similar, feature sets.

The normalisation technique was to scale the word or letter image to a predefined size. A

set of experiments was carried out to determine the best size for the image normalisation.

�Some of the words were written nine times rather than ten and some words were lost in the segmentation

process.
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Three different height and width combinations were tested, these were :

1. Same height and width, with all images scaled into a 48x48 image. This was expected

to give poor results for long words since much of the horizontal information is lost by

shrinking the image along the X axis.

2. Fixed height and width. Here the length of the word image along the X axis was set to

three times the height of the image. All images were normalised into a 48x144 image.

This size was chosen since the average height of the images was 15.92 pixels while the

average length of the images was 44.59 pixels so the normalised size preserved the

average aspect–ratio.

3. Fixed height and variable width. In this case, the length of the image in the X axis was

variable while the height of the image was constrained to be 48 pixels. This meant that

the word image was not corrupted in either the vertical or horizontal directions.

The height of word images was set to 48 pixels when testing the different normalisation

techniques because of the 16x16 low Fourier harmonics extracted later from the Fourier

transform. In the case of narrow words (such as ‘i’ and ‘a’) the normalised word had to be

at least 16 pixels wide for the feature vector to be extracted: making the length three times

the height of the feature vector was found to satisfy this condition.

Figure 6.2 shows the three types of normalisation for the words ‘able’ and ‘government’.

For all three techniques, the word ‘able’ can be recognised; however, the word ‘government’

becomes illegible to the human observer when normalised into a square.

A classifier using 16x16 Fourier harmonics as features and the above three normalisation

techniques were used. Each word was represented by a centroid, calculated as the average

position in feature space of the training feature vectors. Classification was carried out by

finding the single closest centroid to the test word feature vector.

The classifiers were tested on all 979 test words. The results of the different normalisation

techniques were :
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Images normalised to equal height and width

Images normalised to variable aspect-ratio

Images normalised to fixed aspect-ratio

Figure 6.2: Normalised words ‘able’ and ‘government’

Normalisation technique Percentage of words correct
Equal height and width 82%

Width = 3*height 82%
Variable aspect-ratio 80%

Table 6.2: Classification results with different normalisation techniques

The results show that keeping the aspect–ratio the same gives marginally worse results than

normalising into a square or rectangle. One of the problems with normalising a word while

preserving the aspect–ratio comes from the nature of the features being extracted from the

image. Figure 6.3 shows the DFT power spectrum of the words ‘able’ and ‘government’

when the aspect–ratio is preserved. Figure 6.4 shows the extracted feature vectors from

these images. The gross word shape information is in the low harmonics of the transform

(at the centre of the graphs), this information is spread across approximately 400 low

harmonics for the word ‘able’ and across over 900 harmonics for the word ‘government’.

This meant that taking a fixed number of harmonics to generate a feature vector leads to

information being lost for long words.

The aspect–ratio of words tends to be about the same for different instances of the same

word. However it is rarely exactly the same, which means that the X axis information is

different for different instances of the same word.
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Figure 6.3: Discrete Fourier Transforms of ‘able’ and ‘government’

Figure 6.4: Extracted feature vectors of ‘able’ and ‘government’
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It can be seen from Table 6.2 that normalising word images into a fixed size produced the

best results. However, although normalising into a square and a rectangle produced the

same results with this lexicon, larger lexicons would contain longer words which would

become corrupted when normalising into a square image. Since future experiments were

aimed at using larger lexicons, a normalised image where the width was three times the

height was chosen (i.e. 144x48 pixels).

6.4.3 Extracting the Feature vector

As shown in the previous section, once the word or letter image has been normalised, the

Discrete Fourier Transform (DFT) of the image was calculated. The DFT was used rather

than the Fast Fourier Transform (FFT) because the FFT requires the input image to be square

with sides of length �n and the normalised images used were not square. Figure 6.3 showed

the power spectrum of the transforms of the words ‘able’ and ‘government’ in Figure 6.2.

The transforms were normalised so that the low frequency harmonics were in the centre of

the image.

O’Hair showed that the low harmonic Fourier coefficients could be used as feature vectors.

In the previous section the feature vector was chosen to be the 16x16 low frequency har-

monics. A classifier was tested that used the 8x8 low Fourier harmonics rather than 16x16;

it was found that this reduced the correct classification rate by over 3%. The size of the fea-

ture vector therefore remained at 16x16 low Fourier harmonics.

6.4.4 Calculating centroids

Following O’Hair’s classifier, the exemplar for each word was chosen to be the centroid of

the training feature vectors, i.e. the mean position of the feature vectors in feature space.

Since the exemplars are points in Fourier space, the inverse Fourier transform can be taken

giving a visual representation of the average of the training images. This can be seen in

Figure 6.5 where the training images for the word ‘the’ are shown along with the inverse
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Normalised training set Inverse transform of
feature vectors

Inverse transform
of exemplar

Figure 6.5: Training set, Features and exemplar for the word “the”

transform of their feature vectors and the inverse transforms of the exemplar.

The ability to take the inverse transform of the exemplar can be especially useful when

the DR algorithm starts to manipulate the position of exemplars in feature space, since a

modified feature vector can be viewed in image space.

6.5 Classification using Fourier features

The previous sections described how the whole word classifier was used for recognition

of handwritten words. This section further develops the classification of a new word. The

DR algorithm only uses confident classifications to adapt the classifier and so the classifier

must either return a measure of the confidence, or only return confident classifications.
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6.5.1 Confidence levels

When classifying a new word or letter, the feature vector is calculated and the distance from

each exemplar in Euclidean space can be calculated. However we are interested in finding

the closest confident exemplars for a particular exemplar.

The spread of the training points around the exemplar can be measured by calculating the

mean distance of points from the exemplar. So for a set of training points, f�c � f
�
c � ���� f

n
c the

mean Euclidean distance from the exemplar, Ec, is :

�c �
�

n

nX
i��

d�f ic� Ec�

and the variance of the distances is :

�c �
�

n

nX
i��

�d�f ic� Ec�� �c�
�

For an arbitrary training vector, fic from class c, if we define

� �
d�f ic� Ec�� �c

�c

it is found that few training feature vectors have a value of � greater than 2.0. Figure 6.6

shows the frequency distribution of �.

When classifying new words, the value � (the number of standard deviations from the

mean) was used as the confidence measure. Words where � is less than 2.0 were initially

considered confident while those where � was larger than 2.0 were not.

6.5.2 Generating candidate sets

Candidate sets were generated from the set of close and confident centroids with respect to

the unknown feature vector. To determine the effect of the confidence measure, a classifier

was generated with the mean and standard deviation stored for each centroid. Classific-

ation of words was achieved by determining the 10 closest centroids and then removing
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Figure 6.6: Plot of � for all training word images

Number of words 979
Unique and correct 144 15%
Candidate set containing correct word 580 59%
No classification (reject) 72 7%
Unique and incorrect 71 7%
Candidate set not containing correct word 112 12%

Table 6.3: Recognition rates with � � ���

those classes that were not confident. This classifier was then tested on the full lexicon of

979 words. The results are given in Table 6.3.

The DR algorithm will only ever use unique and correct classifications in the adaptation,

so it can be seen that the effective classification results have been significantly reduced

following the introduction of the confidence level. Analysis of the 580 correct candidate

sets showed that the correct word was at the top of 270 candidate sets. This indicated

that there was possibly scope for improvement with a different confidence threshold, so

the experiment was repeated with an increasing confidence measure, from ��w� 	 ��� to

��w� 	 ��� in steps of 0.5.
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Figure 6.7: Results for increasing confidence threshold

Figure 6.7 shows the classification results with an increasing confidence threshold. As the

confidence threshold increases the main features of the graph are :

1. The percentage of words with no classification drops,

2. The percentage of candidate sets containing the correct word increases, and

3. The percentage of words with a single classification peaks at � � ���.

The aim of choosing the confidence threshold was to maximise the number of correct clas-

sifications and minimise the error rate, i.e. reduce the number of classifications resulting

in a unique incorrect result or a candidate set that does not contain the correct word. From

this, a new confidence threshold of � � ��� was chosen.
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6.6 Evaluating the Fourier classifier

This section describes experiments evaluating the performance of the Fourier classifier

under two different training conditions. In the first, the classifier was trained with all

but one of the training images. The remaining image for each word was used to test the

classifier. So in the first case, the classifier had been trained and tested with words from the

same lexicon.

It was also necessary to measure the classifier’s performance when presented with words

that were not in the classifier lexicon, since the DR algorithm can have a global lexicon

larger than the word classifier lexicon. In the second set of experiments, the classifier is

trained on one set of words and tested with a different set of words.

6.6.1 Experiment One

The first set of experiments measured the classifier performance when it had been trained

on all words in the test set. In this case, the classification performance is being measured.

As in the experiments in the previous section, nine word images were used for training and

the remaining image was used in the test set, also the same three sets of results are of interest

:

� When no classification is made,

� Unique classifications (correct and incorrect), since this is an indication of the words

that the DR algorithm would use in the adaptation

� Candidate set classifications (correct and incorrect). Measuring the number of candid-

ate shows where other sources of contextual information could be utilised to increase

the number of correct classifications by reducing the candidate set size.

The classifier was tested with a lexicon of the most frequent 100 words in the LOB corpus.

This was then increased in steps of 100 words and finally tested with a lexicon of 1000
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Figure 6.8: Results for increasing lexicon

words. The increasing lexicon was to determine the any trends in the results as the lexicon

increased.

The results are shown in Figure 6.8. Note that the results when the lexicon is 1000 words is

the same as those in the previous section when � was 1.0; in this case, the experiment was

being run with the same parameters as here.

It can be seen that as the lexicon increases, the number of words with no classification drops

from 53% to 38%, this is reflected by an increase in both the percentage of words containing

the correct word (from 4% to 14%) and an increase in unique misclassifications (from 3% to

7%). The remaining 1% change is reflected in the increase of candidate sets not containing

the correct candidate word (increasing from 2% to 3%).

These results are surprising because the percentage of unique and correct classifications are

essentially constant : increasing from 36.8% with 100 words to 39.8% at 500 words and back

to 37.2% for 1000 words. It is difficult to predict if this behaviour will continue for a further

increasing lexicon. However it is likely that the number of words with no classification will

continue to fall and the number of candidate sets containing the correct word will continue
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to increase. So for larger lexicons, the use of further contextual processing to reduce the

candidate sets would be necessary. For those words classified with a candidate set, the

number of words in the candidate set was on average 2.2 words for the 100 word lexicon

and 2.3 words for the 1000 word lexicon.

6.6.2 Experiment Two

We are also interested in the performance of the classifier when the word is not in the word

classifier lexicon. This is because the DR algorithm lets the global lexicon be larger than the

word level lexicon so that new words can be learned. In this case, the whole word classifier

must be able to reject words that are not in the classifier lexicon. This second measure of the

classifier was designed to measure how well it rejected words that were not in the whole

word lexicon.

In order to measure this, 100 random words were extracted from the lexicon as test words

and the remaining words used for training. The classifier was then trained on increasing

subsets of the remaining words and the results were recorded from these. The number of

test words was kept constant so that the results could be compared as the training lexicon

increased. Since the random 100 words were not being used to train the classifier, all the

training images for these words were used to test the classifier (around 9 images per word).

So in these experiments, the classifier was tested on 900 word images for each lexicon size.

The training and test words were chosen randomly from the lexicon so that different word

types (particularly the word lengths) was distributed over the testing and training set. This

is necessary since frequent words are, on average, shorter than the less frequent words.

The results of this experiment are reported in terms of rejections, unique classifications

and candidate sets. However, the most important result to consider is the percentage of

words that are uniquely classified since these represent confident classifications when there

should be none.

Figure 6.9 shows the results of the classifier with the increasing lexicon. Notice that the
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Figure 6.9: Classifier performance when tested with unknown words

training lexicon increases from 100 to 900 words since the remaining words were used for

testing the classifier.

The results show that as the lexicon increases, the number of words rejected drops from

96% to 74%. Many of the misclassified words are unique (20% for 900 words), this error rate

is important because it means that (in this case) one in five words would be misclassified

and then used to adapt the classifier. In order to rectify this, a different approach to the

confidence threshold could be applied or extra contextual information could be used to

reduce the number of incorrectly classified words.

The remaining misclassifications are where a candidate set has been generated. These

errors would not affect the DR algorithm directly; however, they would most likely cause

an error in some other context processing where the candidate sets are used to generate

word hypotheses.
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6.7 Adaptation of Centroids

Chapter 5 showed how the DR algorithm uses confidently classified words and letters to

adapt the internal representation of those words and letters, while this chapter has shown

how the classifier represents words and letters using the 2 dimensional Fourier transform.

We now consider the effect of adaptation on the centroids and the measure of confidence.

When a new word is added to the classifier, either as a previously unseen word or to modify

an existing word shape, the centroid, mean and standard deviation need to be recalculated.

As shown before, for a word or letter, w, there is a set of n training images from which the

feature sets have been extracted, fi�w� � �f�� f����fj�. The exemplar

E�w� �
nX
i��

f i�w�

n

represents the shape of w.

When a new instance of w is added to the classifier, the centroid is modified by finding the

new average of the training points.

If the new feature vector is fn��, the new exemplar is : E��w� �
�E�w	�n	�fn���w	

n��

The effect of this is to shift the exemplar from the old mean of feature points to a new mean.

If the classification has been incorrect then the effect is to move the exemplar away from the

true centroid. Figure 6.10 shows the shifting effect of adding a new point in feature space.

One issue that arises when calculating the position of the new centroid is how many of the

training points should be used. The DR algorithm is meant to adapt to the shape of the

words currently being written however, if all training images are used it will still partly

represent the old word shape. The centroid can be forced to represent the most recent

images of a word by calculating the exemplar from a fixed number of previous feature

vectors, thus representing a moving average of a possibly evolving style.

The equation for calculating the modified exemplar suggests also that this can be calculated

without storing all the previous training features. If old feature vectors are to be removed
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Figure 6.10: Adapting the position of the centroid

as new features are added then only the previous n feature vectors have to be stored for

each word and letter exemplar.

Since the mean and the standard deviation of the distance of training points to the centroid

are used to calculate the confidence measure, all the feature vectors used to calculate the

current centroid have to be stored.

The effect of changing the number of feature vectors used to calculate the centroid is

considered in the following chapter.

6.7.1 Effect of adaptation on the confidence measure

Figure 6.10 shows the movement of the centroid following the addition of a new feature

vector (where this is shown in two dimensions). Depending upon the position of the

new feature vector, the mean and standard deviation will either increase or decrease. If

the distance between the new feature vector f and the centroid is less than the old mean

distance, i.e. ��f� 	 �, then the mean will decrease. Similarly, if ��f� 
 �, the mean will

increase. Since the confidence measure is a function of the mean and standard deviation,
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Figure 6.11: Confidence changes following addition of two feature vectors

increasing the mean will increase the cluster size for that word and so potentially increase

the number of words that could be included in that cluster. Figure 6.11 shows the addition

of two new feature vectors to a particular cluster. This addition increases the size of the

cluster since the mean and the standard deviation have both increased and although the

exemplar is a better representation of the word shape, many more words could be classified

as confident in this cluster due to the increase in size.

If the number of feature vectors used to adapt a word is fixed, (and the writing style of the

test data is different to that in the training data) then the mean distance of training points

around the centroid is expected to increase and then decrease. It would increase as the

centroid moves to a new position and then decrease as its new position in feature space

is reinforced by similar feature vectors being added to the cluster.

If the writing style of the test data was the same as the training data, the exemplars would

not be expected to move much and consequently there would be little change in the mean.

This change of the mean and standard deviation is important to the DR algorithm since

words that are classified at the word level will always be within 1.0 standard deviations of

the mean, since these are the only confident words. However, when words are classified

at the letter level, the whole word feature could potentially be anywhere in feature space,

significantly altering the mean and standard deviation.
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6.8 Summary

This chapter has introduced the Fourier classifier proposed for the Directed Reading al-

gorithm. The basic classifier used by O’Hair and Kabrinsky was described and then modi-

fied for use with handwritten words. Modification of the classifier involved finding a suit-

able image normalisation size and determining how large the feature vector should be.

Once the classifier had been designed it was tested on a set of 985 handwritten words.

Words were classified by finding the nearest word centroid in feature space. The results

of this produced classification rates of up to 83%. These results are comparable with other

whole word classifiers (described in Chapter 2) while being far simpler in design.

A measure of confidence measured in relation to the spread of training points around the

word centroid was then associated with classifications so that they could be used in the DR

algorithm. By using the confidence measure in the classifier, the number of words being

misclassified was reduced at the expense of reducing the number of classifications that were

correctly (and uniquely) classified. If more than one word was confident, a candidate set

of words was generated which could be used with other types of contextual information.

Finally, the classifier was tested with an increasing lexicon to determine the recognition

performance when the classifier had been trained on all the words, and when the classifier

was trained on different words. These showed that with this set of word images, (single

author, written in one session) the classifier performed well, with an error rate of 10% and

rejection rate of 38% on a lexicon of 1000 words.
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Chapter 7

EXPERIMENTAL EVALUATION OF DIRECTED READING

The previous two chapters have described the Directed Reading algorithm and the classifier

proposed for implementing it. This chapter now describes the implementation of the DR

algorithm and the experiments used to evaluate it.

7.1 Objective of the Experiments

As with evaluating other sources of context, the main question when testing the DR al-

gorithm is “by how much does the DR algorithm improve the recognition performance

compared to the classifier in isolation?”

The basic measure of performance used in the systems described in Chapter 2 was the per-

centage of words correctly classified. For the DR algorithm, improvement in performance

can be measured as the increase in the number of words classified correctly following each

iteration of the algorithm.

Given that improvement in the DR algorithm can be attributed to adaptation to known

words and learning of new words, two sets of experiments were proposed: the first to

measure adaptation of known words and the second to measure new word learning. These

could be implemented as testing the classifier using two extremes of training. In the first

case, the whole word classifier is trained on all words that could be presented to it and

adaptation comes from recognition at both the word and letter levels. When measuring

learning, the letter classifier is trained and the word classifier is left untrained, i.e. no words
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can be read as whole words in the first iteration. Learning in the classifier can be measured

by the number of words read as whole words in subsequent iterations.

A final set of experiments was performed with a small amount of word–level training to

evaluate the effect of training the word classifier on a small number of frequent words.

7.2 Implementation Details

7.2.1 Introduction

The classifier was written in C++ on a Silicon Graphics Indigo workstation using the Khoros

image processing library (Konstantinides & Rasure 1994) to implement the image pro-

cessing routines, and the NAG mathematical library for the Discrete Fourier Transform

function.

Since the DFT was computationally expensive, the feature vectors for all the training and

testing words were extracted once and stored separately. Similarly, the test words were pre-

segmented into letters and the extracted feature vectors were stored on disk. The aim of this

pre-processing was to avoid re-calculating the Fourier transform during repeated testing

of the algorithm. The images and feature vectors were stored without any modification or

intervention.

During a test of the algorithm, all word and letter exemplars were loaded into memory,

making the procedure rather large when running with a large classifier lexicon. In practice,

a lexicon of 1000 words would fit into memory with a test set of approximately 600 words. If

the parameters were larger than this, then the program would quickly run out of memory

once adaptation started to take place, when new exemplars and old training vectors are

loaded in. The memory restraints could be removed if only relevant exemplars and patterns

were loaded at any one time.
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Lexicon size Number of words Number of words
oversegmented undersegmented

100 1 (0.7%) 17 (12%)
200 19 (4%) 36 (9%)
300 1 (0.2%) 21 (4%)
400 4 (1%) 12 (3%)
500 8 (1%) 27 (5%)
600 4 (1%) 24 (5%)
700 5 (1%) 21 (4%)
800 5 (1%) 28 (6%)
900 5 (1%) 25 (5%)
1000 12 (2%) 29 (5%)

Table 7.1: Percentage of under and over segmented words

7.2.2 Letter segmentation

Word images were stored as binary images and for the purpose of the experiments de-

scribed in this report, the words were assumed to be discrete handprinted words, i.e. there

is a white space between each character.

Segmentation of characters in the image was therefore implemented by labelling discrete

regions in the word image and then extracting these as the segmented characters. The only

additional rule in the segmentation process was to associate ‘i’ and ‘j’ dots with the body

of the character. If a dot was found, then close segmented characters were checked to see

if they were possible ‘i’ or ‘j’ bodies.

This segmentation process does not take account of merged characters (or segmented char-

acters) due to a poor choice of threshold during the binarisation process. Due to this, there

were a number of mis-segmented words presented to the classifier. The percentage of mis-

segmented words is given in Table 7.1.

The table shows that the overall error introduced by taking the simple segmentation ap-

proach introduces a small error. The larger number of words undersegmented reflects the

fact that some of the words had letters joined, either by the author or through merging in-

troduced in thresholding.
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7.2.3 Further rules introduced into the DR algorithm

The algorithm described in Chapter 5 does not contain any rules for error correction or

error prevention. The table in the previous section showed that there would be at least one

source of error that could be predicted, i.e. that the number of segmented characters may

be incorrect.

Should one of these words be classified correctly at the word level, then the word would be

incorrectly split into letters and then the incorrect letters would be used to adapt the letter

exemplars. This was prevented by comparing the number of segmented letters against the

chosen word of the classifier. If these counts were the same it was taken as evidence that

the letter segmentation was successful and the letters were used to adapt the exemplars. If

the numbers did not match, the letters were not used in adapting the classifier, however,

the word classification was taken to be correct since the source of error was assumed to be

in the segmentation routine and not the classifier.

If a badly segmented word is classified at the letter level, then there is no other source of

evidence to compare the segmentation results with. In this case, there is no method of

recovering from the error and images of the letters and of the whole word are used in the

adaptation.

However, it was found that this simple check of segmented letter count against expected let-

ter count meant that errors caused by misclassified words were prevented from propagat-

ing through the classifier. For example, if the word ‘dog’ were classified at the whole word

level as ‘clog’ the number of segmented letters (3 in dog) would not (hopefully) match the

number of expected letters (4 in clog) and the adaptation would be avoided.

7.3 Experiment description

The experiments were intended to measure adaptation and learning, however the data

used in measuring these two aspects of the algorithm and the approach were basically
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the same. As in the previous chapter, all experiments were carried out by running the

algorithm ten times with an increasing lexicon, the aim of this being to determine any trends

over the increasing lexicon.

The design of the algorithm meant the classifier was modified at the end of each iteration;

enabling the results of the classifier to be measured at the end of each iteration

7.3.1 Training and test data

The lexicon used for these experiments was the same as described in the previous chapter

(and listed in Appendix A), i.e. the lexicon was taken from the most frequent words in the

LOB corpus, and was split into subsets of increasing size.

In contrast, the test data was a set of sentences chosen from the LOB corpus (listed in

Appendix B). The sentences were selected so that they contained only words in the current

lexicon. Since there were ten test lexicons, there were ten sets of test sentences. The reason

for choosing sentences rather than some random (or selected) set of words was that these

experiments followed from the syntax experiments described in Hanlon & Boyle (1992 b).

Another constraint on the type of sentence chosen from the corpus was that the sentences

all contained a single clause. This was to avoid problems with locating and identifying

punctuation in the word image. At 75dpi, a couple of noisy pixels can look very similar to

a punctuation mark, for example, a full–stop or colon. By choosing single clause sentences

this problem was avoided, however it meant that the structure of sentences and the words

in the chosen sentences were constrained.

Following the description of the algorithm, the classifier lexicon LW is a subset of the global

lexiconLG. As mentioned in Chapter 5, when the classifier lexicon is smaller than the global

lexicon, there will be words to be classified which have not been trained as whole words.

In this case the classifier is expected to read the new words at the letter level and add a

word exemplar to the whole word classifier. If the classifier has been trained with all the

words in the global lexicon, then the adaptation is restricted to the movement of exemplars
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in feature space. In this case the improvement in successive iterations is based solely on the

movement of exemplars and is used as a measure of possible adaptation in the classifier.

If we consider the DR algorithm and the Fourier classifier, we see that in order to learn a

new word, the word has to have been classified twice (in order to estimate the variance for

the confidence measure). In order to measure this learning, the word must appear in the

test set at least three times in order to register a whole word classification. Similarly, whole

word adaptation can only be measured if there is at least two instances of a word in the test

set. The first used to adapt the whole word classifier (this can be recognised at either the

word or letter level) and the second which would be recognised at the word level.

If the distribution of words in the test sentences is examined, we find that there is a small

number of highly frequent words and a large number of low frequency words (when

plotted this produces the standard Zipf curve). Given this distribution, we are interested

in the potential for learning and adaptation in the test data.

We can define the potential for learning to be the number of words that occur frequently

enough to allow initial recognition at the letter level and then subsequent recognition at

the word level; that is, all words that occur three or more times. Similarly, the potential

for word level adaptation can be measured as the number of words that appear more than

once.

Table 7.2 lists the potential for adaptation and learning for each test set, i.e. different lexicon

sizes. Potential for adaptation and learning is split into three columns: the first, classes is the

number of different words that appear a sufficient number of times; the second column,

words gives the total frequency of the words that could be adapted or learned. The final

column coverage represents the maximum possible improvement that could be achieved

with either the adaptation or learning. For adaptation this is calculated as the total word

frequency minus the number of different word classes (i.e. the number of words that would

have to be recognised in order to adapt the whole word classifier) which is divided by the

number of words in the test set.

Before a word can be learned, it has to be classified twice at the letter level. In this case, the
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Lexicon Number Adaptation Learning
Size of words Classes Words Coverage Classes Words Coverage
100 142 26 119 (65%) 18 103 (47%)
200 465 100 424 (70%) 63 350 (48%)
300 486 101 419 (65%) 59 335 (45%)
400 356 72 260 (53%) 38 192 (33%)
500 592 109 469 (61%) 54 359 (42%)
600 498 93 372 (56%) 54 294 (37%)
700 499 83 365 (57%) 46 291 (40%)
800 481 92 358 (55%) 51 276 (36%)
900 456 91 325 (51%) 38 219 (31%)
1000 570 101 407 (54%) 52 309 (36%)

Table 7.2: Potential for adaptation and learning improvement with test data

coverage for the learning is calculated as the total word frequency minus twice the number

of different word classes divided by the total number of words.

It follows from the implementation of adaptation and learning that more words can be po-

tentially recognised due to adaptation than through learning. However, the table shows

that over 50% of the words in each of the test sets have the potential of being classified fol-

lowing adaptation. Similarly, on average 40% of the words in the test sets can be recognised

following learning. Note that the set of words that could be classified following learning is

a subset of those words that could be classified following adaptation. However, this shows

that the distribution of words in the test sentences should facilitate some learning and ad-

aptation.

7.4 Training and testing images

As described above, the experiments used the same lexicon and subsets of the lexicon as in

the experiments in the previous chapter. This meant that the word images used to test the

classifier in the previous chapter could be used in the experiments in this chapter.

The set of test words were the same as the experiments described in Chapter 4, i.e. all the
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training set test set

Figure 7.1: Training words ’the’ and test words ’the’

sentences in the LOB corpus containing words in the constrained lexicon. Test word images

were generated using the same process as the training words described in Chapter 6.

One difference between the training set and the test set was that the test words had been

written more carefully with particular attention to the gaps between the words. Along with

this, the words were written about three months after the training set had been written.

This meant that the test set of images appeared quite different to the training set of images,

as shown in Figure 7.1. This difference to the human observer means two things, firstly

that the test words would be in a different style to those in the training set. This was not

intended during the writing session, but later became apparent. Also, the extracted feature

vectors could be statistically different to those in the training set, i.e. they would cluster

in a different area in feature space. Again this is not convenient when testing the classifier

performance, but is useful when testing the adaptive features of the classifier.

7.5 Measuring adaptation of known words

7.5.1 Experiment Description

The first set of experiments carried out measured the amount of adaptation achieved after

each iteration. In this case the classifier was trained on each word that could appear in

the test sentences. The changes in classification rates after each iteration could then be

attributed to the classifier adapting to the style of the words in the test sentences.
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Figure 7.2: Adaptation results for lexicon of 1000 words

As mentioned earlier, the experiments were run ten times. For each different lexicon size,

the classifier was tested on a different set of test sentences.

7.5.2 Results

The graph in Figure 7.2 shows the results for the experiment when run with a test and

training set of 1000 words. The results for lexicons of 100 – 900 words showed the same

pattern of results as in the graph for 1000 words.

Following the second iteration, both the word and letter classifiers have attempted to recog-

nise the words. Following this, all changes in performance can be attributed to adaptation

in the classifier.

The DR algorithm as implemented here, did not re–classify a word once it has been recog-

nised (either correctly or not). This meant that the number of words recognised after each

iteration would increase monotonically. The overall change in performance could then be

calculated as the difference between the results after the algorithm had completed and the
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lexicon word word letter letter cand set cand set no class
size correct incorrect correct incorrect correct incorrect
100 0.00 0.00 2.11 0.70 -2.11 0.00 -0.70
200 1.54 2.63 3.95 1.75 -4.82 -0.22 -4.82
300 0.41 4.12 4.94 0.41 -4.12 -2.06 -3.70
400 1.69 0.85 3.95 0.00 -4.80 -1.13 -0.56
500 1.88 2.05 5.46 0.34 -4.61 -2.56 -2.56
600 1.44 1.85 2.67 0.41 -4.11 -0.41 -1.85
700 2.40 0.80 3.61 0.60 -4.01 -0.80 -2.61
800 1.25 2.29 3.74 0.83 -3.53 -2.29 -2.29
900 2.85 1.75 3.73 0.44 -6.36 -2.19 -0.22
1000 2.81 1.75 4.91 0.88 -6.67 -1.05 -2.63

Table 7.3: Performance change when LW � LG (measured in %)

results after the second iteration�. The change in performance for all lexicon sizes given in

Table 7.3.

This table shows two sets of interesting results. The first, that more words are recognised

at the letter level following adaptation rather than at the word level, and secondly, that this

reduction appears to be from recognising words previously in the candidate sets rather than

reducing the number of rejected words. The second point can be seen by comparing the

high percentage reduction for correct candidates and the low reduction in rejections. The

small reduction of rejected words was mainly through recognition at the letter level. For

example, with a lexicon of 1000 words (570 test words), 196 words were rejected after the

two iterations. Of those rejected words only 12 were later recognised : one (incorrectly) at

the word level and 5 correct, 3 incorrect and 3 candidate sets (containing the correct word).

The first result was more words are later read at the letter level than at the word level

through adaptation; on average, correct recognition at the word level increased by 1.6%

while correct recognition at the letter level increased by 3.9%. One reason for this is that

there are few letter classes compared to the relatively larger number of sparsely distributed

�In retrospect, it would have been better to adapt the classifier after both word and letter recognition since

the letter classifier is modified immediately after word recognition, so the results of the letter classifierare from

a modified classifier
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word classes in the experiments. When a letter is adapted, it could have an effect on many

words containing that letter. In contrast, when a whole word is adapted, this only has an

effect when another instance of that word is subject to classification.

Another point about these results is that the increase in recognition comes from a reduc-

tion in the number of candidate sets rather than a reduction in the rejections (no class). This

means that despite the adaptation, there remains a large number of words remaining un-

classified (for example, about 30% in Figure 7.2).

When the misclassifications following the last iteration were examined, it was found that

31 of the 85 mistakes were due to the classifier choosing the word ‘with’; these 31 mistakes

were distributed over 24 different words. These errors were mainly due to errors in the first

iteration where 25 words were mistaken for the word ‘with’. However, propagation of these

errors was avoided since only 7 of the erroneous words were four letters long. When the

initial mean and variance were checked for the word ‘with’ it was found to have a higher

confidence threshold than all other words, i.e. the sum of the mean and variance was higher

for the word ‘with’ than for all other words. A high variance in the training set for the word

was found to have caused this. Such empirical evidence can be used to pinpoint words and

perhaps letters where a more specific ‘special–case’ classifier could be exploited. In this way

words that are likely to cause an error can be predetermined and recognised with their own

special–case classifier.

Figure 7.2 shows that a high proportion of the candidate sets contained the correct word.

This is encouraging since the proportion of candidate sets represents the scope for other

sources of context to contribute information. When looking at the candidate set sizes, it was

found that after two iterations of the algorithm the average candidate set size was 2.9 words

and when the algorithm had completed, the average candidate set size was 3.1 words. This

shows that after adaptation the overall sizes of clusters has grown to accommodate more

words as predicted in the previous chapter. The candidate set sizes lay between 2 and

5 words at the start of the algorithm, while at the end of the algorithm one word had a

candidate set size of 6 words and another, a candidate set of 14 words which accounted

for much of the increase in size.
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7.6 Measuring classifier learning

7.6.1 Introduction

The previous experiment showed that there was some adaptation taking place as the al-

gorithm iterated. The following experiments were to measure if any learning had taken

place.

The classifier learns a new word when it has been recognised at the letter level and is

subsequently used to train the whole word classifier. This can only happen when the

whole word lexicon is smaller than the global lexicon. It follows that as the difference

between the two lexicons increases, the number of new words that can be added to the

whole word classifier (i.e. the scope for learning) increases. It would be possible to test

every combination of global lexicon size against different whole word lexicons to determine

the effect of changing this scope for learning. However, the aim of these experiments was to

determine if any learning took place and to measure how much; this was tested by running

experiments with an increasing global lexicon (as before) each with two different sizes of

whole word lexicon :

� Whole word lexicon = empty : In this case the classifier is only trained on letters.

During the first iteration, the words can only be recognised at the letter iteration. If

any words have been recognised these will be used to adapt both the word and letter

classifiers. Any whole words that are subsequently recognised have been learned

solely from the letter classifications.

� Whole word lexicon = 100 words : Another set of experiments was carried out to

examine the effect of a small initial word lexicon. In this case, the lexicon was the most

frequent 100 words. During the first iterations, words are recognised at the word and

letter levels and adaptation should take place. Recognition of whole words not in the

initial word lexicon can then be measured.
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Figure 7.3: Results for empty initial whole word lexicon

7.6.2 Results for empty whole word lexicon

Figure 7.3 shows a graph of the results when the classifier was tested with words from the

lexicon of 900 words. The results for the classifier when tested with sentences with lexicons

of 100 to 700 words were similar and are tabulated later; the results when the lexicon was

800 words were quite different and are also described later, while the results for training on

1000 words were not obtained due to memory constraints on the machines used to test the

classifier.

The results show that much of the adaptation occurs at the letter level, increasing the

performance in reading words at that level by 9%. However, we were interested in the

number of words correctly classified as whole words : about 2% of words are recognised

correctly at the word level, and by the fifth iteration this was matched with about 2%

of words being misclassified at the word level. In the test set of 456 words (lexicon size

900 words), this represented 10 words being classified correctly and 9 words incorrectly

as whole words. The 10 words classified correctly were the words ‘of’ (seven times), ‘in’

(twice) and ‘is’ (once) while the words misclassified were the words ‘been’ (seven times)
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and ‘at’ (twice).

It was found that the average percentage of words correctly classified because of learning

was 2.0% while the average percentage of words misclassified through learning was 0.4%.

This showed that some learning had taken place and that correct words had subsequently

been classified as whole words. If we consider this in terms of the potential for learning (in

Table 7.2) we see that only a few of the words have been learned. So, for example, when

the lexicon was 900 words, the number of potential new words that could be learned was

52; however we see that only three words (of, in, is) were learned.

These results show that relatively short words are likely to be learned at the whole word

level. The words learned and later correctly used for classification in all experiments

reported in this section are given in Table 7.4.

Frequency Word Frequency Word
25 it 1 they
14 to 1 talk
14 of 1 opened
9 he 1 on
7 is 1 have
4 in 1 good
3 that 1 gone
2 this 1 coming
1 true 1 better

Table 7.4: Whole words learned and subsequently used for classification

It is not surprising that there is a tendency to learn shorter words and later classify them. In

the first case, shorter words are more likely to be recognised at the letter level than longer

words, for example, if the probability of a letter being classified correctly is 0.9, then the

probability of a two letter word being classified becomes ���� � ���� and the probability

of a four letter word being classified is ���� � ����. So the probability of recognising a

longer word at the letter level is lower than that of a shorter word. Secondly, the choice of

test data, i.e. the sentences listed in Appendix B, meant that short function words appeared

many times and longer words appeared infrequently. This meant that a higher proportion
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of short words were used to adapt the classifier than long words.

As before, the results for the increasing global lexicon sizes are listed in Table 7.5. Note

that the tabulated results show the difference in performance between the second and last

iterations of the algorithm, to show what effect the algorithm has on performance.

lexicon word word letter letter cand set cand set no class
size correct incorrect correct incorrect correct incorrect
100 0.70 0.70 4.93 2.11 -4.93 -0.70 -2.82
200 2.63 0.00 2.85 1.32 -3.51 -1.10 -2.19
300 1.85 0.21 5.97 1.03 -5.14 -1.44 -2.47
400 2.54 0.85 4.80 0.56 -4.24 -0.85 -3.67
500 3.92 0.85 8.19 0.85 -6.48 -1.02 -6.31
600 1.03 0.00 6.37 0.62 -2.05 -0.62 -5.34
700 3.01 0.00 7.21 0.60 -5.21 -1.00 -4.61
800 0.83 24.12 5.41 2.08 -8.94 -0.42 -23.08
900 2.19 1.97 8.77 0.44 -5.04 -0.44 -7.89

Table 7.5: Performance change with empty initial whole word lexicon

It can also be seen from the table that the results for a global lexicon of 800 words does not

follow the trend of the other results. This can be seen particularly in the large increase in

words incorrectly classified at the whole word level. Figure 7.4 shows the results following

each iteration of the algorithm when run with a global lexicon of 800 words.

The first point to note is the large number of iterations. While the average number of

iterations for all other experiments was 10 (and never more than 16), here the number of

iterations is 30. Also, by the tenth iteration, the results for letter level classification (correct

and incorrect) became stable and the results for correct whole word were stable. The reason

for the many iterations is the incorrect word level classifications. The graph shows the

misclassifications steadily increasing over many iterations.

This is a good example of a small error being propagated into a larger global error. In the

second iteration (letter level) the words ‘it’ and ‘an’ were misclassified as ‘at’ and used to

adapt the whole word exemplar for the word ‘at’. Following this, the next iteration showed

a large number of words misclassified at the word level; usually the overall increase in
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Figure 7.4: Results : empty classifier lexicon, global lexicon = 800 words

whole word misclassifications was less than 1%, here in one iteration it had increased by

over 7%. All of these words were misclassified as the word ‘at’. Many of these words

were two letter words so both the misclassified words and letters were used to modify the

classifier causing the error to propagate. By the time the algorithm had completed, all the

erroneous words had been classified as the word ‘at’.

Although this happened once in thirty runs of the experiments, it shows that using the con-

fidence of a classification in isolation does not give a suitable measure of the effect of adding

an exemplar to the classifier. Instead of making the decision about adding a word to the

classifier using only a measure of the clusters size, a wider source of information could be

used (e.g. the relative position of neighbouring clusters). For example, if the cluster over-

lap between words was to increase with the addition of a new word it could be penalised;

or addition of words could be accepted only if it did not decrease the performance of the

classifier on words that it had already been trained on. Changing the decision criteria for

adding a word to the classifier could be an important factor in the DR algorithm, however

it was not considered further in this piece of work.
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Figure 7.5: Results when initial whole word lexicon = 100 words

7.6.3 Results when word lexicon = 100 words

The above set of experiments was repeated with an initial word lexicon of 100 words

(compared to an empty initial lexicon). The experiments were run with an increasing

lexicon of 100 to 1000 words, the results for the global lexicon of 900 words is given in

Figure 7.5. The results for the other experiments are tabulated later, however the results

in Figure 7.5 can be compared to those in Figure 7.3 (when the word lexicon was empty).

The percentage of words being classified at the whole word level was (predictably) higher

than in the previous set of experiments, however it can be seen that the percentage of

misclassified whole words is higher than the percentage of correct whole words. The

increase in the whole word recognition was marginal, about 0.5% increase in correctly

classified whole words and about a 1% increase in incorrectly classified whole words.

The difference in results after the second iteration and the final iteration of the algorithm is

given in Table 7.6.
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lexicon word word letter letter cand set cand set no class
size correct incorrect correct incorrect correct incorrect
100 0.00 0.00 2.11 0.70 -2.11 0.00 -0.70
200 0.66 1.54 4.61 2.19 -4.17 -1.10 -3.73
300 1.44 7.61 7.00 0.62 -7.82 -2.06 -6.79
400 0.56 3.11 3.39 0.85 -3.11 0.00 -4.80
500 1.02 3.92 3.92 0.85 -1.71 -1.71 -6.31
600 2.26 2.05 6.78 0.41 -4.72 -1.23 -5.54
700 1.60 2.81 5.81 2.00 -4.21 -1.80 -6.21
800 0.62 0.42 4.57 0.42 0.21 -1.87 -4.37
900 1.97 1.54 7.02 0.66 -5.26 -2.41 -3.51
1000 0.88 2.28 5.26 0.70 -2.81 -1.40 -4.91

Table 7.6: Performance change when whole word lexicon = 100 words

7.6.4 Discussion

These two experiments were to investigate the learning in classifiers rather than the adapta-

tion of already known words to a particular writing style. Taking the raw results from these

two experiments it can be seen that little learning of new words as been achieved.

Here, learning is measured by looking at the number of words classified at the word level

when no training at the word level has taken place. In order for this to happen, the word

must be recognised at the letter level at least twice (in order to estimate the variance of the

features in the cluster). The results show that there are many words classified correctly

at the letter level which are then used to adapt the whole word classifier. For example,

in the first set of experiments (when the word lexicon was empty) when tested with a

global lexicon of 900 words, there were 81 different words correctly classified at the letter

level. Of these, only 10 were correctly classified more than twice (i.e. could be learned) of

which, three were later recognised at the word level. We see that there has to be a higher

recognition rate at the letter level in order to recognise enough words to adapt the word

classifier. So, although a high rejection rate is desirable in order to avoid mistraining, we

find that this does not facilitate learning.
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7.7 Summary

The experiments described in this chapter were meant to evaluate the DR algorithm in

two areas. The first, adaptation, is when the classifier modifies the exemplar of a word in

order to better represent the style of writing and so increase recognition rates. The second,

learning, is when the whole word classifier has it’s lexicon extended through the addition

of new words which had previously been recognised at the letter level.

Both adaptation and learning could be measured in terms of the percentage improvement

made in recognising a sequence of handwritten words. The recognition rates were meas-

ured after the second iteration of the DR algorithm – when both word and letter classifiers

had attempted to recognise the words – and then when the algorithm had completed. In

addition to these results, the performance was measured after each iteration.

In general, the results showed that performance, i.e. the percentage of words correctly

classified, increased more at the letter level than at the whole word level. On average,

this increase in performance at the letter level was 5.0% while at the word level it was

0.4% (averaged over all experiments reported in this chapter). This is important since the

original aim was to improve word level recognition; although discrete handprinted words

were used, it was accepted that segmentation of letters is difficult. If letter level adaptation

is contributing more to the increase in performance, then either the whole word classifier

needs more work, and perhaps a better measure of confidence, or more robust sub–word

units could be developed to exploit the adaptation at the letter level.

When measuring learning, it was found that a small percentage of words was being learned

and used in later classifications. This was caused by a small number of words being

recognised more than once which could train the whole word classifier. The recognition

rate at this level depends upon both the letter classifier and the method of rejecting words.

In one case, these experiments showed that small errors when learning a new word could be

propagated over a document after many iterations. This shows that in comparison, unsu-

pervised learning of new words is less stable than the unsupervised adaptation of known
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words. This is because when adapting, erroneous information only moves the exemplar

away from its true position, while when learning, erroneous classifications cause the ex-

emplar to be placed in the wrong position in feature space. If, as in this case, two different

words are misclassified as one word, the mean and variance of that cluster becomes large

along with the potential error rate.
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Chapter 8

SUMMARY AND CONCLUSIONS

This thesis has considered adaptation in off–line handwriting recognition. In order to

test the adaptation, the Directed Reading (DR) algorithm was designed and implemented

which controlled the unsupervised learning of new words and adaptation of known words.

In order for the algorithm to be tested, a classifier which used low harmonic Fourier features

was implemented which gave good results for a single author.

This chapter first presents a summary of the work presented in this thesis, followed by

the conclusions which can be drawn from this work and finally presents possible future

directions for work.

8.1 Summary

This work first reviewed the research area for off–line handwritten word recognition. It

was found that recognition of handwritten words falls into two categories : global (whole

word) recognition, where the word is classified as a single symbol; and analytical (letter

level) recognition, where the first process is to segment the word into individual letters

followed by recognition of the individual letters. A third category, Hidden Markov Model

recognition, was found to fall into the previous two categories of whole word or letter

level recognition. None of these systems could recognise a medium sized lexicon (of about

1000 words) with results close to 100%. The system suggested by Bozinovic and Srihari,

however, did suggest the use of adaptation better to model the style of writing.
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In order to increase the recognition performance, other sources of information are used,

commonly called contextual information. The review of word recognition techniques was

followed by a review of contextual methods, usually used either to reorder or reduce a list

of candidate words (the candidate set). It was found that these fall into two general areas :

language model sources of context commonly where statistical models of word collocations

are used to modify the candidate set; or application specific context, usually relying on

redundancy in the document image to provide a second source of the same information.

This does not exclude language model context from applications, for example, contextual

information acquired through dictionary search is frequently used in applications such as

postal address recognition, while being classed as a language model by some.

Chapter 4 presented a set of experiments implementing and evaluating a Hidden Markov

Model of syntax aimed at reducing the number of words in candidate sets. These experi-

ments were performed on images of printed text providing a guide to how syntactic context

could be utilised in a handwriting recognition system.

Chapter 5 described the development of the Directed Reading algorithm. This was de-

signed to use both language model sources of context and to adapt the classifier while read-

ing a document over a number of iterations. A measure of ‘stability’ of context was dis-

cussed which enabled the different types of context (including the adaptation in the DR

algorithm) to be compared.

The DR algorithm exploited context in the form of adaptation and analytical recognition

techniques when reading a single–author document. Because both global and analytical

methods of recognition were used to recognise words, two lexicons were defined : the

global lexicon, LG which contained all possible words that could occur in the problem

domain; and the whole word lexicon, LW which contained all the words that could be read

at the word level. When LW � LG, the classifier could adapt known word shapes if the

recognised word was a member of LW , and learn new words if the word recognised at the

letter–level was in LG but not in LW .
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The algorithm enabled the classifiers :

� to read words at the word and letter levels,

� to have an expanding whole word recogniser lexicon,

� to generate word hypotheses which could be tested over subsequent iterations,

� and to adapt to a possibly evolving handwriting style.

In order to implement the DR algorithm, a classifier was implemented based on that used

by O’Hair and Kabrinsky to recognise printed text. The algorithm used one exemplar

(centroid) per word which meant that adaptation of a word image could be implemented

by moving the exemplar in feature space. Another feature of this classifier was that the

features were not extracted through feature–spotting methods, instead the Fourier features

described the gross shape of the word. This meant that arbitrary changes to the word shape

could occur which did not need to be pre-defined.

A measure of confidence was introduced based on the spread of training points in a cluster.

This allowed words to be rejected if not ‘close’ to the cluster centre. The results showed that

the error rate for a lexicon of 1000 words was about 20% with about 40% being correctly

classified with no other words in the candidate set and another 40% of words being rejected.

However, in another set of experiments, the results showed that about 20% of words were

being incorrectly classified when they should have been rejected — this would adversely

affect the results of the word learning.

The DR algorithm was then tested using the Fourier classifier. Adaptation and learning

were recorded, where adaptation was measured by taking the increase in recognised words

which the classifier had been previously trained on, and learning which was measured

by taking the number of words classified as whole words which had not previously been

trained.

The results showed that there was significantly more adaptation at the letter level than

at the whole word level and that the learning that took place was split almost equally
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between correct and erroneous classifications. It was also shown that adaptation could be

considered more ‘stable’ than learning new words.

8.2 Conclusions

Syntax was shown to be an effective source of contextual information, however as the

lexicon increased, the error rates increased. Also, the number of words removed from a

candidate set was found to reduce as the size of the lexicon increased. This showed that

for a large lexicon further contextual information was necessary and hence prompted the

investigation into the DR algorithm.

When evaluating the DR algorithm, two sets of experiments were presented : the first,

evaluating the Fourier classifier; and the second evaluating learning and adaptation. From

the results of these experiments a number of conclusions can be made. The results of these

experiments can be summarised as follows :

� The whole word classifier worked well in isolation. When the measure of confidence

was included, the error rate was still low although the rejection rate was high (about

40%).

� Adaptation occurred more at the letter level than at the word level in all experiments.

� Learning of new words accounted for little change in the results, and where learning

had taken place, there was usually an equal number of words later classified in error

than classified correctly.

� In one case, learning errors made during early iterations caused the algorithm to

iterate many times strengthening and propagating that error.

From these points a number of conclusions can be made. Firstly, that the measure of

confidence was insufficient for deciding if a word should be used in adaptation. The

confidence measure was calculated using the spread of points in an individual cluster.
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When deciding if a word should be used in the adaptation, it was only this local information

about the cluster that was used without considering the wider consequences of the changes.

As suggested in Chapter 7, a better criterion for the addition of new words and letters

would be one which took into account the global effects of the change. However, the

measure of confidence is important when rejecting words since the high percentage of

unclassified words means that the algorithm re–classifies many words in each iteration.

A better measure of the confidence could be based on a better model of the shape of the

cluster and perhaps reject fewer words. This could be based on either a weighted Euclidean

distance (modeling the variance in each dimension) or on Mahalanobis distance (modeling

the correlation between different features). The conclusion, however, is that a different

criterion for deciding if a word should be added should be used.

Another observation was that the overall performance of the classifier was worse when

classifying the test sentences compared to when it was tested in isolation (with one word ex-

tracted from the training set). The Fourier classifier acts more like a fuzzy template matcher

than a classifier based on feature spotting. When the style of writing changes slowly, we

would expect the classifier (and perhaps the measure of confidence) to work well since

many words would be close to existing exemplars. However, in the experiments described

in this thesis, the change in writing style had been exaggerated and so the words were

not close to existing exemplars. In cases where the writing style changes dramatically, (or

enough to cause many rejects) the classifier could perhaps be augmented with another gen-

eral word classifier, rather than working in isolation, where the Fourier classifier rejected

many words with the result that the DR algorithm did not have enough new examples of

each word to adapt for later iterations.

This also leads to an explanation for the greater adaptation at the letter level compared to

that at the word level. The low number of words added to the word classifier caused by the

high reject rate, meant that few words were adapted and so little improvement was made

at the word–level. The few words recognised at the word level, however, were segmented

and the letters used to adapt the letter–level classifier. This meant that the letter classifier

received more examples of letters that the word classifier. This resulted in more words
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correctly classified in later iterations.

The main work described in this thesis had been to study whole word adaptation and

recognition. However, this has shown that the letter–level (or perhaps a sub–word level)

is just as important, if not more so, because a few correct classifications at the whole word

level can lead to a large amount of adaptation at the letter level.

Finally, as mentioned in Chapter 7, there is a link between the learning of new words and

the application domain (or more precisely, the frequency and distribution of words used in

the domain). This is because learning only takes place when there is more than one image

of the word classified which can be used for training. In a one–off test set, such as that in

Chapter 7, only a few words occur more than twice. This means that the DR algorithm is

more suited to applications where it would be used over a long period where the domain

specific words are presented over a period of time.

8.3 Future Work

This thesis has introduced the DR algorithm and has explored some of the issues associated

with it. From the above conclusions, a number of directions for further work can be

suggested. These possible further areas include :

� Classifier issues, including work on different measures of confidence, development of

a letter classifier and segmentation.

� Development of a criterion for adaptation.

� Use of other sources of context.

The performance of the algorithm was related to the performance of the classifier and the

effectiveness of the confidence measure. The large amount of adaptation that occurred

at the letter level leads to the fact that the algorithm could be better implemented with a

classifier designed specifically for letter recognition, rather than using the same classifier
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architecture for both word and letter recognition.

In this thesis, the issue of segmenting whole words into characters has been avoided by

using discrete handprinted characters. However, a reliable segmentation algorithm would

be necessary to enable the use of letter level information. The problem is to balance the

difficult task of segmenting a word image into letters against the fact that more adaptation

takes place at the letter level. In the light of this, a different segmentation strategy could be

used, perhaps segmenting words into regular sections, such as beginning, middle and end.

As mentioned in the previous section, the word clusters may be better represented using

a weighted distance measure. This would have an effect of the way the confidence was

calculated. So, for example, the confidence is currently calculated using the Euclidean

distance between training points and the exemplar, and then finding the mean and variance

of these distances. An extension to this in order to better model the distribution of points,

could be to store the mean and variance in each dimension.

A further extension to this work would be to consider other potentially viable exemplars in

feature space, rather than just those that lie within the cluster boundaries of����. In such a

case, exemplars (and hence possible candidates), could be weighted by their distance from

the feature vector of the unknown word. Such a measure would increase the likelihood of

the correct word appearing in the candidate set, albeit with a low confidence.

This leads to further work in the criterion for choosing if a word should be used to adapt the

classifier. Currently this is done using only the confidence measure, however the previous

section showed that this may not be sufficient and that global information would have to

be calculated from either surrounding clusters, or more generally, from all clusters. One

approach could be to adapt the classifier and then test against all the relevant training data.

If the modified classifier fares worse than the initial classifier, then the new word image

could be removed from any adaptation.

The algorithm was also only tested on a small set of words. For it to be properly tested, it

should be used over a period of time, where words have the opportunity to be learned and

adapted. The first problem then is how should the algorithm be used. As the algorithm is
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defined at the moment, pages would be written and scanned, then read and the classifier

adapted. However, in a real–world situation, this would probably be an unlikely scenario

and the algorithm would be better implemented in some PDA equipment and used in

conjunction with some on–line front–end. The application area and use of the algorithm

are serious considerations for future work.

There should also be some investigation into how much written text should be considered

in each iteration. This could be as small as a sentence, or as large as a page (in these

experiments, the algorithm iterated over all the test sentences). The more text the algorithm

iterates over, the longer it takes since it is continually reclassifying some words. A balance

between the time taken for the algorithm to iterate over a document and the learning /

adaptation taking place could be considered.

Finally, the integration of context in the DR algorithm could be further explored. Results

in Chapter 7 showed that a high proportion of candidate sets contained the correct word,

while candidate set sizes were generally small. This should facilitate the use of other

contextual information when reducing the remaining candidate sets.
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Appendix A

LEXICON

This appendix gives a list of the words used in the experiments described throughout this

thesis. The list of words was generated from the Lancaster Oslo Bergen corpus of English

language (Johansson et al , 1986).

The words are listed in order of frequency in the corpus.
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move

model
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doctor
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ways
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club

classes
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attempt

accept
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hot

distance

died
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charge
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piece
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income
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direct
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brother

agree
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slowly
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scheme
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places
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expect
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degree

claim

chairman

tests

speak
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effort
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approach

applied

temperature

river

pretty

pass

notice
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function

eye
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speed

reported
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presence

placed

ones

official

offer

nuclear

firm
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decision

talking

reduced

progress
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ministry
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leading
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commission

army

scene

reasons

137



Appendix B

TEST SENTENCES

This appendix gives the sentences used in the experiments described in Chapter 7. It can

be seen that some of the ‘sentences’ are in fact clauses and not full sentences. This is due to

the extraction method where any group of words delimited by a full stop was considered

a sentence. The sentences were extracted across the whole corpus.

This list is divided into the ten sets of sentences used in the experiments. The lexicon

size refers to the first n words in the lexicon listed in Appendix A, and the sentences are

constrained to contain only words in that lexicon.

Sentences from 100 word lexicon

a 

all did 

and he is 

and now 

and so on 

and so would you 

and that is not all 

but it is not 

but it was not to be 

but not to me 

but that is all over 

but that is not all 

but there is more to it than this 

but there was more to it than that 

by 

he did well 

it did 

it may be 

it was 

it was like that now 

like me 

most of it 

no 

no more 

not at all 

not so 

now 

now they are not 

one 

or can you 

out and about 

over and out 

she must not 

so he did 

so it would 

so there 

that could be it 

that was it 

the first two years 

then he 

there was no more 

this is it 

this may be so 

this time 

we 
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Sentences from 200 word lexicon

a few will do 

after two long years 

again 

all right 

and away you go 

and it made me think again 

and she was right 

and so it went on 

and there was something she could do 

another two to go 

as 

but all was still 

but he never did 

but of course he could see nothing 

but she could see no way to get out of it 

but the first place she made for was his home 

but they must be good 

but this is not work 

far from it 

for men may come and men may go 

from now on they would be on their own 

going in and out 

going out into the world 

good 

good will man 

he could not think so 

he did as he was told 

he does not see me 

he found no one 

he had come to the right place 

he said nothing 

he said nothing more 

he went out 

he will do the same 

here at last 

himself 

his last years 

his life was almost over 

it all came back to her 

it came about in this way 

it did not know this 

it did not take him long 

it had nothing to do with her 

it was good to see it go 

it was just the same 

it was no good 

it was so here 

it will be something to get well for 

it would not be the last 

just my work 

just the once 

just this 

more down 

not little old me 

nothing 

nothing in it at all 

now off you go 

number and case 

of course not 

one can do it right where he is 

one can do nothing with them 

or even later 

she found out 

she was right 

she was very good about it 

she was very old 

she went over 

so much to think about 

so she had been right 

so we are back where we were 

some day a man will 

something was on it 

that was the first day 

the other thought came back 

then we can work on and away home 

there are too many 

there had been so much to see 

there was nothing to be said 

there was still so very far to go 

there were only a few people about 

these came my way later in life 

they will get them 

think what you like of me 

this time of year it always is 

this was his day 

three 

to know is also good 

us 

use any two or three 

we both will 

we three 

we went in 

when we get home 

with that he went out 

work again 

you are still young 

you can take it from me that he can and does 

you know that 

you will do very well without it 
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Sentences from 300 word lexicon

a girl on her own 

all too often this is not the case 

and every time we turned up something new 

   > had taken place 

and together they did 

at least not yet 

at the present time no such order has been made 

because she was second best 

but a country is made up of people 

but he was not done 

but that was the end 

but there was the world without as well as 

   > the world within 

but we got one at last 

children 

different 

even when we came it was different to now 

ever 

general 

good form 

good girl 

he brought her to the party too 

he felt that it was better like that 

he found that she had done all and more 

   > than he had asked of her 

he himself did not want to go at all 

he knew at once that she would not 

he looked at her 

he looked at her for a long time 

he looked down at her 

he looked round 

he looked round at her 

he looked up 

he means it 

he turned and left the room without a word 

he turned round 

he turned to face her 

he turned to go 

he turned towards her 

her face turned 

here she had first been in love 

his mind was made up 

in the first place he must want something 

it had been three years though before she had 

   > found another love 

it had brought them together 

it was all over and done with 

it was not enough 

last years at school 

let them see him 

love 

money 

never saw a thing 

no need to look for that 

nothing was certain 

now she has got it 

on a point of order 

on to the next room 

one last word 

one thing is certain 

people were so kind 

perhaps she would have children 

she could not think what had brought him 

she had done it for so long 

she looked him up and down 

she thought of his words 

she would find some way round them 

   > when the time came 

so he had better say so 

that was better 

the book was always the same book 

the end 

the end came up 

the mind 

the moment had come 

the new look 

the show must go on 

the war 

the war years 

then church 

then he looked up at me 

then she turned to the children 

there was no need 

there were few people in the church 

they have four children 

they looked at each other 

think what you need 

this is an order 

this should be done 

this then was her room 

this was the moment 

those days are now over 

we are a public service and an important one 

we have been let down 

we have never taken that view 

we left without another word 

we shall see 

you have seen it 

you look 

you would be better without me 
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Sentences from 400 word lexicon

a child 

a common view 

a modern voice 

a week later the mother came back 

all my love was for his wife 

another point of interest is the money asked 

around the house 

but for others it may not be possible 

but her father had seen 

but it was true 

but she did tell him all the same 

but they made no sense 

common sense 

education 

he could feel it 

he held it up 

he held out his hand 

he is this body 

he was from a good family 

heard car 

her car was already outside the door 

his father would see through it though 

his name 

in the car he said nothing 

indeed it has always been so 

indeed so 

it might be open 

it might help us 

it seemed full 

it was an old woman 

it was now five 

it was to be free 

it was true 

just more sense 

look at it again act by act 

making money 

meeting 

must be true what they say 

my father went with me 

no change 

no one seems to know 

now go and change 

open it up 

said he would help 

she has put up the value of her money 

she held up her hand 

she is a good woman 

she looked around 

she looked around her 

she probably did 

she put both hands to his face 

some change must come 

soon the head can be seen 

taking it back 

that is not quite true 

the car was on time 

the door was open 

the full table 

the modern view 

the most important thing in the world is the family 

the old woman had eyes that could see 

the terms 

the whole family came to like him 

their first meeting 

there was nothing particular about it 

these were left far behind 

they held nothing 

this is not true 

this is the main point really 

this man had been at the meeting too 

this was all part of the act 

we are of the true world 

we made love in those few days many times 

we think of it as something special 

you may need my help 
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Sentences from 500 word lexicon

a difficult year 

a very short story that is not what it seems 

all it wanted was to be left alone 

and so was the girl herself 

and some people get down to the job themselves 

answer this today 

believe it or not 

best forward 

but in his old age he did not feel so sure 

but she knew that was not the answer 

certain things become very clear 

common market 

death for no reason 

difficult 

due back in a few days 

everything is over 

far more than ever she could hope to give him 

food was short 

for the moment everything had been said 

future effect 

future problems 

gone in 

hands and feet 

he asked for the full name of the boy 

he got what she wanted 

he has no business here 

he is concerned with them as they are and 

   > also for what they are 

he kept himself to himself 

he knew he was doing the right thing in not 

   > doing so 

he looked forward to meeting her 

he made no answer 

he only has to make sure you say it all 

he reached for her hand 

he stood quite still 

he wanted me to act 

he wanted to think 

he was alone 

he would not leave the old man 

his business 

his policy 

how to turn your work 

it felt as if she were alone in the world 

it has long been clear party policy that this 

   > should not be done 

it is something that has to be done because 

   > the other side is doing it 

it looked real 

it made him more human 

it says so in the book 

it was all quite clear 

it was enough just to talk 

it was morning 

it was very near his old home 

leave it be child 

might be hours 

my heart was too full for words 

now all that seemed gone 

now read on 

on art 

only a matter of hours now 

people talk far too much and say the same 

   > things over and over again 

policy 

private company 

real problems 

results 

service industry 

she could not answer 

she is so sure about things 

she seemed concerned 

she stood up 

she told herself that she would do her best 

   > never to see either of them again 

she was not alone 

so she was all alone 

sure 

that would make her look forward all the 

   > more to the next day 

the 

the answer is 

the answer is no in both cases 

the case for art education 

the girl stood very still 

the heart of the matter 

the light was gone 

the morning began just the same as the others 

the next she was gone again 

the other did not answer at once 

the place and its people were to play an 

   > important part in my life 

the second stage of labour is over 

the story so far 

the type does not change much 

the woman had gone by 

the words were clear 

the world of music 

the young woman living alone 

there need be no doubt about that 

there was no answer 

they are not looking at us 

they believe that what they are doing is the 

   > right thing to be doing 

they seemed to come from down the road 

they wanted to help 

this is a difficult question 

thought for food 

to 

to talk about 

very few women have 

wanted it right away 

we must end the idea of war 

what his story will be 

yes 

you have not known her long enough for 

   > it to mean anything to you 
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a simple enough question 

all that day more were coming in 

all that was nearly a century ago 

as often as not they were not even married 

be natural 

better make it black though 

big business 

but figures alone can not tell the whole story 

but he suddenly felt a great deal better 

but he was too late 

but she decided she could not face it 

coming out now 

getting it over 

he followed her into the room near by 

he might return 

he must be left with something to live by 

he thought about that sort of death for a moment or two 

he turned suddenly 

he used to come every day and talk to me for a few minutes 

he was coming up again 

he was told it might be a fine 

he was wrong 

he would have made it easy but for the little man 

health 

her friends 

his father lay on his back 

his nature 

how to make friends 

in themselves they will not increase the number of students at all 

it has made a good start 

it was a police car 

it was coming now 

it was hard to figure her 

it was not part of their blood 

just you take it easy 

most had been married for between two to six years 

most of the time he lay on his back with his eyes open 

movement of thought 

never has the health of children been better 

not very likely 

often two friends will work at it together 

she got up and went to the front door 

she knew now that something was really wrong 

she met his eyes then 

she was in black 

she was trying to sort things out in her mind 

so wrong 

social and personal 

sometimes he would be there for three or four minutes 

sometimes you do meet some one who says little himself 

strong case 

ten years 

that sort of way of life 

that was what the figure looked like 

that was what you would have expected 

the bed was still made up 

the bill is a short one 

the day is coming when he will do so 

the friend 

the health service will cost more 

the influence of the social group 

the paper 

the same with history 

then came on board 

there had been a feeling of hope then which had gone later 

there was no one on board when she went down 

there were ten minutes left 

they are in the big money 

they will not work in union 

this is not the complete answer 

we can not leave the situation like this 

we have considered this development 

we was just getting down to business 

what was getting him down in a big way was being 

   > told what to do about his own children 

when he heard her coming he went to the far end of 

   > the deal table and sat against it with his back to the door 

wrong 

you have done nothing wrong 
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a considerable effect 

a man of peace 

a solution 

a sound idea 

and there is enough truth in that to set you thinking 

ask for him 

authority 

cold war front 

dead 

design 

design methods 

first they see the commonwealth as a whole 

full support is necessary 

general information 

he came round and opened the back door of the car 

he could remember how he had not been able to understand 

   > why his father did nothing about this 

he felt that the situation was getting beyond him 

he had the door of the car opened 

he knew their truth as few could do 

he may find his wife cold 

he must be heard with attention 

he opened a door 

he opened the door and went in 

he tried each in turn without success 

he was like that about a lot of things 

he went quickly to the door 

her eyes opened 

high and wide 

his mother came into the hall as he opened the front door 

it seemed hours before her chance came 

it was a little bit of everything 

just peace 

just three questions 

like the sea 

methods 

my case got off to a bad start 

my chance had come at last 

no one is very good or very bad 

nor had she told her parents that she was coming 

open the window before you leave 

peace and war 

peace policy 

perhaps we had read too few books 

purpose 

report 

several others must be dead 

she had her truth 

she is still subject to the control of her mother in law 

she knew that was how she appeared 

she opened door after door 

she rose at once 

she was dead 

so much for the new material 

so were the people at the table beyond that 

something made her look out of the window 

sometimes like a boy lost in the dark 

still no sound 

still no sound from outside 

success 

that is bad enough 

the answer would seem to be that it is a bad thing before death 

   > and a good thing after 

the common way of using one is to point it at the subject 

   > and take a reading 

the door opened before they reached it 

the hard way of peace 

the new books 

the old lady went away 

the past was dead 

the sea house 

the sea is not full 

the work of the schools 

then he tried it out for sound 

therefore they were to love truth and peace 

they rose 

this is a reading world 

this is indeed a success story 

this is only half the truth 

this is your moment of truth 

this was a lead 

this was beyond me 

too cold 

unless they tried to come back 

waiting 

we have a 

we hope to hear more of this meeting between our two countries 

yet even this did not yet trouble me very much 

yet it was still bad enough 

you and me and the rest of us 

you are of the heavy world 
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a good rule 

a letter 

almost every day we hear something about its importance to us 

and she walked on 

and then he walked off the stage 

and then suddenly it happened 

but it is already out of date 

but nothing happened 

but only a few short weeks ago it was a different story 

but surely that is the wrong way to go about things 

by our political staff 

care and study 

chapter five 

chapter four 

chapter one 

chapter six 

chapter ten 

chapter two 

consider the first question 

deep study 

deep water 

good beginning 

he moved a little away from her 

he needed her 

he said that there were many forms 

he spent most of his life among these people 

he thought of the years a long time ago when his father had seemed happy 

he walked all morning 

her hair had just been done 

her mother would provide all the material 

importance of example 

in an hour 

it came to just over six hundred miles 

it could easily be all or nothing with him 

it happened this way 

it is an interesting question 

it was important this last figure should be increased 

it was quite interesting 

it was the first time he had done so in over three weeks 

later he returned 

never let it stop 

no character 

not for months had it happened 

opinion 

probably he had had inside knowledge from one of them 

put to the test 

range 

ready for life 

round and round that field we walked all day 

she felt sure she had at last found a man who would make her happy for life 

she had looked at him and then walked quickly away 

she led the way into his room 

she moved across the room 

she told me what had happened 

she turned about and walked across the hall 

she turned and walked back to the road 

size of the market 

so he opened it and walked in 

something moved behind him 

that was impossible 

that was the beginning 

the evening passed all too quickly 

the letter 

the problem we shall consider is the following 

then she got up and moved towards the door 

there were people inside 

there were two men inside 

they have been going on for a long time and much money has been spent 

they last for weeks in water 

they were back in just over an hour 

this gives a very important group of people 

this is obviously common sense 

time passed 

time passed so quickly 

to him it was a war of ideas 

too wide a range 

we accepted this 

when he returned an hour later the car was gone 

when she is needed she is there 

you are out of date 

you might just as well try to change the colour of your hair 

you needed them no more 

you would wish me to report on them 
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always keep on the move 

and away you go into your speech 

arrived early 

at least you learn something about human nature 

but at last he spoke 

but he knew she must like one of the boys on his either side better than him 

but this is a matter of principle 

consider the difference between 

do the same with your speech 

he arrived at the door and stopped 

he caught her arm 

he had someone to put in its place 

he moved over to the window and looked down upon the garden 

he said no more until they had stopped right outside the flat 

he stopped 

her 

here the groups could live without so much fear 

it is much more than even the development of a single new town 

it was concerned with the commonwealth technical training week 

  > which opened yesterday 

it was now ten past seven 

it was the people who lived in it 

it was the police station 

it will also demand a big increase in staff 

last term had been bad enough 

marriage rate 

neither man looked at her 

neither side can go forward alone 

never before has there been such a big programme of school building 

not so this great power station 

now fear caught her 

now she knew how much it was worth 

old boys 

on the record 

people on the move 

perhaps it spoke of both 

play space 

practical 

public services 

seven years 

she caught hold of his arm 

she has a foot of water in her 

she only arrived today 

she was too far away for him to see any expression on her face 

she went into the garden 

social services 

standing room only for nothing to pay 

standing with her back to it was a woman 

tea 

that meant the whole of a long day to live through first 

the difference 

the flat fish does not want to rise 

the future of technical education 

the government are sure that this is the right principle 

the music stopped 

the order book is a record 

the other stopped 

the programme 

the trouble with long standing problems is that most people get used to them 

the wind of change 

the woman walked in the same direction on the other side of the road 

the world of science 

there are four letters for you 

they could see how much it meant to him 

they have seven children 

they should have left them to fall down 

this book is worth reading 

this week in your garden 

three on short list 

treatment of boys 

was clearly shown 

we do have something to drink 

we had to stay by her in any case 

we must learn all we can about them 

we stopped all that 
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a form on which to claim will then be sent to her 

afternoon tea 

all the rest is done by the eye and hand 

and died 

and he can set a whole group talking 

and the reason was obvious 

at some time or other you will speak in public 

baby book 

but it is essential that the government should stand firm 

but when they were outside neither of them made any attempt to 

   > turn in the direction of her hotel 

certainly one had the right to expect better 

everyone else had the power 

half an hour later he reported back 

he began to rise slowly from the table 

he closed his door 

he got to work immediately 

he had lines to speak 

he knows what he will get from his children 

he knows what you are going to say 

he may be older 

he turned slowly and went out 

he worked for me for two years 

he would speak to the secretary about it 

her fear of him was pretty obvious 

industrial health 

into the eye of the wind 

it knows no fear 

it remained thus for a whole summer 

it seems pretty obvious that it is the job of a government to 

   > look after the needs of the people 

it seems to be obvious 

it was growing cold 

local authorities are caught both ways 

make the paper speak 

ministry of health 

no news 

nor could any power on earth stop her from talking 

not a word about the baby 

not exactly 

not most effective 

nothing obvious 

on duty 

on the whole men accept their places 

one is due to style 

one of the small ones 

one of those places where we used to go 

other interests 

ought to be a better way of doing things 

our children must first have something to say before they can write it 

our family doctor 

people taking charge 

placed on record 

progress in science 

royal commission 

she would visit her parents that afternoon 

so everyone knows where he is 

so much is established 

some parents can not accept this change in their children 

talking about health 

that was their attitude 

the authorities and the world around 

the first step 

the industrial court 

the ministry is in a position to know more than even the best 

   > local education authority 

the point appears to come out very clearly in those cases 

   > where we make a decision 

the reasons are quite simple 

the report of the public schools commission was followed 

   > by the public schools bill 

then slowly she turned and looked up into his face 

there appears to be much we can learn from each other 

there are many ways of being hard to understand 

there was more than enough land for their needs 

there were three main reasons for this 

there will never again be a club like it 

they were told to go straight on 

they worked hard for the rest of the morning 

this is good news 

this is the necessary first step 

this still took place entirely on her left hand 

this system worked well until last year 

this time his offer was accepted 

this was of particular interest for two reasons 

time to start talking 

two men were talking 

under no circumstances 

we agree 

we can charge what we like 

where the baby was 

within three days she had worked it all out 

you see what he is talking about 
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