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Abstract. We show that the empirical process associated with a system of weakly
interacting diffusion processes exhibits a form of noise-induced metastability. The
result is based on an analysis of the associated McKean–Vlasov free energy, which, for
suitable attractive interaction potentials, has at least two distinct global minimisers at
the critical parameter value β = βc. On the torus, one of these states is the spatially
homogeneous constant state, and the other is a clustered state. We show that a
third critical point exists at this value. As a result, we obtain that the probability of
transition of the empirical process from the constant state scales like exp(−N∆), with
∆ the energy gap at β = βc. The proof is based on a version of the mountain pass
theorem for lower semicontinuous and λ-geodesically convex functionals on the space
of probability measures P2(M) equipped with the 2-Wasserstein metric, where M is a
complete, connected, and smooth Riemannian manifold.

1. Introduction

In recent years, a lot of progress has been made in understanding the convergence
of interacting particle systems to their hydrodynamic or mean-field limits at the level
of the convergence of gradient flows (cf. [ADPZ11, ADPZ13, DPZ13, Fat16, EFLS16,
FS16, KJZ19]). These limits are described by dissipative evolution equations which are
driven by some macroscopic free energy with respect to some metric. This gradient flow
structure allows for a characterisation of the stationary states of the system in terms
of critical points and minimisers of the free energy. Hence, the free energy landscape
and the underlying metric encode some of the system’s dynamical properties. In many
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applications, the free energy is usually a lower semicontinuous (l.s.c) function with the
space of probability measures P2(M) as its domain. Here µ ∈ P2(M) represents the
distribution of particle positions on some base manifoldM . The appropriate metric for the
gradient flow is usually the 2-Wasserstein metric and its variants. For example, in [BB20],
the authors derive a local mean-field model as the gradient flow of the macroscopic free
energy with respect to a modified Wasserstein metric.

For macroscopic models originating from interacting particle systems, the free energy
can exhibit multiple local minima corresponding to distinguished stationary states of the
macroscopic system. In this case, one may want to understand typical transition times
and transition states between two such distinct states in the presence of noise. A typical
example of this is a classical particle moving in Rd along the gradient of some potential
V ∈ C2(Rd;R), i.e.

(1.1) ẋ(t) = −∇V (x) ,

with x(0) = x0 ∈ Rd. Let us assume that V has exactly two distinct global minima
x1, x2 ∈ Rd, which are also the stationary points of (1.1). If one considers these to be the
states of interest, then a relevant question is how does the particle transition from one to
the other under the influence of noise. To understand this, one considers the stochastic
differential equation (SDE)

dXt = −∇V (Xt) dt+
√

2β−1dBt ,(1.2)

where Bt is a Rd-valued Wiener process and β > 0 is a parameter representing the
strength of the noise in the system. In the setting of the above SDE, the question
can be reframed as follows: given X0 = x1, what is the probability that in some finite
time T > 0, we have that XT = x2. This question is answered, at least for β � 1, by
the Freidlin–Wentzell theorem. In particular, it tells us that the family of processes
{Xβ

t } ∈ C([0, T ];R) with X0 = x1 satisfy a large deviations principle with good rate
function S : C([0, T ];Rd)→ R ∪ {+∞} given by

S(f) := 1
2

∫ T

0

∣∣ḟ(t) +∇V (f(t))
∣∣2 dt ,

whenever the above integral is finite and +∞ otherwise. As a consequence of the above
result, we have that, for any closed and measurable Γ ⊂ C([0, T ];Rd)

lim sup
β→+∞

2β−1 logP(Xβ
t ∈ Γ) ≤ − inf

f∈Γ
S(f) .

If we pick Γ = {f ∈ C([0, T ];Rd) : f(0) = x1, f(T ) = x2}, we obtain an upper bound
on the probability that the process reaches x2 given that it starts at x1. Setting
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T ∗ = arg maxt∈[0,T ](V (f(t))−V (f(0))), we can obtain the following lower bound for f ∈ Γ,

S(f) ≥ 1
2

∫ T ∗

0
|ḟ(t) +∇V (f(t))|2 dt ≥

∫ T ∗

0
ḟ(t) · ∇V (f(t)) dt

= V (f(T ∗))− V (f(0)) ≥ inf
f∈Γ

(V (f(T ∗))− V (f(0))) =: c− V (f(0)) .

It turns out that c > 0 is in fact a critical value of V , i.e. there exists x3 ∈ Rd such
that V (x3) = c and ∇V (x3) = 0. The reader will recognise this as the finite-dimensional
version of the well-known mountain pass theorem. Setting ∆ := V (x3)− V (x1), we see
that for β sufficiently large

P(Xβ
t ∈ Γ) . exp

(
−β∆/2

)
.

Thus, the probability of the process reaching the new phase/state in time T > 0 goes
exponentially with β with the rate given by the difference between the energies of the
saddle point and the initial phase. Thus, we can see that the process finds the path
of least resistance to reach the new phase in agreement with the fundamental tenet
of large deviations theory that “an unlikely event will happen in the most likely of the
possible unlikely ways.” These transitions correspond to the phenomenon of noise-induced
metastability, i.e. the process is stable around x1 for β � 1, but there is an exponentially
small probability of it transitioning to x2.

The purpose of this paper is to obtain results in a similar flavour but in an infinite-
dimensional setting. Specifically, we are interested in understanding how related phe-
nomena, i.e. noise-induced transitions, occur in systems governed by the Wasserstein
gradient flow of some free energy I, especially those that arise as mean-field limits of
interacting particle systems. We consider the following system of N interacting SDEs on
TdL (the d-dimensional torus of side length L > 0)

dXi
t = − 1

N

N∑
j=1
∇W (Xi

t −X
j
t ) dt+

√
2β−1dBi

t

Law(XN
0 ) =

N∏
i=1

ν(xi) X
N
t =

(
X1
t , . . . , X

N
t

)
where β > 0 is a parameter, W ∈ C2(TdL) is an interaction potential which is even along
every coordinate, and Bi

t are TdL-valued independent Wiener processes.
Let µ(N)(t) := N−1∑N

i=1 δXt
i
, then it is well known (cf. [Szn91]) that µ(N)(t) as a

measure-valued random variable converges in law to µ = µ(x, t) for each t > 0, where µ
is a weak solution of the following PDE

∂tµ = ∇ ·
(
µ∇(β−1 logµ+W ? µ)

)
with µ(x, 0) = ν(x) .(1.3)
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The above PDE is commonly referred to as the McKean–Vlasov equation and can be
rewritten as W2-gradient flow

∂tµ = ∇ ·
(
µ∇ δI

δµ

)
,

where I : P(TdL)→ R ∪ {+∞} is the associated free energy. Its domain is the space of
absolutely continuous measures and for those it is given by

I(µ) = β−1
∫

log
(dµ

dx

)
dµ+ 1

2

∫∫
W (x− y) dµ(y) dµ(x) ,(1.4)

where dµ
dx denotes the density of µ with respect to the Lebesgue measure dx on TdL.

The first term in (1.4) is referred to as the entropy and the second as the interaction
energy. The function I is referred to as the free energy of the system. The balance
between entropy and interaction energy in terms of β determines what the minimisers of
I look like. For β smaller than some critical value βc, the normalised Lebesgue measure,
µL(dx) = L−d dx is the unique minimiser of the free energy. Above the value, βc, a new
minimiser of the free energy, which is not µL, emerges. The change in the structure of
the set of minimisers of I is called a phase transition and is observed in many models
from the physical sciences [LP66, Sin82, Daw83, Shi87, GP18, FV18].

This operator ∇ · (µ∇ δ
δµ(·)) can be formally thought of as a gradient in the space

of probability measures on TdL equipped with the 2-Wasserstein mass transportation
distance, which is defined as follows

W 2
2 (µ, ν) := inf

π∈Π(µ,ν)

∫
TdL×T

d
L

dTdL
(x, y)2 dπ(x, y) ,

where Π(µ, ν) is the set of all couplings between µ and ν and dTdL(·, ·) is the distance
on TdL. We note that P(TdL) equipped with W2 is a complete, separable metric space.
For µ, ν absolutely continuous with respect to dx, the definition of the metric can be
recast into the form discussed in Theorem 3.4. This notion of a gradient flow can be
made rigorous and is an extremely active field of research. However, the present work
relies on quite classical results (cf. [CEMS01, McC01, McC97, AGS08]). Indeed, the
solutions of the McKean–Vlasov PDE are curves of maximal slope of the McKean–Vlasov
energy I with respect to W2 (see [DS14]). Comparing this with the toy model discussed
further up in the introduction, we see that the PDE has a gradient structure in W2

and so the functional I will play a similar role to the potential V in (1.1). The distinct
phases/states are then characterised by the global minima of the functional I over P(TdL).
The role of the SDE in (1.2) is then played by the empirical process µ(N) and that of the
parameter β is played by N . In this context, we also refer to some recent progress in
the understanding of singular SPDEs related to the fluctuations of the empirical process
around its mean-field limit [FG19, KLvR20, CSZ19, CSZ20].



A MOUNTAIN PASS THEOREM FOR THE MCKEAN–VLASOV ENERGY 5

Understanding such noise-induced transitions requires two ingredients: a version of
the mountain pass theorem in the space of probability measures P2(M) equipped with
the Wasserstein metric and an appropriate large deviations principle for the underlying
particle system. We focus on the first ingredient noting that the second ingredient is
usually application-specific. Our main result in this direction is as follows.

Theorem 1.1. Assume M is a complete, connected, and smooth Riemannian manifold.
Let I : P2(M) → R ∪ {+∞} be a proper, l.s.c, and λ-geodesically convex functional.
Suppose µ, ν ∈ P2(M) ∩D(I), Γ is the set of all continuous curves γ : [0, 1] → P2(M)
(where P2(M) is equipped with the 2-Wasserstein metric, W2) with γ(0) = µ and γ(1) = ν,
and the function Υ : Γ→ R is defined by:

Υ(γ) = sup
t∈[0,1]

I(γ(t)) .

Let c = infγ∈Γ Υ(γ) and c1 = max{I(µ), I(ν)}. If c > c1 and I satisfies (MPS) (see
Assumption (2.2)), then c is a critical value of I, that is there exists a η ∈ P2(M) with
I(η) = c such that |∂I|(η) = |dI|(η) = 0 (see Definition 2.1 and Definition 4.5).

The proof utilises the notion of the weak metric slope |dI| first introduced in [Kat94].
The main advantage over previous results in this direction is that we can apply the
result to l.s.c functionals on P2(M) as long as they are λ-convex by working with the
extension of the function to its epigraph based on ideas discussed by Degiovanni and
Marzocchi [DM94] originating from work in [dGMT80]. In fact for λ-convex functionals
one can identify the usual (strong) metric slope |∂I| and |dI|. We focus on the case in
which the metric is W2 although the results generalise for Wp or other variants of the
metric.

Our first result shows that the abstract mountain pass Theorem 1.1 can be applied
to the McKean–Vlasov free energy I, as defined in (1.4), after verifying the necessary
regularity assumptions.

Theorem 1.2. Assume W and β are such that there exist two measures µ, ν ∈ P(TdL)
such that µ is a strict local minimum of the McKean–Vlasov free energy I (cf. (1.4))
and I(ν) ≤ I(µ). Then, there exists µ∗ ∈ P(TdL), distinct from µ and ν, such that
|∂I|(µ∗) = |dI|(µ∗) = 0. Additionally, I(µ∗) = c, where c is given by

c = inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)) ,

where Γ =
{
C
(
[0, 1];P(TdL)

)
: γ(0) = µ, γ(1) = ν

}
.

The proof of the above result can be found in Section 5. Furthermore, in Section 5, by
relying on results from [CGPS20], we will show that we can establish explicit conditions
on the interaction potential W such that two distinct global minimisers

{
µL, µ

}
of the
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free energy I (1.4) exist. This happens at a so-called discontinuous transition point
βc > 0. This provides us with a scenario in which we can apply Theorem 1.2. Hereby,
µL := L−d dx is the uniform state and µ is a clustered state. The existence of the
associated saddle point can be found in Corollary 5.7.

Remark 1.3. The abstract mountain pass theorem in Theorem 1.1 holds whenever one
can find two measures, not necessarily critical points, in the domain of some I : P2(M)→
R∪{+∞}, such that the barrier value c exceeds the maximum of their energies. We have
chosen to apply the result in Theorem 1.2 at a strict local minimum of the McKean–Vlasov
free energy, I, because in this setting it is clear that the barrier value exceeds the value
at the local minimum.

The fact, from Corollary 5.7, that the free energy functional I has an energy barrier
at β = βc allows us to study escape probabilities for the underlying particle system using
results which were first proved by Dawson and Gärtner [DG87]. We refer the reader
to [ADPZ11, Rey18, GPY13] for further discussions of the connections between large
deviations theory and theory of gradient flows.

Theorem 1.4. AssumeW and βc are such that there exist at least two distinct minimisers
{µL, µ} of I. It follows then that the underlying empirical process µ(N) ∈ CT with initial
i.i.d uniformly distributed particles satisfies

P(µN (T ) ∈ BW2
ε (µ), µ(N)(0) = µ

(N)
0 ) ≤ exp

(
−N(∆−O(ε2))− oT (1)

)
for N sufficiently large, where BW2

ε (µ) is the closed ball of size ε > 0 around µ in W2,
∆ := I(µ∗)− I(µL) and µ∗ is the critical point defined in Corollary 5.7.

The above result says that the probability of the empirical process reaching the
clustered state, µ, from the uniform state, µL, in time T > 0 becomes exponentially
small as the number of particles increases, as long as the system is at a discontinuous
transition point. In light of the recent results in [FG19], we expect the above bound to
hold for a stochastic version of the McKean-Vlasov PDE in the regime of vanishing noise,
i.e. Freidlin–Wentzell-type large deviations.

Remark 1.5. We note that we have considered the McKean–Vlasov system on the torus
in this paper which on the one hand has the advantage that the space P(TdL) equipped
with the 2-Wasserstein distance is compact, while on the other hand we can build on
the characterisation of critical points and phase transitions from the work in [CGPS20].
Thus, we can extract a lot of information about the structure of stationary states in
this setting. On the torus, the normalised Lebesgue measure µL = L−d dx is always an
invariant measure for the McKean–Vlasov dynamics (1.3) and it is the unique minimiser
of the free energy before the critical temperature. Thus, linearisation arguments provide
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us with a lot of useful information that may not be readily available for the diffusions on
Rd. An extension to Rd, with some suitable confinement potential, seems to be possible.
The critical points and phase transitions are studied for specific choices ofW , for example,
in [Tam84] and [Tug14]. For the case of diffusions on Rd with a bi-stable confinement
and Curie–Weiss-type quadratic interaction, large deviations, escape probabilities, and
tunnelling results can be found in [DG86, DG87, DG89] while a study of the basins of
attraction of the different stationary states is the content of [Bas20].

Remark 1.6. Even though the Dawson–Gärtner large deviations principle provides an
exponential lower bound on the above probability, it is not clear how this can be compared
to the energy barrier exp

(
−N(∆−O(ε2))

)
for a general model. However, such a lower

bound could be obtained, for example, in the following setting: for all ε > 0, there exist
two points in µ∗0, µ∗ in a neighborhood of µ∗ such that µ∗0 is connected to µL and µ∗ is
connected to µ through a heteroclinic orbit under the flow of the McKean–Vlasov PDE.
However, it is unlikely that such heteroclinic connections exist at this level of generality
in the choice of W . A first step in this direction would be the characterisation of µ∗

for specific choices of W . In analogy to the situation in finite-dimensional Hamiltonian
dynamical systems, it may be possible to use a version of weak KAM theory in the
Wasserstein space of probability measures to construct such heteroclinic orbits. We
refer the reader to [FK09, FN12, AF14] for the construction of solutions to Hamiltonian–
Jacobi PDEs in the space of probability measures. These ideas may help in obtaining a
generalisation of weak KAM theory to dissipative evolution equations in the space of
probability measures.

Outline. The paper is organised as follows: In Section 2, we introduce the notion of
the weak metric slope and metric critical points that we will use throughout the paper
and a version of the mountain pass theorem due to Katriel that holds for continuous
functions on metric spaces. In Section 3, we briefly recall some results due to McCann
on optimal transport on Riemannian manifolds. In Section 4, we compare the notion
of the weak metric slope with the notion of (strong) metric slope used in the gradient
flows community and show that, under the assumption of λ-convexity of I, the two are
equivalent. We conclude the section by proving Theorem 1.1. In the final Section 5,
we discuss as a specific application of the result: the McKean–Vlasov model. We state
and extend some results from [CGPS20] on the structure of the set of minimisers of
I and their phase transitions. We proceed by showing the existence of mountain pass
at the point of discontinuous phase transition, thus proving Theorem 1.2. Finally, we
introduce the precise form of the large deviations principle due to Dawson and Gärtner
and complete the proof of Theorem 1.4. In particular, these results imply a kind of
noise-induced metastability for the underlying particle system.
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2. Critical points in metric spaces

We will assume throughout this section that (X , d) is a complete metric space. We
start with the definition of the weak metric slope for some real-valued continuous function
defined on X . The notion goes back to Ioffe and Schwartzman [IS96] who provided the
definition in the Banach space setting.

Definition 2.1 (δ-regular points, weak metric slope and critical points [Kat94]). Let
x ∈ X , and I : X → R be a continuous function defined in a neighbourhood of x. Given
δ > 0, x is said to be a δ-regular point of I if there is a neighbourhood U of x, a constant
α > 0, and a continuous mapping ψ : U × [0, α]→ X such that for all (u, t) ∈ U × [0, α],
it holds:

(1) d(ψ(u, t), u) ≤ t.
(2) I(u)− I(ψ(u, t)) ≥ δt.

If this is the case, ψ is called a δ-regularity mapping for I at x and x is called a regular
point of I.

The weak metric slope of I at x is given by the extended real number

|dI|(x) = sup{δ ∈ (0,∞) : I is δ-regular at x} .

If x is not δ-regular for any δ > 0, then x is called a critical point of I with |dI|(x) = 0.

Assumption 2.2 (Weak metric Palais–Smale condition). A function I : X → R is said
to satisfy the weak metric Palais–Smale condition (MPS) if any Palais sequence, that is
{un}n∈N ∈ X with I(un)→ c ∈ R and |dI|(un)→ 0, possesses a convergent subsequence.

Given this notion, we have the following generalisation of the Ambrosetti–Rabinowitz
mountain pass theorem due to Katriel [Kat94].
Theorem 2.3. Let X be a path-connected metric space and I : X → R be continuous.
For u0, u1 ∈ X let Γ be the set of all continuous curves γ : [0, 1]→ X with γ(0) = u0 and
γ(1) = u1, and the function Υ : Γ→ R is given by

Υ(γ) = sup
t∈[0,1]

I(γ(t)) .

Let c = infγ∈Γ Υ(γ) and c1 = max{I(u0), I(u1)}. If c > c1 and I satisfies (MPS), then c
is a critical value of I.

For the application of the mountain pass theorem to the energies encountered in gradient
flows, we need a working definition of the weak slope if I is only lower semicontinuous.
We also need to deal with the fact that Theorem 2.3 holds only for continuous functions.
Consider the example I : R → R with I(x) = x + 1 for x < 0 and I(x) = x for x ≥ 0.
Then I is l.s.c, and it is easy to verify that I has a critical point at x = 0 in the sense
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of Definition 2.1. However, this seems to be in some sense pathological for identifying
mountain pass points as I does not attain the value of the barrier at x = 0, i.e. I(0) = 0.
We like to use a theory of critical points for l.s.c. functionals which handles such critical
points in our generalisation of the mountain pass theorem. One possible resolution for
this example would be to view the function I as a multivalued map at x = 0 with
values [0, 1] from which the energy barrier ist identified as the maximum of those values.
Another resolution for this issue was suggested by Degiovanni and Marzocchi [DM94], who,
using notions developed in [dGMT80], proposed a generalisation based on the so-called
epigraph extension, GI , a continuous function associated to I and defined on its epigraph
(cf. Definition 2.4). This idea also helps us overcome the difficulty that Theorem 2.3
holds only for continuous functions.

Definition 2.4 (Extension to the epigraph). Let I : X → R ∪ {+∞} be a proper l.s.c
functional and denote by epi(I) = {(u, ξ) ∈ X × R : I(u) ≤ ξ} its epigraph, which is
equipped with the graph metric depi

(
(u, ξ), (v, ζ)

)
=
√
d(u, v)2 + |ξ − ζ|2. The epigraph

extension of I is the functional GI : epi(I)→ R ∪ {+∞} defined by

GI(u, ξ) = ξ, (u, ξ) ∈ epi(I) .

It is now straightforward to check that GI is a continuous function with respect to depi

and that |dGI |(u, ξ) ≤ 1 for all (u, ξ) ∈ epi(I). Let us also point out that the epigraph
of a lower semicontinuous function is closed [BP12, Proposition 2.5]. It turns out, that
the notion of the weak slope for l.s.c functions on X based on the epigraph extension is
suitable for applications to mountain pass theorems in metric spaces.
Definition 2.5. Let I : X → R∪{+∞} be a proper l.s.c function. Define its domain as

D(I) := {x ∈ X : I(x) < +∞} .

Then the weak metric slope at x ∈ D(I) is defined by

|dI(x)| =


|dGI(x,I(x))|√

1−|dGI(x,I(x))|2
if |dGI(x, I(x))| < 1

+∞ if |dGI(x, I(x))| = 1 .

Again, x ∈ D(I) is called critical point of I if (x, I(x)) ∈ epi(I) is a critical point of
|dGI |

(
u, I(u)

)
.

In the case when I is continuous the above definition is equivalent to Definition 2.1.
Indeed, it holds by [DM94, Proposition 2.3], that in this case

|dGI(x, I(x))| =


|dI(x)|√

1+|dI(x)|2
if |dI(x)| <∞

1 if |dI(x)| =∞
and |dGI(x, ξ)| = 1 if I(x) < ξ .
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Hence, the Definition 2.5 is a generalisation of the weak metric slope from Definition 2.1
to lower semicontinuous functionals. However, this definition is, in general, hard to verify.
For this reason, we state without a proof a result from [DM94] that provides a lower
bound on |dI|.
Proposition 2.6 ([DM94, Proposition 2.5]). Let I : X → R ∪ {+∞} be a proper,
l.s.c functional and for b ∈ R let D(I)b = {x ∈ D(I) : I ≤ b}. If for some x ∈ D(I)
there exist constants δ > 0, b > I(x), α > 0, a neighbourhood U of x, and a mapping
Ψ : (U ∩D(I)b)× [0, α]→ X such that for all (u, t) ∈ U ∩D(I)b × [0, α] it holds that

d(Ψ(u, t), u) ≤ t and I(u)− I(Ψ(u, t)) ≥ δ t .

Then, |dI|(x) ≥ δ.

We return to the previous example I : R→ R with I(x) = x+1 for x < 0 and I(x) = x

for x ≥ 0. In regard of Definition 2.1, we pick U to be the ball of size δ around (0, 0) in
epi(f). Choosing the map Φ

(
(x, ξ), t

)
=
(
x+t/

√
2, ξ+t/

√
2
)
, then we have Gf ((x, ξ)) = ξ

we have that |dGf |((0, 0)) = 1 and thus |df |(0) = +∞. Thus, the new definition
captures the fact that f has a jump at x = 0 and correctly does not classify it as a critical
point.

Although we can apply the mountain pass Theorem 2.3 to the function GI , we do not
know if the critical point we obtain is of the form

(
x, I(x)

)
, i.e. we have no information

about how |dGI | behaves away for (x, ξ) ∈ epi(I) such that ξ > I(x). Degiovanni and
Marzocchi [DM94] provide some intuition in the case in which I is a functional defined
on a Banach space and consists of convex l.s.c part plus a C1 perturbation. The critical
point, in this case, is defined relative to the metric generated by the norm. Another more
abstract approach could be to establish a mountain pass theorem for multivalued maps,
as indicated in the discussion surrounding Definition 2.4.

In the study of gradient flows, this problem can be treated differently. In Section 4,
we show how the notion of λ-convexity ensures that critical points in the sense of
Definition 2.5 are actually of the form

(
x, I(x)

)
(cf. Lemma 4.2). Furthermore, the notion

of weak metric slope for l.s.c functions introduced in Definition 2.5 ensures that the
critical points obtained in Theorem 1.1 attain the barrier value. Before discussing this
in further detail, we first cover some preliminaries on optimal transport on Riemannian
manifolds.

3. Optimal transport on manifolds

Let M be a complete, connected, and smooth Riemannian manifold equipped with
a metric given in local coordinates by gij . We denote the geodesic distance between
x, y ∈M by dM (x, y) and the Riemannian volume element by dvol(x) =

√
det gij(x) dx in

local coordinates. For x ∈M , we denote the inner product on the tangent space TxM by
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〈·, ·〉. Let c(x, y) := dM (x, y)2/2 denote the cost function. We denote by P2(M) the space
of Borel probability measures on M with finite second moment. Given µ, ν ∈ P2(M), the
2-Wasserstein distance, W2(·, ·), between them is defined as

W2(µ, ν) := inf
π∈Π(µ,ν)

∫
M×M

d2
M (x, y) dπ(x, y) ,

where Π(µ, ν) is the set of all couplings between µ and ν. We first discuss the existence
of minimising geodesics in P2(M) in the absence of any regularity assumptions on the
initial and final measures. Given a curve µ ∈ C([0, 1];P2(M)), we define its length to be

L(µ) := sup
N∈N

sup
0=t0<···<tN=1

N−1∑
i=0

W2(µ(ti), µ(ti+1)) .

We now state the following result from [Vil09, Corollary 7.2.2]:

Proposition 3.1. The space P2(M) is a geodesic metric space, i.e. for any two µ0, µ1 ∈
P2(M) there exists a minimising geodesic between them. That is to say, there exists a
curve µ ∈ C([0, 1];P2(M)) between µ0 and µ1, such that

W2(µ0, µ1) = min
{
L(µ) : µ ∈ C([0, 1];P2(M)), µ(0) = µ0, µ(1) = µ1

}
= L(µ) .

Furthermore, the curve µ can be reparametrised to have unit speed, that is

W2(µ(t), µ(s)) = |t− s|W2(µ0, µ1) ,

for all s, t ∈ [0, 1]. Such a reparametrised curve µ ∈ C([0, 1];P2(M)) is called a unit
speed minimising geodesic between µ0 and µ1.

Remark 3.2. We will use the above proposition extensively to prove the mountain pass
theorem in P2(M), i.e. Theorem 1.1. Note, however, that the result of Proposition 3.1
holds even if M is replaced by someM, whereM is a complete, separable, and locally
compact, length space (as is any complete, connected, Riemannian manifold, by the
Hopf–Rinow theorem). However, we will refrain from working at this level of generality
and will instead remind the reader when any stated results can be generalised toM.

We now introduce the following definition following [CEMS01].

Definition 3.3. Let A,B be compact subsets of M . The set Ic(A,B) of c-concave
functions is the set of functions φ : A→ R ∪ {−∞} not identically −∞, for which there
exists a function ψ : B → R ∪ {−∞} such that

φ(x) = inf
y∈B

(
c(x, y)− ψ(y)

)
, ∀x ∈ A .

The function φ is called the c-transform of ψ and abbreviate it as φ = ψc.

We have the following main result on the well-posedness of the Monge problem
from [McC01].
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Theorem 3.4. Let M be a complete Riemannian manifold. Fix two Borel probability
measures µ � vol and ν on M and two compact subsets A,B ⊂ M containing the
supports of µ and ν, respectively. Then there exists a φ ∈ Ic(A,B) such that the map

F (x) := expx(−∇φ(x)) is a pushforward of µ to ν.

Furthermore, F is the unique minimiser of the quadratic cost
∫
M c(x,G(x)) dµ(x) among

all Borel maps G : M → M pushing µ forward to ν apart from variations on sets of
µ-measure zero. It follows then that the W2 transportation distance between µ and ν
takes the following form

W 2
2 (µ, ν) =

∫
M
dM (x, F (x))2 dµ(x) .

The natural extension on McCann’s notion of displacement interpolation [McC97] to
the manifold setting is given in the following definition.
Definition 3.5 (Optimal interpolant). Let M be a complete Riemannian manifold. Fix
two Borel probability measures µ� vol and ν on M and two compact subsets A,B ⊂M
containing the supports of µ and ν, respectively. We define the optimal interpolant to be
the map t 7→ µ(t) for t ∈ [0, 1] such that µ(t) = (Ft)#µ and Ft = expx(−t∇φ(x)). Here
φ ∈ Ic(A,B) is the so-called Kantorovich potential between µ and ν from Theorem 3.4.

We are finally in a position to conclude this section with the following results from
[CEMS01] about the properties of the optimal interpolant.

Lemma 3.6. Let M be a complete Riemannian manifold. Fix two Borel probability
measures µ � vol and ν on M and two compact subsets A,B ⊂ M containing the
supports of µ and ν, respectively. Then the following two results hold

(a) Optimality of the optimal interpolant. The map Ft defined in Definition 3.5 is
the minimiser of the quadratic cost between µ(t) and µ among all maps pushing
forward µ to µ(t) for all t ∈ [0, 1].

(b) Absolute continuity of the interpolant. If µ and ν are compactly supported
absolutely continuous with respect to the Riemannian volume, then so is their
optimal interpolant t→ µ(t) for all t ∈ [0, 1].

4. A mountain pass theorem in P2(M)

We now turn to the question of obtaining a notion of mountain passes for l.s.c functions.
We fix our metric space to be X = P2(M), where M is now a complete connected smooth
Riemannian manifold, and we equip it with the d = W2 transportation distance which
makes it a complete, separable metric space [Vil09]. The functionals under consideration
satisfy a geodesic λ-convexity assumption introduced in the following definition.
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Definition 4.1 (Geodesic λ-convexity). A proper l.s.c function I : P2(M)→ R ∪ {+∞}
is said to be λ-geodesically convex for some λ ∈ R, if for any µ0, µ1 ∈ P2(M) ∩D(I) it
holds that I(µ(t)), where µ ∈ C([0, 1];P2(M)) is any unit speed minimising geodesic
between µ0 and µ1 (cf. Proposition 3.1), satisfies

I(µ(t)) ≤ (1− t)I(µ0) + tI(µ1)− λ

2 t(1− t)W
2
2 (µ0, µ1) ∀t ∈ [0, 1].

The following lemma, whose proof is similar in spirit to [DM94, Theorem 3.13], shows
that the weak metric slope of GI is non-zero for geodesically λ-convex functionals for
(µ, ξ) ∈ epi(I) such that ξ > I(µ). In particular, any critical point of GI , if present,
satisfies ξ = I(µ).
Lemma 4.2. Let I : P2(M)→ R ∪ {+∞} be a proper, l.s.c, and λ-geodesically convex
function. Then, it holds for all µ ∈ P2(M) and ξ ∈ R that

|dGI |(µ, ξ) = 1 if ξ > I(µ) .

In particular, any critical point (µ, ξ) of GI satisfies ξ = I(µ).

Proof. Let (µ1, ξ) ∈ epi(I) be such that ξ = I(µ1) + 2ε for some ε > 0. We define for any
δ > 0 the map Ψ : Bdepi

δ (µ1, ξ)× [0, ε]→ epi(I) as follows

Ψ
(
(µ0, α), t

)
=
(
µ

(
t

Λ

)
, α− t

Λ

(
α− |λ|2 W 2

2 (µ0, µ1)− I(µ1)
))

,(4.1)

where

Λ =

√
W 2

2 (µ0, µ1) +
∣∣∣∣(α− |λ|2 W 2

2 (µ0, µ1)− I(µ1)
)∣∣∣∣2

and µ(·) is a unit speed minimising geodesic between µ0 and µ1. We need to first verify
that t/Λ ∈ [0, 1]. Since ξ ≥ I(µ1) + 2ε, we find δ0 = δ0(ε) such that for all δ ∈ (0, δ0) it
holds

(4.2) ε ≤ ξ − I(µ1)− |λ|2 δ2 − 2δ .

The above estimate yields Λ ≥ ε implying t
Λ ∈ [0, 1] and so µ( tΛ) is well-defined, provided

that δ ∈ (0, δ0). We also have, from Proposition 3.1, that

depi
(
Ψ((µ0, α), t), (µ0, α)

)
= t .

Thus, the map Ψ satisfies condition (1) of Definition 2.1. We still have to check that
Ψ
(
(µ0, α), t

)
∈ epi(I). Indeed we have from the definition of λ-geodesic convexity

I
(
µ( tΛ)

)
≤ I(µ0) + t

Λ
(
I(µ1)− I(µ0)

)
− λ

2
t

Λ

(
1− t

Λ

)
W 2

2 (µ0, µ1)

≤ α− t

Λ(α− I(µ1)) + |λ|2
t

ΛW
2
2 (µ0, µ1)
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= α− t

Λ

(
α− |λ|2 W 2

2 (µ0, µ1)− I(µ1)
)
.

Finally, we can proceed from (4.1) to the following estimate

GI(Ψ((µ0, α), t)) = α− t

Λ

(
α− |λ|2 W 2

2 (µ0, µ1)− I(µ1)
)

≤ GI((µ0, α))− t
ξ − I(µ1)− δ − δ2 |λ|

2√
δ2 +

∣∣∣ξ − I(µ1) + δ + δ2 |λ|
2

∣∣∣2 .
Thanks to (4.2), we can make δ arbitrarily small and obtain that |dGI |(µ1, ξ) ≥ 1
from Definition 2.1 (2). Since |dGI |(µ1, ξ) ≤ 1 by Definition 2.4, the result follows. �

Having showed that the weak metric slope of GI is a constant equal to one for all points
(µ, ξ) ∈ epi(I) such that ξ > I(µ), we investigate how the critical points of I defined
through the weak metric slope relate to other relevant notions. Specifically, we compare
it to the notion of critical point derived from the strong metric slope used in theory
of gradient flows [AGS08]. This theory makes rigorous the notion of the Wasserstein
gradient discussed in the introduction. We briefly introduce some terminology. Let
I : P2(M)→ R ∪ {+∞} be a proper, l.s.c, and λ-geodesically convex.
Definition 4.3 (Absolutely continuous curves). A curve µ : [a, b] ⊂ R→ P2(M) is said
to belong to ACp([a, b];P2(M)) for some p ∈ [1,+∞] if there exists m ∈ Lp([a, b]) such
that

W2(µ(s), µ(t)) ≤
∫ t

s
m(r) dr, a ≤ s ≤ t ≤ b .(4.3)

If p = 1, then µ is said to be an absolutely continuous curve.

Theorem 4.4 (Metric derivative). If µ : [a, b] → P2(M) is an absolutely continuous
curve then the limit

|µ′|(t) = lim
s→t

W2(µ(s), µ(t))
|t− s|

,

exists for a.e. t and is called the metric derivative of µ. Additionally, |µ′| ∈ L1([a, b])
and is admissible as an m in (4.3). In fact it is the minimal admissible m, i.e.

|µ′|(t) ≤ m(t)

for t a.e. where m satisfies (4.3).

Now we introduce the notion of the (strong) metric slope.
Definition 4.5 (Metric slope). The metric slope |∂I| of I at µ ∈ P2(M) is defined as

|∂I|(µ) =


lim sup
ν→µ

(I(µ)−I(ν))+
W2(µ,ν) µ ∈ D(I)

+∞ otherwise .
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The metric slope is defined with a positive part, since we are interested in (negative)
gradient flows decreasing the energy functional I (see [AGS08, Chapter 10]). Finally, we
are in a position to define the notion of a curve of maximal slope.

Definition 4.6 (Curves of maximal slope). A curve µ ∈ AC2([0,+∞);P2(M)) is a curve
of maximal slope of the function I if the following energy dissipation inequality is satisfied

1
2

∫ t

s
|µ′|2(r) dr + 1

2

∫ t

s
|∂φ|2(µr) dr ≤ I(µ(s))− I(µ(t))) ,

for all 0 ≤ s ≤ t < +∞. A curve µ is a stationary curve of maximal slope if it is a curve
of maximal slope and µ(t) = µ(s) for all s, t ∈ [0,+∞).

We have the following straightforward corollary.

Corollary 4.7. A curve of maximal slope µ of a function I is stationary if and only if
|∂I|(µ) = 0.

Using all these notions we can finally compare the weak metric slope with the metric
slope.
Lemma 4.8 (Equivalence of the two notions of slope). Let I : P2(M)→ R ∪ {+∞} be
a proper, l.s.c, and λ-geodesically convex functional. Then for µ ∈ D(I) it holds that
|dI|(µ) = |∂I|(µ).

Proof. We first show that |dI|(µ) ≤ |∂I|(µ). Let GI be the continuous extension to the
epigraph and let Ψ be a δ-regularity mapping for the point (µ, I(µ)) with µ ∈ D(I), that
is by Definition 2.1

I(µ)−Ψ((µ, I(µ)), t)
depi((µ, I(µ)),Ψ((µ, I(µ)), t)) ≥ δ .

At the same time, we can choose Ψ((µ, I(µ)), t) as the approximating sequence in Defini-
tion 4.5 of the strong metric slope and obtain

|∂GI |(µ, I(µ)) ≥ δ .

Taking the supremum over all such δ, we have the bound |∂GI |(µ, I(µ)) ≥ |dGI |(µ, I(µ)).
This yields only the comparison of the two different slopes of the epigraph extension GI .
To obtain the comparison of the slopes of the functional I itself, we first assume that
µ ∈ D(I) is not a local minimum, and |∂I|(µ) < +∞. Then there exists a sequence
(νn, I(νn)) ∈ epi(I) such that it converges to (µ, I(µ)) and such that I(νn) ≤ I(µ) for all
n sufficiently large. Using this as the approximating sequence in Definition 4.5, we obtain

|∂GI |(µ, I(µ)) = lim sup
(νn,I(νn))→(µ,I(µ))

(I(µ)− I(νn))+√
|I(µ)− I(νn)|2 +W 2

2 (µ, νn)



A MOUNTAIN PASS THEOREM FOR THE MCKEAN–VLASOV ENERGY 16

= lim sup
(νn,I(νn))→(µ,I(µ))

(I(µ)− I(νn))+√
(I(µ)− I(νn))2

+ +W 2
2 (µ, νn)

= |∂I|(µ)√
1 + |∂I|(µ)2

When µ /∈ D(I) or µ is local minimum both |∂I|(µ) and |∂GI |(µ) are +∞ and 0
respectively. Using Definition 2.5 of the weak metric slope, we have |dI|(µ) ≤ |∂I|(µ).

To prove the other inequality, we first assume that |∂I|(µ) =: ε0 > 0. Then, for any
ε ∈ (0, ε0) exists δ = δ(ε) > 0 by Definition 4.5 such that there exists ν ∈ Bδ(µ) with

I(ν) < I(µ)− εW2(µ, ν) .

Choose such a ν and set δ′ = W2(µ, ν) < δ. Since I is l.s.c, we find for any n ∈ N, n ≥ 2
some α = α(δ′, n) > 0 such that for all η ∈ Bα(µ) it holds that

I(µ)− I(η) ≤ δ′

n
.

We define α′ = α′(δ′, n) = min{α, δ′/n} and define a map Ψ : Bα′(µ)× [0, α′]→ P2(M)
as follows

Ψ(η, t) = γη,ν

(
t

W2(ν, η)

)
where γη,ν(·) is any unit speed minimising geodesic between η and ν (cf. Proposition 3.1).
Again, we have to check that 0 ≤ t/W2(ν, η) ≤ 1. We have from the definition of α′ by
the triangle inequality

n− 1
n

δ′ ≤ −W2(µ, η) +W2(µ, ν) ≤W2(ν, η) ≤W2(µ, η) +W2(µ, ν) ≤ n+ 1
n

δ′ .

Thus, it follows that 0 ≤ t/W2(η, ν) ≤ 1. Also, by construction holds W2(η,Ψ(η, t)) = t.
Now, by the λ-geodesically convexity of I, we obtain the following estimate

I(Ψ(η, t)) ≤ I(η) + t

W2(η, ν)
(
I(ν)− I(η)

)
+ |λ|2 t

(
1− t

W2(η, ν)

)
W2(η, ν)

≤ I(η) + t

W2(η, ν)
(
I(ν)− I(µ)

)
+ t

W2(η, ν)
(
I(µ)− I(η)

)
+ |λ|2 t δ′

n+ 1
n

< I(η) + t

(
−ε
(

n

n+ 1

)
+ 1
n− 1 + δ′|λ|

)
.

We can pick δ′ > 0 to be as small and n as large as we want and conclude I(Ψ(η, t)) ≤
I(η) − εt. It follows from Proposition 2.6 that |dI|(µ) ≥ ε. Thus, since ε ∈ (0, ε0) is
arbitrary, we have that |dI|(µ) ≥ ε0 = |∂I|(µ) for all positive values. For the case in
which |dI|(µ) = 0, assume that |∂I|(µ) = ε0 > 0. But we have shown that |∂I|(u) =
|∂I|(µ) = ε0 > 0 which would be a contradiction. Thus, we have |∂I|(µ) = |∂I|(µ). �
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Proposition 4.9. Let I : P2(M) → R ∪ {+∞} be a proper, l.s.c, and λ-geodesically
convex functional. Then epi(I) is complete and path-connected.

Proof. Since P2(M)×R is complete, we have for any convergent sequence (µn, ξn) ∈ epi(I)
converging to some (µ, c) ∈ P2(M)× R, that I(µ) ≤ lim inf I(µn) ≤ lim inf ξn = c. Thus,
epi(I) ⊂ P2(M)× R is closed and thus complete.

Let (µ0, α), (µ1, β) ∈ epi(I). Then (µ(·), (1− t)α+ tβ − λ
2 t(1− t)W

2
2 (µ0, µ1)), where

µ ∈ C([0, 1];P2(M)) is any unit speed minimising geodesic between µ0 and µ1 (cf. Propo-
sition 3.1), is a continuous path (with respect to depi) between them which lies entirely
in epi(I). �

We conclude this section with the proof of Theorem 1.1.

Proof of Theorem 1.1. Denote by Γepi the set of all continuous curves γepi : [0, 1]→ epi(I)
with γepi(0) = (µ, I(µ)) and γepi(1) = (ν, I(ν)). We can identify any γepi ∈ Γepi with a
γ̃ ∈ Γ by projecting onto the first factor, i.e. (t 7→ (µ(t), ξ(t))) 7→ (t 7→ µ(t)). Because of
the definition of the epigraph and GI , we have that

inf
γepi∈Γepi

max
t∈[0,1]

GI(γepi(t)) ≥ inf
γepi∈Γepi

sup
t∈[0,1]

I(γ̃(t)) ≥ inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)) = c .(4.4)

Now, we prove the inequality holds the other way as well. Note that, for every ε > 0,
there must exist some γ ∈ Γ such that

c ≤ sup
t∈[0,1]

I(γ(t)) ≤ c+ ε

2 .

Consider a partition Pδ = {ti}i=0,...,N of [0, 1] having mesh size δ > 0. Consider the
family of curves {γδ,i}i=0,...,N−1 ⊂ C([0, 1];P2(M)) associated to the partition Pδ, where
γδ,i(τ) = µi(τ), τ ∈ [0, 1] and µi is a unit speed minimising geodesic between γ(ti) and
γ(ti+1). We can now construct a family of curves {(γδ,i, ξδ,i)}i=0,...,N−1 ⊂ C([0, 1]; epi(I))
such that

ξδ,i(τ) := (1− τ)I(γ(ti)) + τ(I(γ(ti+1))) + |λ|2 τ(1− τ)W 2
2 (γ(ti), γ(ti+1)) .

The fact that I is λ-geodesically convex ensures that (γδ,i(τ), ξδ,i(τ)) ∈ epi(I) for all
τ ∈ [0, 1] and i = 0, . . . , N − 1. We can now concatenate these curves as follows

γδepi(t) = (γδ(t), ξδ(t)) = (γδ,i(Nt− i), ξδ,i(Nt− i)) i/N ≤ t < (i+ 1)/N ,

such that the curve γδepi ∈ Γepi. It follows then that

max
t∈[0,1]

GI(γδepi) ≤ sup
t∈[0,1]

I(γ(t)) + max
i=0,...,N−1

|λ|
2 W 2

2 (γ(ti), γ(ti+1))

≤ c+ ε

2 + max
i=0,...,N−1

|λ|
2 W 2

2 (γ(ti), γ(ti+1)) .
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Note that the curve γ ∈ C([0, 1];P2(M)) is uniformly continuous, since [0, 1] is compact.
Thus, we can find a δ > 0 small enough such that

|λ|
2 W 2

2 (γ(s), γ(t)) ≤ ε

2 ,

for all |s− t| ≤ δ and s, t ∈ [0, 1]. Thus, we have that

max
t∈[0,1]

GI(γδepi) ≤ c+ ε .

Using the inequality in (4.4), it follows that

c ≤ inf
γepi∈Γepi

max
t∈[0,1]

GI(γepi(t)) ≤ c+ ε .

Since ε > 0 is arbitrary, it follows that

inf
γepi∈Γepi

max
t∈[0,1]

GI(γepi(t)) = c = inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)) .

Also we have that c1 = max{I(µ), I(ν)} = max{GI(µ, I(µ)),GI(ν, I(ν))} and from the
above identity that infγepi∈Γepi maxt∈[0,1] GI(γepi(t)) = c > c1. Furthermore, if I satisfies
(MPS), it follows that GI satisfies it as well. Let (µn, ξn) be a Palais sequence. Since
|dGI |(µn, ξn)→ 0 it follows from Lemma 4.2 that for n large enough the sequence must
be of the form (µn, I(µn)) and that |dI|(µn)→ 0. Since GI((µn, I(µn))) = I(µn)→ c, it
follows that µn is a Palais sequence for I. Thus, we can construct a subsequence which
converges to some µ∗ ∈ P2(M) and by extension to (µ∗, c) ∈ epi(I). Finally we can
apply Theorem 2.3 to GI to extract the existence of a critical point (η, c) ∈ epi(I) such
that |dGI |(η, c) = 0 and GI((η, c)) = c = infγepi∈Γepi Υ(γ). However, the contraposition
of Lemma 4.2 implies that c = I(η) if |dGI |(η, c) < 1, from which it follows that
|dI|(η) = |dGI |(η, I(η)) = 0. Thus, η is critical point of I with critical value c. Also,
since I is λ-geodesically convex it follows from Lemma 4.8 that |∂I|(η) = 0. �

Remark 4.10. We remark that a similar regularisation argument to the one used in the
above proof, i.e. using the curves γδ, can also be used to prove that

inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)) = inf
γ∈ΓAC

max
t∈[0,1]

I(γ(t)) ,

where ΓAC = Γ ∩AC([0, 1];P2(M)).

Remark 4.11. Since all we have used in Definition 4.1, Lemma 4.2, Lemma 4.8, and Propo-
sition 4.9, is the existence of a unit speed minimising geodesic between two points µ
and ν, it follows that these results hold true ifM is replaced byM, a complete, separable,
and locally compact length space. Furthermore, the abstract mountain pass theorem,
i.e. Theorem 1.1, continues to hold true if P2(M) is replaced by P2(M).
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5. Application to the McKean–Vlasov model

This section is devoted to the analysis of the McKean–Vlasov free energy I (1.4). As
an immediate consequence of Theorem 1.1, we obtain Theorem 1.2.

Proof of Theorem 1.2. The functional I : P(TdL) → R is proper and l.s.c and since
‖D2W‖L∞(TdL) ≤ C it is also λ-geodesically convex. The space P(TdL) is compact and
thus I trivially satisfies (MPS). Since µ0 is a strict local minimum of I, it follows that
there exists an R > 0, such that, for all 0 < r < R, µ0 is the unique minimiser of
I in BW2

r (µ0). Thus, we have that I(µ) > I(µ0) for all µ ∈ ∂BW2
r (µ0), 0 < r < R.

Since ∂BW2
r (µ) is compact (because P(TdL) equipped with the W2 metric is compact)

and I is l.s.c, it follows that the minimum of I(µ) − I(µ0) must be attained by some
µr2 ∈ ∂BW2

r (µ0). Thus, we have that

I(µ)− I(µ0) ≥ I(µr2)− I(µ0) =: δ(r) > 0 ,

for all µ ∈ ∂BW2
r (µ0) and all 0 < r < R. Let us set r < min{R,W2(µ0, µ1)}. Since any

curve γ ∈ Γ must pass through ∂BW2
r (µ0), it follows that

inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)) ≥ I(µ0) + δ(r) = max{I(µ0), I(µ1)}+ δ(r) .

�

At this level of generality, one still needs to find at least one strict local minimum to
apply Theorem 1.2. Hence, as a next step, we would like to provide conditions on the
interaction potential W and the parameter values β at which we can find two measures
µ0 and µ1 which satisfy the assumptions of Theorem 1.2. We do this by using the results
of [CGPS20] to argue that one can find potentials W and parameter values βc such
that the free energy I has two distinct minimisers and one of them, µL, is a strict local
minimum of I. Such parameter values are referred to as discontinuous transition points
of I (cf. Definition 5.1). In the second part, we formulate the large deviations results
and complete the proof of Theorem 1.4. Let us recall some of the main definitions and
results about the free energy functional from [CP10] and [CGPS20].

Definition 5.1 (Transition point). A parameter value βc > 0 is said to be a transition
point of I from the uniform measure µL(dx) = dx/Ld if it satisfies the following conditions:

(1) For 0 < β < βc, µL is the unique minimiser of I .
(2) For β = βc, µL is a minimiser of I .
(3) For β > βc, there exists µβ ∈ P(TdL) \ {µL}, such that µβ is a minimiser of I .

Additionally, a transition point βc > 0 is said to be a continuous transition point of I if:

(1) For β = βc, µL is the unique minimiser of I .
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(2) Given any family of minimisers {µβ|β > βc}, we have that

lim sup
β↓βc

∥∥∥µβ − µL∥∥∥
TV

= 0 .

A transition point βc which is not continuous is said to be discontinuous.

In thermodynamics, continuous phase transitions correspond to second-order ones
similar to those seen in the theory of magnetisation and spin systems [Daw83, Shi87,
GP18], whereas discontinuous phase transitions correspond to first-order ones similar
to the ones observed in nucleation processes or phase transformation from liquid to
vapour [LP66].

One can show that if βc is discontinuous, i.e. if either one of the two conditions
in Definition 5.1 are violated, then it must be the case that condition (1) is violated
(cf. Theorem 5.2 (b)). This is the key idea we will use to obtain a set of conditions under
which we can apply the result of Theorem 1.2. The original statement of these definitions
and the proof of the above statement can be found in [CP10]. We summarise the main
results about the free energy functional in the theorem below. The proofs can be found
in [CP10] and [CGPS20, Theorems 5.11 and 5.19]. The conditions are expressed in terms
of the Fourier coefficients of W denoted by]
(5.1)

Ŵ (k) =
∫
TdL

ek(x)W (x) dx with ek = L−d/2 exp
(2π i
L

k · x
)

for k ∈ Zd .

Theorem 5.2. Assume that W ∈ C2(TdL) and β > 0.
(a) The free energy function I : P(TdL) → R ∪ {+∞} always has a minimiser

µ ∈ P(TdL) such that µ� dx with a positive and smooth density.
(b) If there exists k ∈ Zd \ {0} such that Ŵ (k) < 0, then there exists a βc > 0 such

that βc is a transition point of I. Furthermore, if the transition point βc > 0 is
discontinuous, then there exist at least two minimisers of the free energy I over
P(TdL) at β = βc, such that one is µL = L−d dx and the other is some µ ∈ P(TdL).
Additionally, if βc is discontinuous then βc < Ld/2∣∣min

k∈Zd,k 6=0 Ŵ (k)
∣∣ .

(c) For W with βc > 0 a transition point, let the set Kδ be given for any δ > 0 by

Kδ :=
{
k ∈ Zd, k 6= 0 : Ŵ (k) ≤ min

k∈Zd,k 6=0
Ŵ (k) + δ

}
,

Let δ∗ > 0 be the smallest δ for which there exist distinct ka, kb, kc ∈ Kδ∗ with
ka = kb + kc, if such points exist, else δ∗ =∞. If δ∗ is sufficiently small, then βc
is a discontinuous transition point.

(d) Let {Wn}n∈N ∈ C2(TdL), with βc,n > 0 the associated transition points, be
a sequence of interaction potentials such that δ∗ → 0 as n → ∞. Assume
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there exists N ∈ N and a positive constant C > 0 such that for all n > N ,∣∣mink∈Zd,k 6=0 Ŵn(k)
∣∣ > Cδγ∗ for any γ < 1

2 . Then for n sufficiently large, βc,n is
a discontinuous transition point and βc,n < Ld/2∣∣min

k∈Zd,k 6=0 Ŵn(k)
∣∣ .

The above result provides conditions when to expect a discontinuous transition point.
The case of the discontinuous transition point is particularly interesting for us as it
implies the existence of a parameter value βc at which there are two distinct minimisers
and hints at a possible scenario in which the mountain pass theorem could be applied.
To provide more intuition we show in the following lemma that any potential that under
rescaling localises sufficiently fast but loses mass sufficiently slow will eventually exhibit
a discontinuous transition point for the associated free energy I.
Lemma 5.3. Let W ∈ C2(TdL) be a compactly supported interaction potential with
support strictly contained in TdL and

∫
TdL

W dx < 0. Assume further, that for some ε1 > 0
and all ε ∈ (0, ε1], it holds that

L−d/2
∫
TdL

W (x)ei
2πεk·x
L dx ≥ L−d/2

∫
TdL

W dx := −C for all k ∈ Zd .(5.2)

Consider the rescaled potential, Wε(x) = f(ε)W (x/ε) and positive function f : (0, ε1]→
R+. If ε` . f(ε) . εm as ε→ 0 for m > −d− 2, ` ≥ −d, ` < m−d

2 + 1 (along with the
natural restriction ` ≥ m), then for ε small enough, the associated free energy I possesses
a discontinuous transition point at some βc < Ld/2∣∣min

k∈Zd,k 6=0 Ŵε(k)
∣∣ .

Proof. We proceed by checking that the conditions of Theorem 5.2(d) hold for this class
of potentials. We first check that for ε small enough, Wε has at least one negative Fourier
mode. Let V := suppW and Vε := suppWε. We have for k ∈ Zd,

Ŵε(k) = L−d/2
∫
TdL

Wε(x)ei
2πk·x
L dx

= L−d/2f(ε)
∫
V ε
W (x/ε)ei

2πk·x
L dx

= L−d/2f(ε)εd
∫
V
W (x)ei

2πεk·x
L dx .(5.3)

Since ei
2πεk·x
L → 1 uniformly on V as ε → 0, it follows that eventually Ŵε(k) < 0 for ε

sufficiently small since
∫
V W (x)ei

2πεk·x
L dx→

(∫
TdL

W dx
)
< 0. Using (5.2) and (5.3), we

can now obtain the following bound

min
k∈Zd,k 6=0

Ŵε(k) ≥ −Cf(ε)εd .

Since W is even along every coordinate we have that∫
TdL

W (x)ei
2πεk·x
L dx =

∫
TdL

W (x) cos
(2πεk · x

L

)
dx
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=
∫
TdL

W (x)
(

1 +
(2π|k|εx

L

)2
+O(ε4)

)
dx

Fix some k∗ ∈ Zd. The above expansion tells us that we can find some ε1 sufficiently
small and some C1 > 0 independent of ε such that

Ŵε(k∗), Ŵε(2k∗) ≤ f(ε)εd(−C + C1ε
2) for all ε < ε1 .

We can thus obtain the following bound

−Cf(ε)εd ≤ min
k∈Zd,k 6=0

Ŵε(k) ≤ f(ε)εd(−C + C1ε
2) for all ε < ε1 .(5.4)

Combining the two of them we derive

Ŵε(k∗)− min
k∈Zd,k 6=0

Ŵε(k) ≤ C1f(ε)ε2+d

Ŵε(2k∗)− min
k∈Zd,k 6=0

Ŵε(k) ≤ C1f(ε)ε2+d

 for all ε < ε1 ,

which tells us that k∗, 2k∗ ∈ KC1f(ε)ε2+d and that δ∗ ≤ C1f(ε)ε2+d. Thus, δ∗ . εm+d+2

and since m > −d− 2, δ∗ → 0 as ε→ 0. Furthermore, using (5.4) we can deduce∣∣∣∣∣ min
k∈Zd,k 6=0

Ŵε(k)
∣∣∣∣∣ ≥ f(ε)εd(C − C1ε

2) ≥ C2ε
`+d .

The fact that ` ≥ −d tells us that∣∣∣∣∣ min
k∈Zd,k 6=0

Ŵε(k)
∣∣∣∣∣ ≥ C3δ

`+d
m+d+2
∗ .

We now use the assumption that l < m−d
2 + 1 and apply Theorem 5.2(d), to obtain the

desired result. �

The choice f(ε) = ε−d is an admissible scaling for the function f in Lemma 5.3. Now
that we have a set of concrete conditions under which we can expect there to be two
distinct minimisers at a particular parameter value, we can try to apply the mountain pass
theorem. To apply Theorem 1.1, it is sufficient to show that µL is a strict local minima
at parameter values βc and that this property is uniform, i.e. we can find a ball BW2

r (µL)
around µL in W2 such that I(µ) ≥ I(µL) + δ for all µ ∈ ∂BW2

r (µL) and some δ > 0.
In order to show this, we need the following comparison of W2 with the homogeneous
negative Sobolev space Ḣ−1(TdL), which we identify with all formal Fourier series of µ
as defined in (5.1) given by

∑
k∈Zd\{0} µ̂(k)ek such that

∑
k∈Zd\{0}

1
|k|2 |µ̂(k)|2 <∞. Note

that the functions {ek}k∈Zd\{0} form an orthogonal basis for Ḣ−1(TdL) with respect to
the inner product defined by duality with the homogeneous space Ḣ1(TdL). We have that
〈µ, f〉Ḣ−1,Ḣ1 =

∑
k∈Zd\{0} µ̂(k)f̂(−k). Also, the inner product on Ḣ1(TdL) is defined as
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(f, g)Ḣ1 =
∑
k∈Zd\{0} |k|2f̂(k)ĝ(−k). It is easy to check then that the Riesz representation

of any µ ∈ Ḣ−1(TdL) is given by
∑
k∈Zd\0

1
|k|2 µ̂(k)ek ∈ Ḣ1(TdL).

Lemma 5.4 (Comparison of Ḣ−1 with W2). Let µ0, µ1 ∈ P(TdL) ∩ L∞(TdL). Then the
following estimate holds

‖µ0 − µ1‖Ḣ−1(TdL) ≤
(
max

[
‖µ0‖L∞(TdL), ‖µ1‖L∞(TdL)

])1/2
W2(µ0, µ1)

Proof. The proof follows the argument in [Loe06, Proposition 2.1]. Let µ(·) be the
optimal interpolant between µ0 and µ1 from Theorem 3.4. Then by the Benamou–Brenier
formulation of the optimal transport problem, there exists a vector field [0, 1] 3 t 7→
v(t) ∈ L2(µ(t);Rd) such that the pair (µ(t), v(t)) satisfies

∂tµ+∇ · (µv) = 0 , for t ∈ [0, 1],

in the sense of distributions. Now, we consider the sequence of parameterised problems
given by

∆Ψt = µ(t)− L−d for t ∈ [0, 1].

Note that ‖µ(t)‖L∞(TdL) ≤ max
{
‖µ0‖L∞(TdL), ‖µ1‖L∞(TdL)

}
[Vil09, Corollary 17.19], and

thus the above equation has a unique weak solution in Ḣ1(TdL) for all t ∈ [0, 1]. We know
that

∫
TdL
|v(t)|2µ(t) dx = W 2

2 (µ(t), µ0) = t2W 2
2 (µ0, µ1) < ∞. From this it follows that

µ(t)v(t) ∈ L2(TdL;Rd) and thus ∇ · (µ(t)v(t)) ∈ Ḣ−1(TdL). Differentiating with respect
to t we have

∆∂tΨt = −∇ · (µ(t)v(t)) .

It follows then that ∂tΨt ∈ Ḣ1(TdL). Multiplying by ∂tΨt and integrating by parts with
respect to the space variable and then integrating with respect to time, we obtain

‖∇Ψ1 −∇Ψ0‖L2(TdL) ≤ ‖µ(t)‖1/2∞ W2(µ0, µ1)

≤
(
max

[
‖µ0‖L∞(TdL), ‖µ1‖L∞(TdL)

])1/2
W2(µ0, µ1)

Since Ψt is precisely the Riesz representation of µ(t) in Ḣ1(TdL), the claimed estimate
holds. �

Remark 5.5. For d = 1, we remark that the Ḣ−1(T)-norm and W2(·, ·)-distance are
comparable in both directions. Indeed, from the Kantorovich–Rubinstein dual formulation
of the W1 distance, we have that

W1(µ, ν) = sup
Lip(ϕ)≤1

∫
T
ϕd(µ− ν)

≤ L1/2 sup
‖ϕ‖Ḣ1(T)≤1

∫
T
ϕ d(µ− ν) = L1/2‖µ− ν‖Ḣ−1(T) .
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Furthermore, since T is compact, we have that W2(µ, ν) ≤ C
√
W1(µ, ν). Thus, we have

that

W2(µ, ν) ≤ C1‖µ− ν‖1/2Ḣ−1(T) .

Furthermore, by using [MM13, Lemma 4.1 (ii) and (iii)] we obtain that for d = 1,

‖µ− ν‖Ḣ−1(T) ≤ C2

√
W2(µ, ν) .

Thus, for d = 1, the argument in the proof Lemma 5.4 is not needed.

The following lemma establishes the strictness of local minima in W2 for discontinuous
transition points.
Lemma 5.6. Assume W ∈ C2(TdL) with βc > 0 a discontinuous transition point. Then,
for β ≤ βc, the measure µL = L−d dx is a strict local minimum of I.

Proof. By the definition of βc from Definition 5.1, we have that for β ≤ βc, µL is a
minimiser of I. The proof for β < βc is obvious. The idea of the proof is based on the
fact that any minimiser of the free energy must be a solution of T (µ) = µ− F (µ) = 0
(cf. [CGPS20, Proposition 2.4]), where F : Ḣ−1(TdL)→ Ḣ−1(TdL) is the map given by

F (µ) = exp
(
−βW ? µ− log

∫
TdL

exp(−βW ? µ) dx
)
.

By the result of Theorem 5.2(a), all minimisers are smooth, and hence it is sufficient
to consider the fixed point map F on the space Ḣ−1(TdL). Note that here we identify a
measure µ ∈ P(TdL) with the the formal Fourier series

∑
k∈Zd\{0} µ̂(k)ek. It is possible

to check now that, for β ≤ βc, DT (µL) : Ḣ−1(TdL) → Ḣ−1(TdL) is a bounded, linear,
isomorphism. Indeed, we have that

DT (µL)(η) = η − βµL(W ? η)− βµL
∫
TdL

W ? η dµL

The above operator is bounded on Ḣ−1(TdL) since W ∈ C2(TdL)⊂H1(TdL). Diagonalising
DT (µL) using {ek}k∈Zd\{0}, we obtain

DT (µL)ek =
(
1− βL−d/2Ŵ (k)

)
e−k .

It follows that if β ≤ Ld/2/mink∈Zd\{0} Ŵ (k), then the above map is a bijection. That it
is an injection is clear from the fact that if DT (µL)η1 = DT (µL)η2 then η̂1(k) = η̂2(k)
for all k ∈ Zd \ {0}. It is also surjective since for any η ∈ Ḣ−1(TdL), we have that∑
k∈Zd\{0}

η̂(k)
1−βL−d/2Ŵ (−k)e−k maps to η under DT (µL). We know from Theorem 5.2(b)

that βc is lesser than this value and hence the result. Now, by the inverse function
theorem, there exists for some ε > 0 an ε-open ball BḢ−1

ε (µL) around µL in Ḣ−1(TdL)
such that it is the unique solution of T (µ) = 0 in this ball. This tells us that µL is the
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unique minimiser of the free energy in BḢ−1
ε (µL) at β = βc. Note further that we have

the following bounds for all µ ∈ BḢ−1
ε (µL)

µL exp
(
−2β‖W‖Ḣ1(TdL)‖µ‖Ḣ−1(TdL)

)
≤ F (µ) ≤ µL exp

(
2β‖W‖Ḣ1(TdL)‖µ‖Ḣ−1(TdL)

)
.

Additionally we have that ‖µ− µL‖Ḣ−1(TdL) < ε from which it follows that

µL

C
≤ F (µ) ≤ C µL with C := exp

(
2β‖W‖Ḣ1(TdL)(‖µ

L‖Ḣ−1(TdL) + ε)
)
,

for all µ ∈ BḢ−1
ε (µL). Consider the set

I :=
{
µ ∈ Ḣ−1(TdL) ∩ P(TdL) ∩ L∞(TdL) : µ

L

C
≤ µ ≤ CµL

}
.

Then, any minimiser of I must lie in I by construction. Additionally, for all µ ∈ I we
have from Lemma 5.4 for some fixed constant C0 = C0(µL, C) the bound

‖µL − µ‖Ḣ−1(TdL) ≤ C0W2(µL, µ) .

We can thus pick a ball BW2
r (µL) with r > 0 sufficiently small such that ‖µ−µL‖Ḣ−1(TdL) <

ε for all µ ∈ BW2
r (µL) ∩ I. Since all minimizers lie in I, it thus follows that we can find

a ball in W2 for which µL is the unique minimiser of I. Thus, µL is a strict local minima
in P(TdL) equipped with the Wasserstein metric.

The boundary of the ball ∂BW2
r (µL) is a compact set in (P(TdL),W2), since TdL is

compact. Hence, the l.s.c. functional I attains its minimiser on this set, say µ∗. Setting
δ = I(µ∗)− I(µL) > 0 concludes the estimate in the lemma. �

We can now prove the existence of a mountain pass point in the presence of a
discontinuous phase transition.

Corollary 5.7. Assume W ∈ C2(TdL) with βc > 0 a discontinuous transition point,
i.e. there exist at least two distinct minimisers of I at β = βc such that one is µL and the
other is some µ ∈ P(TdL). It follows then that there exists a µ∗ ∈ P(TdL) distinct from
µL and µ such that |∂I|(µ∗) = |dI|(µ∗) = 0. Additionally, I(µ∗) = c with

c = inf
γ∈Γ

sup
t∈[0,1]

I(γ(t)) ,

where Γ = {C([0, 1];P(TdL)) : γ(0) = µL, γ(1) = µ}.

Proof. We can directly apply Theorem 1.2, once we show that µL is a strict local minimum
of I, which is established in Lemma 5.6. Thus, the result follows. �

Remark 5.8. We have chosen to apply Theorem 1.2 at a discontinuous transition point
βc because we know from Lemma 5.6 that µL is a strict local minimum. Furthermore,
since βc > 0 is discontinuous, we know that minP(TdL) I(µ) = I(µL) = I(µ). However,
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we expect, by the continuity of the minimum value of the free energy in β (cf. [CP10,
Proposition 2.4]), that the result of Theorem 1.2 holds in a small neighbourhood of the
critical value βc.

The situation is different at a continuous transition point βc > 0, where by Definition 5.1,
the minimisers are unique at β = βc. In this situation the mountain pass argument
of Theorem 1.2 can only be applied either by finding another measure µ ∈ D(I) (possibly
a critical point) such the barrier value between µL and µ exceeds the maximum of their
energies or by showing that for β > βc we can find measures satisfying the assumptions
of Theorem 1.2. In principle, this may be possible for specific choices of W , but proving
the existence of new critical points is usually non-constructive (cf. [CGPS20, Theorems
5.11 and 5.19]). Thus, extracting any information about the value of their free energy is
a challenging problem.

We turn now, to the large deviations principle of the underlying particle system and
the study of escape probabilities. We start by stating, without proof, the reformulated
version of the main result from [DG87]. We also refer the reader to [FK06, Example 9.35,
Section 13.3] for a discussion and proof of such large deviations principles for weakly
interacting diffusions.
Theorem 5.9. Let P(N)(TdL) be the space of empirical probability measures on TdL, that
is

P(N)(TdL) :=
{
µ ∈ P(TdL) : µ = 1

N

N∑
i=1

δxi , xi ∈ TdL

}
.

Assume that µ(N)
0 ∈ P(N)(TdL) is such that there exists µ0 ∈ P(TdL) with W2(µ(N)

0 , µ0)→ 0
as N → ∞. Denote by CT the space C([0, T ];P(TdL)), equipped with the topology of
uniform convergence.

(a) For all open subsets G of CT holds

lim inf
N→∞

N−1 logP
(
µ(N)(·) ∈ G,µ(N)(0) = µ

(N)
0

)
≥ − inf

µ(·)∈G,µ(0)=µ0
S(µ(·)) .

(b) For all closed subsets F of CT holds

lim sup
N→∞

N−1 logP
(
µ(N)(·) ∈ F, µ(N)(0) = µ

(N)
0

)
≤ − inf

µ(·)∈F,µ(0)=µ0
S(µ(·)) ,

(c) For each compact subset K of P(TdL) and s ≥ 0 is the set

ΦK(s) = {µ(·) ∈ CT : S(µ(·)) ≤ s, µ(0) ∈ K} ,

compact.



A MOUNTAIN PASS THEOREM FOR THE MCKEAN–VLASOV ENERGY 27

Here S : CT → R∪{+∞} is the action or rate functional given for µ ∈ AC2([0, T ];P(TdL))
by

S(µ(·)) := 1
2

∫ T

0
‖∂tµ−∇ · (µ∇(β−1 logµ+W ? µ))‖2Ḣ−1(TdL,µ) dt .

and by +∞ otherwise.

We are interested in using the above result to understand the probability of the
empirical process escaping from the uniform state µL and reaching the clustered state µ
in time T > 0.

Theorem 5.10. Assume W ∈ C2(TdL) with βc a discontinuous transition point, i.e.
there exist at least two distinct minimisers of I at β = βc such that one is µL and the
other is some µ ∈ P(TdL). It follows then that the underlying empirical process µ(N) ∈ CT
with initial i.i.d uniformly distributed particles satisfies

P(µN (T ) ∈ BW2
ε (µ), µ(N)(0) = µ

(N)
0 ) ≤ exp

(
−N

(
∆−O(ε2))

)
− oT (1)

)
for N sufficiently large, where BW2

ε (µ) is the closed ball of size ε > 0 around µ, ∆ :=
I(µ∗)− I(µL), where µ∗ is the critical point defined in Corollary 5.7. Here, oT (1) is a
constant which vanishes as N →∞ with a rate depending on the time interval T > 0.

Proof. In order to prove this result we need to relate the rate functional S with the energy
functional I. We can assume without loss of generality that µ ∈ AC2([0, T ];H1(TdL) ∩
P(TdL)) since S(µ) = +∞ otherwise. It follows that there exists φ ∈ L2([0, T ]; Ḣ1(TdL, µ))
[San15, Theorem 5.14] such that

∂tµ = ∇ · (µ∇φ) ,

where the above equation is satisfied in Ḣ−1(TdL, µ). Thus, for any µ ∈ AC2([0, T ];H1(TdL)∩
P(TdL)) we can rewrite the rate functional, using the chain rule for gradient flows discussed
in [AGS08, Section 10.1.2 E., Lemma 8.1.2] (see also [FN12]), as follows

S(µ) = 1
2

∫ T

0

∥∥∥∂tµ−∇ · (µ∇(β−1
c logµ+W ? µ))

∥∥∥2

Ḣ−1(TdL,µ)
dt

= 1
2

∫ T

0

∥∥∥φ− β−1
c logµ−W ? µ

∥∥∥2

Ḣ1(TdL,µ)
dt

= 1
2

∫ T

0
‖φ‖2Ḣ1(TdL,µ) dt+ 1

2

∫ T

0

∥∥∥β−1
c logµ+W ? µ

∥∥∥2

Ḣ1(TdL,µ)
dt

+
∫ T

0

〈
β−1
c logµ+W ? µ, φ

〉
Ḣ1(TdL,µ)

dt

= 1
2

∫ T

0
‖φ‖2Ḣ1(TdL,µ) dt+ 1

2

∫ T

0

∥∥∥β−1
c logµ+W ? µ

∥∥∥2

Ḣ1(TdL,µ)
dt
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+
∫ T

0

〈
(β−1
c logµ+W ? µ), ∂tµ

〉
Ḣ1(TdL,µ),Ḣ−1(TdL,µ) dt .

We choose the closed subset F = {µ ∈ CT : µ(T ) ∈ B
W2
ε (µ), µ(0) = µL} and we set

T ∗ = arg maxt∈[0,T ]
(
I(µ(t))− I(µL)

)
if it is uniquely defined or pick any one if it is not.

We can then rewrite the rate functional as follows

S(µ) = 1
2

∫ T ∗

0
‖φ‖2Ḣ1(TdL,µ) dt+ 1

2

∫ T ∗

0

∥∥∥β−1
c logµ+W ? µ

∥∥∥2

Ḣ1(TdL,µ)
dt

+
∫ T ∗

0

〈
(β−1
c logµ+W ? µ), ∂tµ

〉
Ḣ1(TdL,µ),Ḣ−1(TdL,µ) dt

+ 1
2

∫ T

T ∗

∥∥∥∂tµ−∇ · (µ∇(β−1
c logµ+W ? µ))

∥∥∥2

Ḣ−1(TdL,µ)
dt

≥
∫ T ∗

0

〈
(β−1
c logµ+W ? µ), ∂tµ

〉
Ḣ1(TdL,µ),Ḣ−1(TdL,µ) dt

= max
t∈[0,T ]

(I(µ(t))− I(µL)) .

Note that we have again applied the chain rule for gradient flows from [AGS08, Section
10.1.2 E]. The estimate implies the lower bound

inf
µ∈F

S(µ) ≥ inf
µ∈F∩AC2

max
t∈[0,T ]

(
I(µ(t))− I(µL)

)
.

At this point, we cannot apply Theorem 1.2 directly, since F contains curves with varying
endpoints not necessarily critical points. To handle this case, we define

Fepi =
{

(µ(·), ξ(·)) ∈ C([0, T ]; epi(I)) :(µ(0), ξ(0)) = (µL, I(µL)),

(µ(T ), ξ(T )) ∈
⋃

µ∈BW2
ε (µ)

(µ, I(µ))
}

If µ ∈ F ∩AC2, then the function t 7→ I(µ(t)) is absolutely continuous by [AGS08, Section
10.1.2 E.]. Thus, the curve (µ(·), I(µ(·))) lies in the set Fepi with maxt∈[0,T ](I(µ(t)) −
I(µL)) = maxt∈[0,T ](GI(µ(t), I(µ(t)))− GI(µL, I(µL))). Thus, we have that

inf
µ∈F∩AC2

max
t∈[0,T ]

(
I(µ(t))− I(µL)

)
≥ inf

µ∈Fepi
max
t∈[0,T ]

(
GI(µ(t), ξ(t))− GI(µL, I(µL))

)
Now, we argue that if ε is small enough the above quantity can be made arbitrarily
close to ∆. For doing so, we define δ > 0 such that infµ∈Fepi maxt∈[0,T ]

(
GI(µ(t), ξ(t))−

GI(µL, I(µL))
)

= ∆−2δ. Then, we find (µ̃(t), ξ(t)) ∈ Fepi with maxt∈[0,T ]
(
GI(µ̃(t), ξ(t))−

GI(µL, I(µL))
)
≤ ∆− δ from which it follows that I(µ̃(T ))− I(µL) ≤ ∆− δ. Let

Γepi =
{

(µ(·), ξ(·)) ∈ C([0, T ]; epi(I)) :(µ(0), ξ(0)) = (µL, I(µL)),

(µ(T ), ξ(T )) = (µ, I(µ))
}
⊂ Fepi
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We know that infµ∈Γepi maxt∈[0,T ]
(
GI(µ(t), ξ(t))− GI(µL, I(µL))

)
= ∆. Thus, if we take

any continuous curve (µ(s), ξ(s)) in epi(I) from (µ̃(T ), I(µ̃(T ))) to (µ, I(µ)) parametrised
by s ∈ [0, 1], GI(·, ·) must exceed or be equal to I(µ) + ∆ at some s ∈ [0, 1]. Indeed, if this
would not be the case then we could concatenate (µ̃(t), ξ(t)) and (µ(s), ξ(s)) to obtain,
after reparametrisation, a new curve [0, 1] 3 t 7→ (µ(t), ξ(t)) in epi(I) from (µL, I(µL)) to
(µ, I(µ)) such that maxt∈[0,1] GI(µ(t), ξ(t)) < ∆, a contradiction, since this curve is also
an element of Γepi.

We pick the curve (µ(·), I(µ(·)) where µ ∈ C([0, 1];P2(M)) is a unit speed minimizing
geodesic between µ̃(T ) and µ, as defined in Proposition 3.1. Let t′ be the time at which
I(µ(t′)) exceeds I(µ) + ∆. By λ-geodesic convexity of I we have

I(µ) + ∆ ≤ I(µ(t′)) ≤ (1− t′)I(µ̃(T )) + t′I(µ) + |λ|2 t′(1− t′)ε2

Bounding I(µ̃(T )) by I(µ) + ∆− δ, we obtain,

I(µ) + ∆ ≤ I(µ) + (1− t′)∆− (1− t′)δ + |λ|2 t′(1− t′)ε2

≤ I(µ) + ∆− (1− t′)δ + |λ|2 (1− t′)ε2 .

From this it follows that
δ ≤ |λ|2 ε2 .

Thus, we obtain

inf
µ∈F

S(µ) ≥ inf
µ∈Fepi

max
t∈[0,T ]

(
GI(µ(t), ξ(t))− GI(µL, I(µL))

)
= ∆− 2δ ≥ ∆− |λ|ε2

Finally, we can apply the result of Theorem 5.9 (b), to obtain that

lim sup
N→∞

N−1 logP
(
µ(N)(·) ∈ F, µ(N)(0) = µ

(N)
0

)
≤ − inf

µ(·)∈F,µ(0)=µL
S(µ(·)) ≤ −∆ + |λ|ε2 ,

where we use that W2(µ(N)
0 , µL) → 0 as N → ∞ is implied by the strong law of large

numbers. We set

aN = N−1 logP
(
µ(N)(·) ∈ F, µ(N)(0) = µ

(N)
0

)
.

It follows that

aN ≤ sup
N1≥N

aN1 =
(

sup
N1≥N

aN1 − lim sup
N→∞

aN

)
+ lim sup

N→∞
aN ≤ CN,T −∆ + |λ|ε2 ,

where CN,T =
(
supN1≥N aN−1 − lim supN→∞ aN

)
= oT (1). Plugging in the expression

for aN , we obtain

P
(
µ(N)(·) ∈ F, µ(N)(0) = µ

(N)
0

)
≤ e−N

(
∆−|λ|ε2

)
−oT (1)
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The result then follows from the above estimate and the definition of the set F . �

Remark 5.11. To obtain a result that is uniform in T > 0 would require something
stronger than the Dawson–Gärtner large deviations principle in Theorem 5.9. The
approach of quasi-potentials discussed in [DG86, DG89] may be the correct idea to use
to obtain such a result. However, this would require much more information about the
structure of the non-trivial minimiser and its basin of attraction. Since this is not the
focus of this work, we refer to [Bas20] for a first step in this direction for a particular
choice of the interaction (and confining) potential. We hope to treat the general case in
a future work.

Similarly, the O(ε2) appearing in the exponent exp
(
−N(∆−O(ε2))

)
can be removed

if one can show that the minimiser µ is a local basin of attraction for the McKean–Vlasov
dynamics, i.e. there exists some ε > 0 such that all measures in B

W2
ε (µ) converge to

µ under the flow of the McKean–Vlasov PDE as t → ∞. In this case we can choose
the continuous curve between µ̃(T ) and µ (in the proof of Theorem 5.10) to be the
solution of the McKean–Vlasov PDE starting µ̃(T ). This solution does not increase the
energy and thus the O(ε2) error from the λ-convexity argument will not appear in the
exponent. Such a characterisation of µ is expected under more specific assumptions on
the potential W .
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