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Abstract

The study of solute transport in porous media continues to find applications in both traditional and

emerging engineering problems, many of which occur in natural environments. Key applications include

CO2 sequestration, enhanced oil recovery and soil remediation. Transport is a fundamental component in

the analysis of these systems, because it provides the driving force for physical and chemical interactions

between the fluid and the solid phase. However, the inherent heterogeneity of the subsurface leads to

what is classically referred to as anomalous transport, which challenges classic interpretations of both field

and laboratory experiments. In this context, novel laboratory protocols are needed to probe transport

in heterogeneous medium by measuring the spatial structure of the concentration field in the medium,

rather than relying exclusively on the analysis of breakthrough curves (BTCs).

In this thesis, a combined experimental and modelling study of solute transport in a range of porous media

has been presented, including sandstone and carbonate rocks, to cover a range of pore structures. At the

core of the experimental work is the combination of two imaging methods, X-ray Computed Tomography

and Positron Emission Tomography. While the former is used to characterise rock properties spatially,

the latter allows visualising the temporal evolution of the full tracer plume within the medium in three

dimensions. To this aim, a core-flooding system has been built to carry out pulse-tracer tests over a wide

range of Péclet numbers (Pe = 15− 500) using brine- and radio-tracers. In addition to the experiments

on the three rock samples (Bentheimer Sandstone, Ketton Limestone and Edwards Carbonate), control

experiments on uniform beadpacks were carried out to verify the accuracy of the in-situ measurements.

The experimental BTCs have been analysed in the framework of residence time distribution functions,

which revealed mass transfer limitations in the microporous carbonates in the form of a characteristic

flow-rate effect. Three transport models: the Advection Dispersion Equation (ADE), the Multi-Rate Mass

Transfer (MRMT) and the Continuous Time Random Walk (CTRW) framework have been thoroughly

evaluated with both the BTCs and the internal concentration profiles. It is shown that the ADE provides

an accurate description of the results on the beadpack and the sandstone. The data on the carbonates

are better described by the MRMT, which uses a fraction of stagnant, intra-granular pore space and

an external fluid film resistance model to account for mass transfer between the flowing fluid and the

porous particles. The CTRW theory, applied here for the first time to carbonate cores, provides a further

improvement in describing the BTC, because of its ability to account for unresolved heterogeneities. In

the application of the models, a distinction was made between parameters that are rocks-specific (e.g., the

dispersivity) and those that depend on the flow rate, by treating the former as global fitting parameters

in the optimisation routine. Accordingly, the obtained results provide a more consistent picture than

what the current literature may suggest regarding the use of these models to the analysis of BTCs.
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The dataset obtained from the PET has been used to quantify the extent and rate of mixing in the

different porous media. The 3-D images clearly reveal the presence of spreading caused by subcore-scale

heterogeneities. To quantify their effects on the core-scale dispersion, various measures has been used,

namely the dilution index (Π), the spreading length-scale (K) and the intensity of segregation (I). It

was observed that the microporosity has a pronounced effect on mixing, thereby greatly accelerating the

time scale to reach the asymptotic regime. Notably, both Π and K scale vary linearly with the square-

root of time, indicating the suitability of a Fickian-based model to quantify macrodispersion. This

observation suggests that the strength of heterogeneity in the rock samples investigated is moderate and

that anomalous transport has evolved to normal behaviour on a length-scaleO(l) ∼ 10 cm (∼ length of the

samples). In this context, to provide a more comprehensive picture of anomalous transport in laboratory

rock samples, future studies should aim at increasing the spatial resolution of the measurement. Non-

invasive, imaging tools such as PET are likely to go a long way in addressing this problem and provide

significant opportunities to advance our understanding of miscible displacements in consolidated porous

media, thus including those involving additional phenomena, such as adsorption and chemical reactions.
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Chapter 1

Introduction

The study of flow and transport in porous media is relevant to many large-scale industrial oper-

ations, with applications spanning from chemical engineering (e.g. deep filtration (Herzig et al.,

1970), mass transport through membranes (Brenner and Gaydos, 1977) and gel chromatography

(Knox, 1999)) to subsurface (geo)engineering. The latter are the main scope of this thesis and

include the spreading of contaminants in soils during groundwater flow (Bredehoeft and Pinder,

1973), the geological sequestration of CO2 for Carbon Capture and Storage (CCS) (Bui et al.,

2018), and solvent (such as N2, CO2, steam or water) injection into oil reservoirs for Enhanced

Oil Recovery (EOR) (Muggeridge et al., 2013). Due to the inherently complex characteristics

of geologic formations, it remains very challenging to accurately predict fluid transport in the

subsurface. Challenges include accounting for patterns of heterogeneity over a wide range of

length-scales, complicated pore structures (with pores as small as a few nanometers), and cou-

pled physical phenomena, such as transport with chemical reactions that may significantly alter

the porous network of the rock. While field tests are essential to ensure the viability of the

given operation at scale, laboratory experiments are needed to shed light on flow mechanisms

in complex porous systems and on their controls.

The goal of this PhD project is to improve our fundamental understanding of solute transport in

heterogeneous and microporous porous media. As described in Chapter 2, studies on using repre-

sentative core samples are very limited as compared to those using unconsolidated systems (e.g.

sand-packs), accordingly, dataset of transport coefficients shows significant scatter. Most signif-

40
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icantly, the technical difficulty of probing the mixing process within three-dimensional porous

media has so-far precluded a thorough experimental investigation of the role of heterogeneities

on solute transport. A rigorous assessment of mixing in complex porous media, such as rocks,

is of crucial importance, because it provides the driving force for chemical reactions that take

place in subsurface flows, such as mineral dissolution and/or precipitation.

To fill this gap of knowledge, in this PhD work, a novel experimental approach has been devel-

oped and deployed that integrates conventional pulse-tracer tests with the simultaneous imag-

ing of flows. The imaging techniques used are X-ray Computed Tomography (X-ray CT) and

Positron Emission Tomography (PET). While the former is nowadays widely applied to quan-

tify non-destructively the local distribution of volumetric (and static) properties within opaque

porous media (e.g. saturation and porosity), PET enables the dynamic imaging of flow path-

ways and the associated mixing and spreading processes in three dimensions. Notably, PET is

a known technology in the medical imaging field, but its use in the geosciences for quantitative

studies has not received much attention. In this context, studies are needed that use a range of

rock materials and fluids to evaluate the potential of PET to address challenging problems in

subsurface transport.

1.1 Thesis outline

In Chapter 2, the fundamental theories governing solute transport processes during miscible

displacement in porous media are described. A review of the existing literatures is presented,

including both numerical and experimental techniques to characterise solute transport in labo-

ratory cores and the main research gaps are identified.

One of the major aspects of novelty of this thesis is the utilisation of a combination of multiscale

imaging techniques to allow full access to properties and processes within an opaque porous

medium. In Chapter 3, the working principles of the three instruments deployed in this study,

namely (i) micro X-ray CT, (ii) medical X-ray CT, and (iii) PET are presented. This is followed

by the description of the methodology proposed for image reconstruction, processing and the

characterisation of various spatial and temporal properties of rocks. To better highlight the per-

formance of PET for characterising the spatio-temporal evolution of concentration distributions
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1. Introduction

of a solute plume, quantitative and qualitative comparisons of the results are made on two rock

cores, against that obtained by classical X-ray CT.

Chapter 4 presents the multi-functional core-flooding system that has been designed and com-

missioned for the pulse-tracer tests performed in this thesis. Specifically, details are presented

for the custom-made aluminum core-holder, and the various ancillary components mounted in

the flow loop. This chapter describes also the key design factors considered to conduct pulse

tracer tests, including the choice of fluid pair, gravitational and viscous effects, dead volume and

excess dispersion analysis, and a evaluation of experiment operating conditions. To support this

discussion, results from calibration tests are presented.

In Chapter 5, results are presented and discussed for a set of control experiments conducted on

a well-defined granular beadpack. To this aim, we applied (i) micro X-ray CT to characterise

grain size distribution, (ii) clinical X-ray CT to quantify 3-D porosity distribution, and (iii) a

series of pulse tracer tests (with the Péclet numbers, 25 < Pe < 250) coupled with PET to

dynamically image the temporal and spatial distribution of solute plume in 3-D. The obtained

results are then systematically evaluated using (i) material balance calculations, (ii) residence

time distribution (RTD) analysis, (iii) tracer effluent history and internal concentration profiles,

and (iv) measures of global mixing state. The experimental data are also verified against the

classic Advection Dispersion Equation (ADE).

In Chapter 6, an integrated multiscale, multidimensional experimental approach is presented

to characterise the structural complexity of the three rock samples to be used in the pulse-

tracer experiments, including Bentheimer Sandstone, Ketton Limestone and Edwards Brown

Carbonate. Helium pycnometry, Mercury Intrusion porosimetry and micro X-ray CT were

applied to estimate properties, such as skeleton and bulk density, sphericity index, as well as

and grain and pore size distributions of mm-size plug. Medical X-ray CT was also applied to

obtain a distribution of porosity values of larger cores at a spatial resolution of about 8 mm3.

Chapter 7 and 8 present a systematic investigation of “anomalous” transport observed on the

three characteristic rock cores using breakthrough curve analysis. The dataset includes pulse-

tracer tests carried out over a wide range of Péclet numbers, i.e. Pe ≈ 15−500. The experimental

observations are interpreted by using three transport models, namely the Advection Dispersion
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Equation (ADE) and the Multi-rate Mass transfer Model (MRMT) (Chapter 7), and the Con-

tinuous Time Random Walk theory (Chapter 8).

The 3-D dynamic behaviour of the spatial structure of the concentration field obtained from

PET is evaluated in Chapter 9. In particular, the temporal evolution of the solute plume within

the three rock samples used in this study is quantified by various mixing measures, such as the

concentration probability density function, the dilution index, the intensity of segregation and

the spreading length scale. The experimental observations are compared to predictions obtained

from the one-dimensional models discussed in the previous chapter, thereby providing a unique

opportunity to test their predictive capability. A new spreading measure is also presented that

is on the concept of dilution index to assess the extent of incomplete mixing in heterogeneous

porous media.

In Chapter 10, the main achievements of this PhD thesis are summarised and suggestions for

future work are presented.
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Chapter 2

Background and Literature Review

This chapter provides an overview of the key mechanisms that characterise the transport of solute

during miscible displacements in porous media. The fundamental theories used in the modelling

of solute transport in a porous medium, including the governing equations are introduced. A

literature review is then presented in the following subjects, which are closely associated with

the work performed in this PhD thesis:

1. Modelling of anomalous transport in heterogeneous and microporous rocks

2. Experimental measurements of solute dispersion in rocks including sandstones and car-

bonates

3. Multidimensional imaging techniques used for the characterisation of solute transport in

porous media

2.1 Classification of rocks

Geological porous media are predominated by sandstone and carbonate formations, with each

of them accounting for about 50% of the world total oil reserves (Perrodon, 1983). They are

known as sedimentary rocks and have been formed over millions of years by deposition and

accumulation of sediments in deltas, river estuaries, and in marine environments (i.e. seas or

oceans), followed by burial and compaction. Such rocks consist of grains made of minerals
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and organic materials, and of crystalline cement that binds the grains together (Mathur, 2008).

Fine-grained clay-sized particles (i.e. the matrix) may also be present within the interstitial

pore space between the grains. A schematic diagram illustrating the fundamental components

that can be found in a sedimentary rock is depicted in Figure 2.1.

Figure 2.1: The four fundamental components present in a sedimentary rock, namely porosity, grains,
matrix and cement. Figure taken from Martinez (2016).

2.2 Key mechanisms of solute transport in porous media

2.2.1 Advection

Advection refers to the transport of solutes due to the fluid’s bulk motion and is driven by the

advective hydraulics of the displacing fluid. The advective flux is given by:

jadv = vc (2.1)

and the corresponding advective transport equation reads as:

∂c

∂t
= −∇jadv (2.2)

where v is the velocity vector field with components (vx, vy, vz), c is the solute concentration (a

scalar, c = c(x, y, z)) and t is the time coordinate. The symbol, ∇ refers to the vector differential

operator.
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2.2.2 Hydrodynamic dispersion

Classically, mixing in a porous medium is characterised by means of hydrodynamic dispersion

(Bear, 1972). The latter is a process that affects miscible flows in a porous medium, e.g. by

effectively smearing out displacement fronts. The study of dispersion has attracted significant

interest in various disciplines and it is treated at length in a large number of textbooks on fluid

flow in porous media (e.g. (de. Marsily, 1986; Sahimi et al., 1986; Bear, 1972; Dullien, 1992;

Fetter, 1999)). According to Bear (1972), one of the earliest works of dispersion phenomena was

presented by Slichter (1905), who used electrolyte solutions as a tracer to track the movement

of groundwater. There, it was observed that the tracer downstream of a given injection point

gradually spreads and occupies an ever-increasing portion of the flow field. This phenomenon

is referred to as dispersion and results into local variations of the tracer concentration (Bear,

1972).

The underlying microscopic mechanisms that are associated with hydrodynamic dispersion are

molecular diffusion and mechanical dispersion, which are traditionally lumped together into a

single parameter called hydrodynamic dispersion coefficient, Dh:

Dh = DI + Dm (2.3)

where D and Dm are the molecular diffusion and mechanical dispersion coefficient, respectively.

I is the identity matrix. The hydrodynamic dispersion coefficient is a second-order tensor, which

in a three-dimensional Cartesian coordinate system takes the form:

Dh =


Dh,xx Dh,yx Dh,zx

Dh,xy Dh,yy Dh,zy

Dh,xz Dh,yz Dh,zz

 (2.4)

When the direction of the dispersion is aligned with the direction of the velocity field, this tensor

can be simplified to:

Dh =


DL 0 0

0 DTH 0

0 0 DTV

 (2.5)
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where DL is the longitudinal hydrodynamic dispersion coefficient (i.e. parallel to the direction

of flow), and DTH and DTV are the horizontal and vertical transverse hydrodynamic dispersion

coefficient (i.e. perpendicular to the direction of flow), respectively.

Molecular diffusion, is independent of fluid velocities, is associated with the random motion

of molecules (Brownian motion), and is driven by a concentration gradient. In general, such

process can be represented by the Fick’s first law; in vector notation, the equation is given by:

jdiff = −D∇c (2.6)

where jdiff denotes the diffusive flux vector, and ∇c is the concentration gradient vector. In

porous systems, a so-called effective diffusion coefficient is used to account for the tortuous

nature of the pore space, i.e.

Deff =
Dφ
ξ

(2.7)

where φ is the porosity and ξ is the tortuosity (ξ > 1). The effective diffusion coefficient is

always less than that of molecular diffusion coefficient as diffusion along the tortuous path is

greater (Dullien, 1992).

The second mechanism, mechanical dispersion, refers to the tendency for fluids to spread out

from the bulk flow due to variations in the advective velocity at the pore scale. In a porous

medium, different “streamline” velocities can be caused by a number of baseline microscopic

characteristics of the pore space:

• Effect of pore lengths causing some fluid particles to follow a more direct path than other

fluid particles.

• Effect of pore-wall friction causing velocity fluctuations within a single pore throat. This is

analogous to solute transport through a circular pipe where a parabolic velocity profile were

shown (Taylor, 1953) (referred to as the Taylor dispersion). It has also been demonstrated

from pore-scale modelling that the dispersion is higher in the pores where wall friction is

greater (Bijeljic et al., 2004).

• Different pore dimensions resulting in local variations of fluid velocity.
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Mathematically, the process resulting from mechanical dispersion is treated in a similar manner

as for molecular diffusion, where a constant mechanical dispersion coefficient (Dm, independent

of concentration) is assumed:

jm = −Dm∇c (2.8)

Where jm denotes the dispersive flux of solute. In the literature, the hydrodynamic dispersion

flux, jh, is usually defined, which combines diffusion and mechanical dispersion (Bear, 1972):

jh = −(Dm +DI)∇c = −Dh∇c (2.9)

2.3 Governing equations for solute & solvent transport

At the pore scale, the transport of fluids can be correctly described using Navier-Stokes equa-

tions. In practice, these equations are solved by combining them with a model that enables

the reconstruction of the pore space of a given porous medium. The most predominant meth-

ods used in the literature are pore-network models (i.e. (Fatt, 1956; Blunt, 2001; Valvatne and

Blunt, 2004)) and direct numerical simulation (DNS) (i.e. (Pan et al., 2004; Boek and Venturoli,

2010; Ramstad et al., 2012)). Both models are based on simulating the free flow field by using

the pore space information obtained from imaging techniques, such as X-ray computed micro-

tomography. While DNS simulate transport through the three-dimensional pore space obtained

directly from these images, the pore-network models use the topologically equivalent network of

pores (Blunt, 2001).

The application of these approaches on a larger scale (O ∼ 1 cm and above) is still out of

reach, because of the associated computational costs (Xiong et al., 2016). Moreover, at the

core scale, revealing detailed information of the pore geometry is not trivial (Dentz et al.,

2011). Accordingly, the pore scale transport equations are upscaled by averaging the effective

parameters over a Representative Elementary Volume (REV), which is “the smallest volume

over which a measurement can be made that yields a value that is representative of the whole”

(Hill, 1963). For random bead-/sand-packs, that is about 5 × 5 × 5 grains (Clausnitzer and

Hopmans, 1999) whereas a much larger REV is expected for rocks (i.e. ∼11 × 11 × 11 grains

for Berea sandstone (Pini and Madonna, 2016)). Until now, a number of upscaling methods
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have been proposed; some common approaches include volume averaging (Whitaker, 1999) and

homogenisation theories (Hornung, 1997).

When Reynolds number is less than unity (typical for reservoir flows). Darcy’s equation can be

derived to describe fluid flow through porous media at the continuum scale:

u = −k

µ
(∇p− ρg) (2.10)

Where u is the flux (discharge per unit cross-sectional area); ∇p is the pressure gradient vector;

µ and ρ are the fluid viscosity and density, respectively; g is the gravitational acceleration vector

and k is the permeability tensor. The flux, u, is often referred to as the Darcy velocity, which

is related to the pore (interstitial) fluid velocity by:

v =
u

φ
(2.11)

Traditionally, the flow of a solute through a porous medium is described by the well-known

Advection Dispersion Equation (ADE). The ADE, in the absence of chemical reaction, in its

three-dimensional form (Cartesian coordinate system) reads,

∂c

∂t
= −∇ · (vc−Dh∇c) (2.12)

The first term on the right hand side of Eq. 2.12 represents the advection term, while the second

term describes mass transport due to hydrodynamic dispersion. The underlying assumption of

the advection dispersion approach is that hydrodynamic dispersion obeys Ficks law, and it is

treated as a constant parameter, being spatio-temporally independent (Dullien, 1992). In the

literature, hydrodynamic dispersion coefficient has found to be a function of velocity, and the

general expression for the hydrodynamic dispersion (i.e. Eq. 2.3) can be rewritten by the

following form (Bear, 1972):

Dj = Deff + αjv with j = L, T (2.13)

Where the subscript j denotes the longitudinal and transverse components of dispersion. v is the

mean interstitial velocity in the principal direction of flow. The constant, αj is the dispersivity,
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which is a measure of the heterogeneity of a pore space and can therefore be interpreted as a

characteristic property of the porous medium. For solute transport in unconsolidated systems

(e.g. random bead-/sand-packs), the longitudinal/transverse dispersivites can be directly related

to the microscopic properties of the porous medium, such as the mean particle diameter (Perkins

and Johnston, 1963). For consolidated systems (e.g. sandstones and carbonates rocks), this

reconciliation is less straightforward, partly because the mean grain diameter looses significance;

this is discussed further in the sections below.

2.3.1 Different flow regimes in porous media

The study of hydrodynamic dispersion can be mapped into different flow regimes, depending on

the dominant mechanism of transport. The latter is defined by the dimensionless Péclet number,

which describes the ratio between advection and diffusion over a given distance, l (the so-called

characteristic mixing length scale) (Sahimi et al., 1986), i.e:

Pe =
vl

D
(2.14)

For homogeneous systems, such as unconsolidated bead-/sand-packs, the average grain diam-

eter, dp has been commonly used as the characteristic length scale, l (Perkins and Johnston,

1963). However, the definition remains unresolved for rocks, where different metrics have been

proposed, including the average pore/grain diameter (Legatski and Katz, 1967), the dispersivity,

αL (Honari et al., 2013), as well as the correlation length of a porous medium (Bijeljic et al.,

2013). For diffusion-dominated transport (O(Pe) ∼ 10−1) (Perkins and Johnston, 1963)), the

advective term in Eq. 2.13 can be removed, and the following expression is obtained:

Dj

D
=
φ

ξ
(2.15)

At larger Péclet numbers (O(Pe) ∼ 101) (Perkins and Johnston, 1963)), the transport is governed

by advection,

Dj

D
=
αjv

D
= σPe (2.16)
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where αj = σl and σ is a constant parameter that relates the characteristic length scale of the

porous medium l to the core-scale dispersivity (0.5 < σ < 1.2 for uniform sand-/bead-packs,

while σ > 1 for rocks (Perkins and Johnston, 1963; Pini and Madonna, 2016; Zahasky and

Benson, 2018)). Generally, reservoir flows can be characterised by both transport regimes (Pini

and Krevor, 2019).

2.4 Adapting dispersion concepts in rocks

2.4.1 Asymptotic and preasymptotic transport in porous media

Although hydrodynamic dispersion represents a practical and widely adopted concept for char-

acterising mixing during miscible displacements, the quantification of dispersion coefficients

requires careful appraisal, particularly for heterogeneous porous media. As outlined in Section

2.2, hydrodynamic dispersion results from microscopic variations in the fluid velocity within the

pores of the medium which in turns lead to spatial and temporal non-uniformity in the cross-

sectional pore concentration profiles (Dentz et al., 2018). The term, “incomplete mixing” has

been introduced to describe this phenomenon (Le Borgne et al., 2011). Most significantly, the

common perception is that the solute particles need to travel a given number of pores within the

medium in order to reach local concentration equilibrium. The latter determines the scale at

which the transport can be characterised by an average quantity (Berkowitz et al., 2006). This

is known as the asymptotic condition and is more commonly referred to as the Fickian scale,

because it defines the condition for the correct application of the classical Fickian-based trans-

port approach. The establishment of asymptotic regime is a consequence of diffusion process

which acts to effectively ‘homogenise’ microscopic velocity variations, similar to the behaviour

that is observed in the flow through a channel (as demonstrated in the work presented by Taylor

(1953)). In the so-called preasymptotic regime (also referred to as non-Fickian regime), the

dispersion coefficient is found to increase over time and distance travelled (Han et al., 1985;

Berkowitz et al., 2000; Bijeljic and Blunt, 2006), and it therefore does not represent the proper

quantitative measure to describe solute mixing (Tartakovsky et al., 2008; Battiato et al., 2009;

de Anna et al., 2013).

The complex nature of rocks is such that the argument above can be applied also at scales
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larger than the pore, from the core- up to the field-scale. At these scales spatial variations in

the permeability are responsible for variations in fluid velocity in the medium and introduce

length-scale effects in the hydrodynamic dispersion coefficient. In general terms, these can be

associated with the characteristic time- and/or length- scales of the system under study, namely:

for advection time scale: tadv =
l

v
(2.17a)

for diffusion time scale: tdiff =
l2

2D
(2.17b)

where v is the interstitial fluid velocity, tadv and tdiff are the times needed for a solute particle to

traverse a characteristic length scale, l by advection and diffusion, respectively. Accordingly, the

dimensionless parameter, i.e. l∗ = tdiff/tadv is introduced to define the critical time-(or length-)

scale at which the transport of solute has reached into an asymptotic regime. In other words, l∗

defines the support scale at which the representative elementary volume (REV) is assumed to

be well-mixed. In a porous medium, a REV scale is typically selected such that the porosity can

be well-defined (Dullien, 1992). One of the objectives of this study is to quantify this scale for

the description of solute transport in consolidated rock samples used in core analysis (O(l) ∼ 1

cm−1 m).

2.4.2 Limits of advection dispersion approach

The classic method of characterising solute transport relies on the use of advective-dispersion

approach. This is applicable to homogeneous systems and/or to porous media where hetero-

geneity has a uniform spatial distribution. In these situations, the transport process can be fully

described by means of a single parameter (i.e. dispersivity) (Dullien, 1992). As pointed out in

the previous section, this situation is rarely encountered in the subsurface, because rocks exhibit

geologic heterogeneities at all scales (from nanometer to meters) with correlation lengths often

approaching the size of a laboratory samples (Murphy et al., 1984). This gives rise to what

is commonly referred to as “anomalous” transport (Dentz et al., 2011). The latter is used to

describe any behaviour that cannot be captured by the advection-dispersion equation (ADE),

which treats dispersion in a way fully analogous to diffusion in Fick’s law (Neuman and Tar-
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takovsky, 2009). In fact, the anomalous behaviour in rocks has been readily demonstrated across

the full range of relevant spatial scales, from the interpretation of tracer tests in the field (e.g.

Adams and Gelhar (1992); Cirpka and Kitanidis (2000b); Gouze et al. (2008b)) to the analysis of

unidirectional miscible displacements in laboratory samples (e.g. Silliman and Simpson (1987);

Walsh and Withjack (1994); Pini et al. (2016)). Due to the additional “macrodispersion” effects

caused by heterogeneity, it has been unequivocally shown that hydrodynamic dispersion alone

does not prove to be a sufficient measure for characterising the mixing process in rocks (Ki-

tanidis, 1994; Dentz et al., 2011; Le Borgne et al., 2011), primarily because it does not contain

information on the spatial structure of the concentration field within the medium (Le Borgne

et al., 2011). Knowledge of the actual distribution of solutes represents an essential need for the

accurate estimation of chemical and physical interactions between fluids and between the fluids

and the rocks (Cirpka et al., 2008; Rolle et al., 2009; Dentz et al., 2011; Chiogna et al., 2011b).

Some typical examples of these chemical processes include the convective dissolution of CO2

rich brine in saline aquifers (Liyanage et al., 2019), ion adsorption on mineral surfaces (Sposito

et al., 1999), and precipitation/dissolution of CaCO3 in carbonate reservoirs (Berkowitz et al.,

2003); they are all triggered by mixing between two miscible fluids. However, obtaining such

information with the level required for quantitative analysis is not trivial, and represents an

experimental challenge, as demonstrated in later sections.

2.4.3 Concepts of spreading, mixing & dilution

While hydrodynamic dispersion reveals the transport mechanisms that originate from the mi-

croscopic processes within the pores (shown in the left of Figure 2.2), the transport of solute in

a heterogeneous porous medium at larger scales can be described by two processes, i.e. spread-

ing and mixing (or dilution), thereby introducing an additional mechanism to describe the

“macrodispersion” phenomenon. As can be demonstrated from a snapshot of an evolving tracer

plume inside a bi-layered beadack shown in Figure 2.2, spreading gives rise to plume deforma-

tion (change in the overall shape of the plume), while mixing results in smoothing out of the

concentration gradient (discolouring of the solute plume). In other words, the former controls

the spatial distribution of the solute plume due to local velocity variations, mixing governs the

spatial distribution of the solute within the plume. In Figure 2.3 are shown the four conceptual
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concentration maps that illustrate how a tracer pulse injected into a hypothetical heterogeneous

porous medium can be affected by different transport mechanisms at the continuum scale.
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Figure 2.2: Snapshots of different characteristic transport mechanisms that can be observed at different
scales of measurements. The image on the right represents a snapshot of an evolving tracer plume within
a bi-layered beadpack.
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Figure 2.3: Conceptual diagram illustrating the different mechanisms of transport present in a porous
medium during solute transport.
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2.5 Modelling anomalous transport in rocks

The reliability of the measured dispersivity coefficient in rocks relies heavily on the numerical

approach used. This is evidenced by the recent works of Honari et al. (2013, 2015), where the ob-

tained dispersivity varied significantly depending on how the experimental dataset is interpreted,

i.e. αL = 0.063− 0.159 (Ketton Limestone) and αL = 0.057− 0.120 cm (Estaillades Limestone).

In the literature, many theories have been proposed to describe the processes that govern the

experimental observations of anomalous phenomena. These methods can be subdivided into two

main categories, namely stochastic (probabilistic) and deterministic approaches.

The continuous time random walk (CTRW) framework appears to be one of the most widely

used theory to predict dispersive flows in heterogeneous porous media. There, the transport

problem is modelled as a stochastic process, meaning that the movement of solute particles in

the porous medium is treated as a random variable in time and space. The distribution of latter

is associated with a probability density function (PDF), that can be determined, depending

on the nature of the system, or the behaviour of the breakthrough curve measured (Berkowitz

et al., 2006). In the CTRW formalism, the Fickian assumption no longer holds because the

impacts of microscopic (pore-scale) heterogeneities are accounted by a series of ‘slow’ and ‘fast’

movements of solute particles controlled by the density function (Cortis and Berkowitz, 2005).

Similar to other stochastic approaches, the effective quantities, such as concentration represent

an ensemble average, and therefore is best applied to transport problems when the heterogeneity

of a system exhibit no clear spatial correlations (i.e. statistically ‘homogeneous’ medium) (Levy

and Berkowitz, 2003). The application of CTRW in a deterministic manner (e.g. by accounting

the spatial distribution of heterogeneities within the size of interest) remains an ongoing research

(Berkowitz et al., 2006). In the literature, the use of CTRW framework to interpret dispersion

in rocks is very scarce, with only few validation works against simulation results computed from

pore-scale modelling on a Berea sandstone (Bijeljic and Blunt, 2006) and on a Portland limestone

(Bijeljic et al., 2011); these numerical studies were limited to a cubic sample with the side length

of about 3 mm. To best of our knowledge, the work by Cortis and Berkowitz (2005) presents the

only study where experimental measurements of solute transport in laboratory rock cores are

interpreted in the context of CTRW. Other effective (stochastic) transport formulations, such
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as the fractional advection-dispersion equation (fADE, e.g. (Benson et al., 2000; Metzler and

Klafter, 2000)) and the multi-rate mass transfer (MRMT, e.g. (Coats et al., 1964; Haggerty

and Gorelick, 1995)) approach, has proven to be the special form of the CTRW (Berkowitz

et al., 2006). Briefly, the fADE approach models the spatial and temporal distribution of solute

particles by means of modifying the fractional derivative in the classical ADE. The order of

the fractional derivative, also known as the Lévy index varies between 1− 2, which is governed

by the nature of a breakthrough curve (BTC). In contrast, the MRMT model introduces an

additional term to the ADE to account for the mass transfer resistance that arises between the

bulk fluid and the microporous regions where the transport are assumed to be immobile. The

MRMT model has been commonly used to describe transport in carbonates; these rocks are in

fact characterised by the presence of both inter- and intra-granular porosity, the latter enabling

mass exchange only by diffusion. Yet, the fraction of stagnant pore space is often let to depend

on the fluid velocity (Baker, 1977; Batycky et al., 1982; Bretz and Orr, 1987; Honari et al., 2015)

and the physical meaning of the obtained parameter values has therefore been questioned (Yellig

and Baker, 1981). Further details of the MRMT theory can be found in Chapter 7.

Solute transport in heterogeneous porous media has also been extensively interpreted using the

streamtube approach (e.g. Simmons et al. (1995); Cirpka and Kitanidis (2000a); Ginn (2001)).

The latter assumes fluid transport to take place in a series of streamtubes characterised by

different travel times (Kitanidis et al., 2012). In this case, mixing occurs within each stream-

tube in one direction where instantaneous (complete) mixing is assumed, whereas mass transfer

between the streamtubes is neglected. The ADE is solved for each streamtube independently,

and the effluent concentration profile is then obtained by integrating the average concentration

of each streamtube over the entire system. Amongst others, the most referred techniques are

the stochastic convective streamtube approach (e.g. (Ginn et al., 1995)) and the advective-

dispersive streamtube approach (e.g. (Cirpka and Kitanidis, 2000a)). The difference is that

the former does not account for the effect of longitudinal dispersion within each streamtube

(Simmons et al., 1995). The underlying assumption of the model is that non-Fickian behaviour

originate from tracer spreading caused by macroscopic heterogeneity, which are effectively cap-

tured by the different streamtube velocities. However, this is done at the cost of neglecting

mixing between them. As a practical consequence, this may lead to significant underestimation
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of mixing (Cirpka and Kitanidis, 2000a), particularly for mixing-controlled systems, i.e. micro-

porous rocks. Traditionally, the distribution of the streamtube travel times are characterised by

a probability density function, that is often obtained from the mathematical technique, known

as deconvolution of a tracer effluent curve (Kitanidis et al., 2012).

More recently, an approach has been proposed to generate streamtubes in a rock sample based

on the (known) permeability field (Pini et al., 2016). Driven by the development of non-invasive

imaging techniques, a permeability map can nowadays be generated from capillary-pressure

measurements during core-flooding experiments and the use of the J-Leverett scaling relation-

ship (Pini and Benson, 2013). This (deterministic) streamtube approach represents a departure

from earlier studies that rely on stochastic information and the combination with in situ imag-

ing techniques allows for a direct link between the transport parameters (e.g. hydrodynamic

dispersion) and the spatial heterogeneity of rocks.

2.6 Dispersion experiments in rocks

The traditional approach for quantifying transport properties of rocks relies on the use of lab-

oratory tracer tests coupled with a numerical or analytical solution of a transport model. In

such tests, a tracer is injected in the inlet core of a porous system in the form of a pulse- or

step-change in the concentration, and the BTCs are measured with time. Hydrodynamic dis-

persion coefficient is used as a fitting parameter, so as to obtain a best match between measured

and predicted concentration values. A practical implication of anomalous transport is that the

tracer BTCs are characterised by asymmetry and long tailing of the concentration at late times.

As an example of general validity, Figure 2.4 presents a set of such observations found in the

BTCs for a Berea sandstone core and a Ketton carbonate sample. As shown, while the ADE

fails at describing the experimental BTCs, the non-Fickian models, such as the CTRW and

the MRMT models outlined in the previous section, provide much better descriptions of the

experimental dataset. However, the puzzling observation here is that there is an evident lack of

consistency in the choice of the method used to describe experiments on a given rock type. For

the most typical rock core used in laboratory dispersion measurements, i.e. Berea Sandstone,

all the modelling approaches described above have been reported; the corresponding range of
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dispersivity values spans almost one order of magnitude (αL = 0.04 − 0.4 cm), as evidenced in

a collection of literature data reported in Table 2.1.

(a) Berea Sandstone (b) Ketton Limestone
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Figure 2.4: Examples of literature effluent breakthrough curves measured on (a) Berea Sandstone and
(B) Ketton Limestone, following a step and a pulse injection of solute into the cores, respectively. The
figure is used to demonstrate the anomalous transport behaviour of rocks, in which the classic ADE model
fail to describe. The results are presented as log-transformed time over mean flux concentration for (a)
and reduced time (normalised by the mean residence time of solute particles) over concentration for (b).
The symbols refer to the experimental measurements whereas the lines are the ADE or the non-Fickian
models described in Section 2.5. The plots are adapted from Cortis et al. (2004) (figure a) and Honari
et al. (2015) (figure b), respectively.

Table 2.1: Longitudinal (αL) and transverse (αT) dispersivity measured from tracer tests in cylindrical
cores of Berea sandstone (B-S) using both liquids (liq.) and gases (gas). The Péclet number is defined
as Peα = vα/D or Pe = vdp/D The following values are assumed: bulk diffusion coefficients D(gas) =
1 × 10−4 cm2/s, D(liquid) = 1 × 10−5 cm2/s and rock’s grain diameter, dp = 150 µm. The size of the
samples are reported as d× L(diameter × length). Table adapted from Pini and Krevor (2019).

Fluid d× L [cm2] Peα [–] Pe [–] αL [cm] αT [cm] Reference

liq. 4×76 1-34 3-101 – 0.005 Grane (1961)

gas 3.8×60 60-443 7-48 0.14 – Legatski and Katz (1967)

liq. 3.8×25 300 11 0.40 – Donaldson et al. (1976)

liq. 5×23 131-1270 7-71 0.27 – Baker (1977)

gas 7.6×18 0.4-35 0.04-3 0.17 – Batycky et al. (1982)

liq. 1.25×14 9-2268 1-243 0.14 – Hulin and Plona (1989)

liq. 2×6 2-103 0.3-14 0.11 – Gist et al. (1990)

gas 3.8×10 0.03-3 0.01-1 0.04 – Honari et al. (2015)

liq. 5×9 61-155 9-23 0.10 – Pini et al. (2016)

liq. 7.6×20 0.1-29 0.5-100 – 0.004 Boon et al. (2017)

This uncertainty affects also experimental observations on carbonate rocks, which have been

studied less extensively. In fact, characterisation of dispersion in carbonate rocks is additionally

challenged by the existence of more complex pore structures (Bijeljic et al., 2013), trimodal

pore size distribution, thus exhibiting intra-granular porosities (sub-micron pores within grains)

and/or macroscopic vugs (visible pore space that are significantly bigger than the corresponding
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grains or crystals) (Lucia, 1983). The study of miscible displacements in laboratory cores of

carbonate rocks started in the 1970s, with the work by Brigham (1974); Baker (1977); Spence

and Watkins (1980) who conducted a series of tracer tests over a range of Péclet numbers. The

MRMT model was applied to describe the tracer tests, resulting in much larger dispersivity

values as compared to sandstones (up to 25 times higher when compared to a Berea Sandstone).

This work was extended by Bretz and Orr (1987); Bretz et al. (1988), by reporting the first at-

tempt to evaluate the impacts of small-scale heterogeneity on solute transport. The conclusion

from these studies is that the connectivity of the pore space and the wide pore size distributions

(PSDs) are responsible for the early breakthrough and the pronounced concentration tails, re-

spectively. A different mechanism was indicated by Gist et al. (1990), who found that a wide

PSD does not induce early breakthrough nor the long time tail in carbonates. In this study, the

effluent profiles of less heterogeneous carbonate samples (Austin chalk and Indiana limestone)

having a wider bimodal pore-size distribution did not show pronounced tailing, while anomalous

behaviour was observed in carbonate rocks with significant fine scale (mm) heterogeneities.

Another discrepancy that highlights the complex nature of carbonate rocks is the discussion on

the velocity dependency of the dispersion coefficient. While some authors have shown that the

relationship can be approximated by a linear function (Brigham, 1974; Baker, 1977; Spence and

Watkins, 1980; Bretz and Orr, 1987; Bretz et al., 1988), others have used a power-law correlation

between dispersion coefficient and fluid velocity, i.e. DL ∝ vn with the exponent, n that increases

with increasing heterogeneity of the porous medium (e.g. n = 1− 1.4) (Gist et al., 1990; Bijeljic

et al., 2004, 2011; Honari et al., 2015). As a direct consequence of the inconsistencies revealed

in the literature, a significant scatter in the dispersion dataset has been reported for carbonate

rocks, i.e. longitudinal dispersivity coefficients: αL = 0.05 − 4.35 cm (Gist et al., 1990; Baker,

1977; Brigham, 1974; Spence and Watkins, 1980; Bretz and Orr, 1987; Honari et al., 2015) (data

collated from 6 literature sources on 15 core samples).

To resolve these discrepancies, different experimental approaches have been proposed. In the

early work by Hulin and Plona (1989); Leroy et al. (1992), the “dispersion-echo” technique has

been applied, in which a tracer-pulse was injected into the sample and the flow was reversed

after a finite time. There, they used a packed-bed of a stratified porous medium and a rela-

tively homogeneous rock core (i.e. Berea sandstone) and demonstrated that the extent of the
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solute plume is partly recoverable, leading to smaller values of dispersivity. Similar techniques

have also been adapted to measure tracer effluent profiles at the field-scale (Liu et al., 2010;

Hansen et al., 2016; Schroth et al., 2000; Shakas et al., 2016) (known as push-pull or single-well

injection-withdraw tracer tests). Alongside these studies, efforts have been made to develop mul-

tidimensional techniques that allows direct and dynamic visualisation of the solute plume inside

a porous medium. Some of the recent works include bench-scale (transparent) tank experiments

(packed with sand- or glass-beads) that involve monitoring of a dye tracer imaged by high-speed

cameras (Zinn et al., 2004; Catania et al., 2007; Trevisan et al., 2015, 2017) or measurements

based on optical transmission technologies (Zinn et al., 2004; Haberer et al., 2011). While these

investigations provide valuable insights on the fundamental transport mechanisms occurring at

the pore- and subcore-scale, they are limited to 2-D, and therefore, present a major challenge

for studying anisotropic rocks. Moreover, the optical measurements constrain the medium of

interest to only translucent materials, e.g. glass-beads (Zinn et al., 2004).

2.7 In situ visualisation of core-scale solute transport in rocks

using imaging techniques

One of the major limitations in the classical characterisation of hydrodynamic dispersion is

that spreading and mixing cannot be easily decoupled. This is attributed to the fact that it

is inherently difficult to infer what is happening inside a porous medium. To complement the

understanding from tracer breakthrough analysis, recent advancements include the implementa-

tion of multidimensional imaging techniques, which enable direct observations of the evolution

of the solute plume within the porous medium in both space and time. Techniques that can

be used to obtain this information include X-ray Computed Tomography (X-ray CT), nuclear

magnetic resonance imaging (MRI/NMR) and more recently nuclear emission imaging methods,

such as Positron Emission Tomography (PET) and Single Photon Emission Computed Tomogra-

phy (SPECT). Above all, X-ray CT is by far the most widely applied in geological applications,

and has nowadays become an integral part of core-analysis workflows (Akin and Kovscek, 2003;

Shafer, 2013). Standard protocols have been established using X-ray CT to quantify the spatial

variability of various physical characteristics of rocks (e.g. porosity, permeability), the distribu-

60



2.7 In situ visualisation of core-scale solute transport in rocks using imaging techniques

tion (e.g. saturation) of fluids pumped through them, as well as the interactions between them

(e.g. capillary pressure-saturation relationship), both at the pore- (e.g. Bertels et al. (2001);

Blunt et al. (2013); Berg et al. (2016)) and subcore-scale (e.g. Krause et al. (2009); Pini et al.

(2012); Krause et al. (2013); Pini and Benson (2013)). While being a proven technology in the

medical field, the advancement of X-ray CT has contributed significantly to the current under-

standing of challenging geological problems such as how CO2 can be trapped into saline aquifers

or how oil reserves can be extracted more effectively from the reservoir. Alongside these, X-ray

CT has also been occasionally used to visualise plume migration during miscible and immisci-

ble displacements in both sandstones (Toshiya et al., 2000; Berg et al., 2013) and carbonates

(Hidajat et al., 2004; Fourar and Radilla, 2009; Ott et al., 2015). However, the main challenges

are the achievement of the required temporal resolution and of sufficient image contrast without

disturbing the flow field. As a matter of fact, X-ray CT can only be applied to capture fluid

movement at very slow flow rates (e.g. (Ott et al., 2015) used a flow rate of 0.45 ml/min).

Although more recent scanners provide much quicker time resolution (O ∼ 10 s to image a full

core with length of about 15 cm with our in-house scanner, Toshiba Aquilion 64 TSX-101A), a

dopant (e.g. a heavy salt, such as potassium iodine, KI) is often needed to enhance the image

contrast between the two fluids. As demonstrated in the next chapter, this does not provide

sufficient resolution to study miscible displacements in rocks quantitatively, particularly for sys-

tems that experience significant mixing. At such conditions, unwanted buoyancy effects may

also arise that would inherently affect the displacement behaviour. Furthermore, the application

of MRI/NMR methods to study geologic materials is limited by the presence of paramagnetic

species (such as clays, pyrite), which can largely distort the quality of the obtained 3-D images

(Reeves and Chudek, 2001; Nestle et al., 2003; Gladden and Mitchell, 2011).

In comparison, PET, a nuclear imaging technique, offers the potential to overcome these issues

by providing a spatial resolution comparable to clinical X-ray CT instruments (O ∼ 1 mm), while

requiring minimal doses of radiotracer (O ∼ 10−12−10−13 mol/mL) and enabling high temporal

resolution (O ∼ 10 s) (Gründig et al., 2007; Boutchko et al., 2012; Ilankoon et al., 2013; Fernø

et al., 2015a). Recent years have seen an increased use of PET to the study of flow and transport

processes in various geomaterials, including bead-, soil- and sand-packs (Degueldre et al., 1996;

Kulenkampff et al., 2008; Fernø et al., 2015b; Kulenkampff et al., 2015; Dogan et al., 2017;
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Lippmann-Pipke et al., 2017), and sandstones (Ogilvie et al., 2001; Goethals et al., 2009; Fernø

et al., 2015a; Pini and Madonna, 2016; Zahasky and Benson, 2018). A more comprehensive list

of the PET works to date, and their corresponding core samples investigated for the dynamic

imaging of solute transport is provided in Table 2.5. In general, these studies have been primarily

qualitative, with the intention to demonstrate the capability of PET to visualise fluid flows

inside opaque porous media. However, only recently have experimental studies been validated

against predictions by numerical models (e.g. (Boutchko et al., 2012; Lippmann-Pipke et al.,

2017)) and/or used for quantitative evaluations, such as to characterise local fluid saturations

(Fernø et al., 2015a; Zahasky and Benson, 2016) or to quantify the dispersion in rocks (Pini

and Madonna, 2016; Zahasky and Benson, 2018). As it can be seen in Table 2.5, a broad

range of radiotracers are used; they have been mainly selected according to the time each

experiment takes, making it a system dependent variable. In other words, the half-life of the

chosen radiotracer should be long enough to carry out scans and to be detected to produce

valuable imaging results. However, questions remain unanswered on how these radiotracers

interact with the system (i.e. between the rock and the fluid). This is particularly important

for rocks with high geochemical reactivity, such as carbonates, which have been rarely studied

(see Table 2.5). Above all, to standardise the use of PET, efforts are needed to first test a

range of rock samples and fluids to evaluate the potential of PET as a quantitative tool to study

spreading and mixing in heterogeneous porous media, thereby, providing a complement to the

information gathered from X-ray CT, which is inherently limited to static properties. A more

detailed review of the PET imaging technique applied in the context of water resources research

can be found in our recent publication in Zahasky et al. (2019).
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Chapter 3

Imaging Methods

• Some of the material covered in this chapter has been published in Kurotori, T., Zahasky,

C., Hosseinzadeh Hejazi, S. A., Shah, S. M., Benson, S.M., Pini, R. Measuring, imaging

and modelling solute transport in a microporous limestone, Chemical Engineering Science

196 (2019) 366-383.

• The analysis performed in section 3.2.3 has been published in Zahasky, C., Kurotori, T.,

Pini, R., Benson, S.M. Positron emission tomography in water resources and subsurface

energy resources engineering research, Advances in Water Resources 127 (2019) 39-52.

3.1 Chapter summary

In this chapter, details of the imaging methods deployed as part of this PhD thesis are explained.

To summarise, three different types of imaging techniques have been utilised, namely (i) micro X-

ray Computed Tomography (CT), (ii) medical X-ray CT and (iii) Positron Emission Tomography

(PET). These have been applied for the in situ characterisation of rock spatial properties at (i)

pore- (µm) and (ii) subcore-scale (mm), and (iii) of the real-time evolution of tracer plume during

pulse tracer tests. The working principles of each imaging technique is outlined, to provide a

fundamental understanding of the capabilities and limitations of the methods proposed. The

performance of the scanners in resolving the spatial distributions of the rock structural properties

and the dynamic transport processes have been evaluated in terms of uncertainty analysis and
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3.2 Multiscale imaging techniques

experiment reproducibility. The signal-to-noise (SNR) analysis between PET and X-ray CT has

been carried out to highlight the complementarity of these two techniques, particularly in the

context of imaging solute transport in porous media. Details of the scanners used, including the

scanner parameters, reconstruction methods and image processing protocols are also discussed.

3.2 Multiscale imaging techniques

Image analysis and reconstruction have been carried out using AVIZO-9 (ThermoFisher Scien-

tific) for the dataset acquired using micro-CT, while in-house MATLAB routines have been used

for the image processing of PET and medical-CT scans.

3.2.1 X-ray CT imaging

X-ray CT is based on the attenuation of X-rays through a medium; a narrow beam of X-rays

produced from a X-ray tube on one side of the sample is passed through the object and reaches

the detector at the opposite side with less intensity as a result of X-ray attenuation. The latter

is parametrised by means of a linear attenuation coefficient µI , as defined by the Beer-Lambert

law (Pedrotti et al., 2007):

If/Io = exp(−µIh) (3.1)

where Io is the initial intensity of the X-ray beam; If is the detected value after the beam passes

through an homogenous sample of thickness h. For each attenuation event, the linear attenuation

coefficient is measured in one volume element (voxel). By rotating either the sample (for a micro-

CT scanner) or the X-ray source and the detector around the object (for a medical-CT scanner),

multiple projections of the same 2-D slice are measured, that are combined to obtain the linear

attenuation coefficients of each voxel within a 2-D slice. 2-D images of different slices are then

stacked together to produce a 3-D reconstruction of the specimen. Typically, the CT attenuation

value of each voxel is represented on the image projections as gray scale (Curry et al., 1990),

which is a function of the average bulk density (electron density) and effective atomic number of

the given voxel. For CT scanning (X-ray energies larger than 100 kV), where Compton scattering

is the predominant interaction, linear attenuation coefficient can be assumed to be only linearly
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dependent on the bulk density. However, for energies levels below 100 kV or materials with

high atomic number, the contribution of photoelectric absorption increases rapidly and thus

this assumption no longer holds (Akin and Kovscek, 2003). This is the case when dopants (e.g.

a heavy salt, such as potassium iodine, KI) are used to enhance the attenuation contrast between

two fluids in the CT scans. In such cases, a dedicated calibration may be required. Further

details on the theories of X-ray CT in the context of petroleum engineering research can be

found in Akin and Kovscek (2003).

Micro CT imaging

Tomographic images of dry cylindrical plugs with volume, Vplug ≈ 0.2 cm3, have been acquired

for all the rock cores used in the pulse tracer tests (e.g. Bentheimer Sandstone, Ketton Limestone

and Edwards Brown Carbonate). This was done with a Versa XRM-500 X-ray micro-CT scanner

(ZEISS), with images taken at raw voxel resolutions of (4.3×4.3×4.3) µm3 for Ketton Limestone,

and (9.9×9.9×9.9) µm3 for Bentheimer Sandstone and Edwards Brown Carbonate. For each

system, two set of micro-CT scans are performed along the axial direction of the sample; these

images are then stitched together to produce a complete imaging dataset, giving a total of

10003 − 20003 voxels. The following scanning parameters have been applied: 80kV of voltage,

7W of power, and a total of 3000 projections being collected for each tomographic image. The

micro-CT images have been reconstructed using the built-in algorithm provided by Zeiss, and

are processed using AVIZO-9 software, so as to estimate properties, such as porosity and the

rock grain size distributions (GSDs) presented in Section 5.2.

In this work, a general method is proposed to extract these properties, which involves the fol-

lowing key operations using AVIZO-9. First, the reconstructed cross-sectional greyscale images

are segmented into two phases (i.e. zeros: the pore phase and ones: the solid phase) by applying

the watershed algorithm; this involves defining a suitable threshold, which is relatively straight-

forward, due to the clear contrast between the two phases. Porosity can then be estimated by

simply counting zeros and ones (Pini and Madonna, 2016). Next, each grain is differentiated

using a Separation toolbox, i.e. separate object ; this transforms the 2-D segmented images into

individual 3-D particles. The last step of the analysis is “cleaning” of the imaging dataset. This

involves (i) removing the incomplete grains around the edges of the images, and (ii) eliminating
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3.2 Multiscale imaging techniques

the trace particles that are smaller than the equivalent diameter, de = 40µm. The latter step is

performed because these small particles are considered to be imaging artefacts, as demonstrated

in Menke et al. (2015). Data cleaning is achieved by implementing border kill and remove small

spots operations in the software. The validity of the proposed method has been verified by using

a well-defined porous medium, i.e. granular glass beads (SiLibeads R©, supplied by VWR, UK)

(see Chapter 5 for details).

Medical CT imaging

Tomographic images of dry and the water-saturated core samples were acquired with a Toshiba

Aquilion 64 TSX-101A clinical X-ray CT scanner for Bentheimer Sandstone and Edwards Brown

Carbonate, whereas the corresponding scans of beadpacks and Ketton Limestone were obtained

using a Universal Systems HD-350 X-ray CT scanner. The distribution of the total (intra- and

inter-granular) voxel porosity, φT can be computed as follows (Pini and Madonna, 2016):

φT =
CTwet − CT dry

CTwater − CT air
(3.2)

where CT refers to the CT number in Hounsfield units of the pure fluids (air, -1000 HU and

water, 0 HU); CT is the value assigned to any given voxel in the system, which therefore includes

contributions from the rock grains in addition to either air or water. The latter are obtained by

taking CT scans with the rock saturated with dry air and water, respectively. The following set

of imaging parameters has been applied, tube current: 200 mA, energy level of radiation: 120 kV,

display field of view (FOV): (512× 512) voxels, with voxel dimension of (0.5× 0.5× 1) mm3 for

the Universal Systems scanner or (0.1× 0.1× 1) mm3 for the Toshiba scanner. The images have

been reconstructed using the reconstruction filter “body”, with standard kernel.

As described in Pini et al. (2012), the noise associated with medical X-ray CT scanning can be

readily determined by following the standard rules of error propagation, using the expressions

below:

1) For the CT noise:

σ∆n =

√
2σvox√
n

(3.3)
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2) For the porosity uncertainty:

σφn =

√
2σvox√

n(CTwater − CT air)
≈ σ∆n

1000
(3.4)

Where σ∆n and σφn are the standard deviations obtained from subtracting two independent

CT images that represent distribution of voxel CT and porosity values, respectively; σvox is the

standard deviation associated to each voxel and n is the number of repeated scans. The assump-

tion is done here that the measurements are affected by random errors, which is commonly the

situation for X-ray CT scans, as explained in Pini et al. (2012); Pini and Madonna (2016). As

an example of general validity, Figure 3.1 shows the CT noise (or the porosity uncertainty in

the secondary y-axis), plotted as a function of number of inverse square root of repeated scans,

1/
√
n, for the result obtained on a Ketton Limestone core. Three different reconstructions of

voxel resolutions have been considered in the analysis, i.e. (0.5×0.5×1), (1×1×1) and (2×2×2)

mm3. The dash-dotted lines are the predictions using Eqs. 3.3 and 3.4 while the measurements

of CT noise at one selected cross-sectional slice (corresponding the the centre of the core) are

given as symbols. The shaded regions correspond to the uncertainties in the cross-sectional

slices computed over the entire length of the core (L = 10 cm). As it can be seen in the figure,

the CT noise yields a narrow span in the data at each 1/
√
n, depending on the axial location

of the core (given by width of the shaded regions). This is primarily due to the differences in

the material density along the axial axis of the core (caused by spatial heterogeneity). For this

reason, a slightly larger scatter is attained for more heterogeneous rocks, i.e. Edwards Brown

Carbonate (∆σ∆n ≈ 3 HU vs ∆σ∆n ≈ 2 HU, compared at n = 1 with voxel size of (0.5×0.5×1)

mm3). It is also indicated in the figure that the CT noise can be readily reduced by considering

the following two scenarios: (i) by subtracting images over increased number of repeated scans,

and/or by (ii) coarsening the voxel sizes. For quantitative analysis presented in this work, the

raw CT images were resampled into voxels with a dimension of (2×2×2) mm3, thus allowing the

noise to be reduced to about 1.0% (or 10 HU). Notably, the predicted result gives an excellent

match with the experimental dataset, thereby confirming the random nature of the uncertainty

in the CT measurements.
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Figure 3.1: CT and porosity noise associated with X-ray CT scans on a Ketton Limestone core, plotted
as a function of number of repeated scans, 1/

√
n. Three different voxel resolutions have been considered

in the analysis, namely (0.5×0.5×1), (1×1×1) and (2×2×2) mm3. The circles are the experimental
results obtained for one cross-sectional slice (in the x-y plane), while the shaded regions correspond to
the uncertainty range computed from all the cross-sectional slices for the entire core. The lines are the
predictions obtained from Eqs. 3.3 and 3.4.

3.2.2 PET imaging

Positron Emission Tomography (PET) is based on the injection of positron emitting radionu-

clides to image chemical and or biological processes. To explain the physics of PET scanning,

we can consider three main processes (Bailey et al., 2005; Turkington, 2011):

Positron decay and annihilation

The very first stage of a PET scan is known as positron decay. It occurs when a positively

charged positron (e+) is emitted from an unstable nucleus (the radionuclide) to balance out the

atomic charge. The emitted positron looses kinetic energy by exciting and ionising nearby atoms

and will, eventually, interact with a single electron when all kinetic energies have been lost. This

interaction is called annihilation and results in the emission of two 511 keV gamma photons (γ)

in opposite directions. As an example of general validity, the decay of an 18
9 F radionuclide (the
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primary radioisotope used for tracer tests in this study) can be represented by:

18
9 F → 18

8 O + e+ + ve + energy (3.5a)

e+ + e− → γ + γ (3.5b)

Coincidence detection

These pairs of high-energy photons are detected by a three-dimensional cylindrical array of ring

detectors located along the axial field of view (FOV) of a PET scanner. These detectors make

use of the concept that the two gamma photons (γ) detected within a very short time frame

by two opposite detectors are likely to come from the same annihilation event (typically with

a defined time threshold in the order of nanoseconds (Bailey et al., 2005)). This is known

as “coincidence event” which is assumed to occur somewhere along the line connecting the

two detectors, referred to as the line-of-response (LOR). However, because the ring detectors

attached to a PET scanner have finite surface area, it is more appropriate to conceptualise

these “lines” as three-dimensional parallelepiped surfaces, which can therefore be referred to as

the volume-of-response (VOR) (Kinahan et al., 2004). Millions of these coincidence events are

recorded in a PET scan as raw dataset, enabling the reconstruction of time-lapse images that

present the spatial distribution of radioactivity within the specimen.

Image reconstruction

The following steps are required during image reconstruction: (i) random coincidences and dead-

time corrections (ii) attenuation correction, and (iii) detector normalisation (Bailey et al., 2005).

The spatial resolution of a PET image is limited to about 2.5 mm and 1 mm in clinical and

pre-clinical instruments, respectively (Levin and Hoffman, 1999; Moses, 2011). While the spatial

resolution is largely governed by the physical size of the detector element (Moses, 2011), it is also

effectively limited by the fundamental physics of the positron annihilation and detection process;

this includes the errors associated with non-collinearity, positron range, lost events, scattered

coincidence and random coincidence events, as demonstrated in the conceptual diagram shown

in Figure 3.2. Further details on the theory of PET are beyond the scope of this thesis, and can
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be found in our recent publication (Zahasky et al., 2019).

(c)

(a) Coincidence detection (b) Fundamental physical limits

(c) Attenuation errors

Figure 3.2: (a) Illustration of coincidence detection of positrons along the volume-of-response (VOR)
(with struck detector highlighted in grey). (b) Illustration of photon noncollinearity, where θ 6= 180o.
VOR calculations assume that θ = 180o. Also shown in figure (b) is the demonstration of photon detectors
that can not distinguish between the two VOR as shown by the solid and dashed lines, due to the physical
size limit of the detector element. (c) Conceptual diagrams of a lost event, a scattered coincidence and a
random coincidence event. (left) Lost event occurs when the difference between photon detection times
at the photon detectors is greater than the coincidence time threshold. (centre) The dashed line indicates
the false line of response determined for a scattered coincidence event. (right) A random coincidence
event occurs when two false VOR are registered from separate annihilation events. All of these sources of
errors contribute towards the overall spatial resolution of a PET scanner. Figure adapted from Zahasky
et al. (2019).

In this work, two different PET scanners have been used, namely the preclinical PET (Siemens

INVEON DPET) and clinical PET (Siemens Biograph 64 PET/CT), for the experiments with

consolidated and unconsolidated porous media, respectively. During a tracer test with radio-

tracer, the whole axial FOV of the PET scanner was imaged throughout the experiment without

any physical movement of the sample. For a clinical scanner, this corresponds to a length of

about 20 cm, while for the preclinical PET, the axial FOV is 12 cm. The PET scans have been

reconstructed using the following algorithms: an iterative method based on a 3-D ordered sub-

sets expectation maximisation (3-D OSEM-OP MAP, for the experiments with the preclinical

PET) and an analytical method using filtered back projection (FBP, for the experiments with
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the clinical PET). The obtained images have been coarsened to produce voxels with dimension

(2.3×2.3×2.4) mm3 (preclinical PET) and (1.4×1.4×2) mm3 (clinical PET). These 3-D images

are reconstructed further by (1) resampling into discrete time frames, (ii) applying for decay

correction and (iii) converting the PET intensity distributions into radiotracer concentration.

The methods used for these calculations are explained in Section 7.3.FigValidation2

0.3 PV

0.6 PV

0.3 PV

0.6 PV

z
x
y

1 cm

Repeat - 1 Repeat - 2

! "#$/!&
−

Figure 5. Three-dimensional internal concentration profiles in a Edwards Brown Carbonate at \theta = 0.3 and 0.6 Pore
volumes (PV). The figure shows the result for one repeated experiment conducted under the same operating conditions
to highlight the excellent reproducibility of the PET measurement technique. The experiments were carried out at q = 15
(Pe = 75) and the concentration values are normalized by the feed concentration, co. The PET images have been
reconstructed at voxel resolution of (2.3 x 2.3 x 2.4) mm3.

Flowtime time

Figure 3.3: Comparison of the three-dimensional (3-D) internal concentration maps in Edwards Brown
Carbonate (EB) for a repeated experiment carried out at q = 15 mL/min. The results are presented for
two distinct time frames, corresponding to 0.3 and 0.6 pore volumes (PV) with an average of ±0.06 PV
in each frame. To allow comparisons, the voxel concentration values are normalised by the feed concen-
tration, co. The PET images have been reconstructed at a voxel resolution of (2.3×2.3×2.4) mm3.

To highlight the good reproducibility of PET to image the temporal evolution of the solute

plume, a set of repeated pulse-tracer experiment has been performed on a geologic porous

medium, i.e. Edwards Brown Carbonate (diameter 5.1 cm, length 10.3 cm) under ambient

conditions at the same flow rate, q = 15 mL/min. The results, following the injection of a tracer

pulse ([18F]FDG) is shown in Figure 3.3 at two different time intervals corresponding to the pore

volumes of 0.3 and 0.6 PV. As indicated in the figure, the local distributions of the solute plume

between the two independent experiments yield very similar behaviour. In the next section,

both qualitative and quantitative evidences of how PET presents a more rigorous and accurate

approach to image the spatial and temporal evolution of the full tracer plume are presented.
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3.2.3 PET vs CT for in situ imaging of tracer transport

One of the primary motives for utilising PET for the in situ imaging of solute transport is

because it gives a much higher sensitivity and signal-to-noise ratio (SNR) than is possible with

X-ray CT tracers. The temporal resolution of PET scans is higher than all but the most

advanced medical X-ray CT scanners, and the required radiotracers concentrations are so small

(O∼10−13 mol/mL) that changes in system fluid properties are negligible. The most commonly

used tracers for X-ray CT imaging are iodide salts, such as potassium iodide (KI) or sodium

iodide (NaI). The high electron density of iodide produces an enhanced X-ray attenuation, and

enables it to be distinguished from other water or brine liquids in the sample. However, the

drawback of using brine solutions is the change in fluid density that results from the addition

of the quantities of salt required to obtain a strong SNR. The latter may introduce undesired

buoyancy and density effects that would inherently affect the displacement behaviours.

To compare the signal-to-noise behaviour of medical X-ray CT and preclinical PET imaging,

pulse injection experiments with both brine-tracer and radio-tracer were performed. Short (2

mL) pulses of tracer were injected into a Bentheimer sandstone sample (diameter 5.1 cm, length

10.3 cm) using the experimental procedure described in Chapter 7, and with the core-flooding

system shown in Chapter 4. For X-ray CT imaging, aqueous solutions of KI (6.06 wt%) and KCl

(7 wt%) were used as tracer and carrier fluid, respectively. X-ray CT scans were acquired every 2

minutes following tracer injection and the concentration of tracer was measured by subtracting

baseline scans of the core fully saturated with KCl from scans with the KI pulse travelling

through the core. For PET imaging, [18F]FDG (with concentration, 0.51 mCi/mL) and tap

water were used as tracer and carrier fluid, respectively. The PET scans were reconstructed

with time-steps of 47 seconds. The experiments were conducted at flow rate, 4 mL/min. A

qualitative comparison of three-dimensional normalised voxel intensity values is shown in Figure

3.4 after approximately 0.4 pore volumes of carrier fluid were injected into the sample. As

shown, both the spatial structure of the tracer plume and the tracer distribution within the

plume are more clearly resolved in the PET images as compared to those acquired with the

X-ray CT scanner. Support to this observation is depicted in Figure 3.5, where a comparison of

X-ray CT and PET 2-D cross-sectional images (sliced at the centre of the core) are shown on a

more heterogeneous rock core (i.e. Ketton Limestone).
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(a) Medical CT (b) Preclinical PET

0.38 PV
0.38 PV

10 cm

5 cm

10 cm

5 cm

Figure 1. A comparison of the 3D concentration maps of the tracer plume in a Bentheimer Sandstone at t = 1.9 min (0.35
PV) acquired from (a) Medical CT and (b) PET. The experiment was carried out at q = 10 mL/min. The medical CT and PET
images have been reconstructed at voxel resolutions of (2.5 x 2.5 x 2.0) mm3 and (2.3 x 2.3 x 2.4) mm3 (~12.5)
mm3,respectively. The voxel concentration values have been normalised by the average concentration of the tracer at t =
1.9 min. The PET image correspond to 1 minute time frame.
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Figure 3.4: Comparison of the 3-D concentration maps of the tracer plume in a Bentheimer Sandstone
acquired from (a) Medical CT (Toshiba Aquilion 64 TSX-101A clinical X-ray CT) and (b) PET (Siemens
Inveon preclinical PET). These images have a voxel size of (2.5×2.5×2.0) mm3 and (2.3×2.3×2.4) mm3,
respectively. The images correspond to scans taken at 0.38 pore volume. To allow comparisons, the voxel
concentration values have been normalised by the maximum slice-averaged concentration from the first
scan.
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(a) Medical CT

(b) Preclinical PET

Figure 3.5: Comparison between medical CT and preclinical PET imaging of in situ tracer transport
in the same Ketton Limestone core. The images are presented for the 2-D cross-sectional planes (x-y
coordinate) at the center slice of the core, at three distinct times intervals after pulse injection: t = 4,
5.5 and 11 mins. The experiments were carried out at q = 4 mL/min. The PET and X-ray CT data have
voxel size of (1.5×1.5) mm2 and (1.9×1.9) mm2, respectively. The colour maps of the 2-D images are
given by radio-tracer concentration (cPET) for PET, and absolute difference in the CT numbers between
the scans of pulse tracer injection and the scans of the KCl saturated core (∆CT) for X-ray CT.
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Figure 3.6: (a) Comparison of signal-to-noise ratio (SNR) obtained from X-ray CT and PET measure-
ments following a pulse injection of tracer in the same Bentheimer Sandstone core. (b) Slice-averaged
internal concentration profiles for 11 rows of voxels located along a horizontal slice of the core, measured
with X-ray CT. Shaded grey region indicates measurement uncertainty as determined by the standard
deviation of voxel concentrations containing no tracer. (c) Internal concentration profiles for 11 rows
of voxels located along a horizontal slice through the centre of the core, imaged with PET. Standard
deviation of voxel concentrations is thinner than coloured lines. Figure adapted from Zahasky et al.
(2019).

A more quantitative comparison of the dataset acquired on a Bentheimer Sandstone is presented

in Figure 3.6. The top plot illustrates the calculated SNR for PET and CT along the length of

the sample. The maximum SNR in the PET profile is ∼180 while the maximum SNR obtained

from the CT dataset is only about 3. In this case, the signal is the slice-averaged concentration

and the noise is quantified by calculating the standard deviation of voxel concentration variation

in all of the voxels in the regions of the core that contain no tracer. A region is determined to

have no tracer if the slice-averaged concentration is less than 1% of the maximum slice-averaged

concentration. The lower plots in Figure 3.6 show axis-parallel concentration profiles (colored

lines) and the standard deviation of concentration measurements (indicated by width of grey

regions) for X-ray CT (middle plot) and PET (lower plot). It is important to emphasise that

CT SNR is a function of material (i.e. KI brine) electron density contrast relative to other fluid

in pore space (i.e. KCl brine), and therefore is independent of scan time. The PET SNR is
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a function of radioactivity concentration and to a lesser extent image time-step length (image

quality was found to be consistent down time-steps as short as 10 seconds). Both the qualitative

and quantitative comparison of the saline and radioactive tracers make it clear that the tracer

imaged with PET has a higher sensitivity and a much higher SNR compared with X-ray CT

imaging, making it well suited for studies on in-situ quantification of mixing and spreading.
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Chapter 4

Experimental Apparatus

4.1 Introduction

Efforts have been made during initial phase of this PhD to design and develop a multi-functional

core-flood system to conduct in-situ pulse tracer experiments. The latter is built in-house

partially using commercially available components, which have been carefully selected based on

functionality, cost, sensitivity and compactness. In particular, the following key specifications

were considered in the design:

• Constant flow pulse tracer tests with brine- [KI(aq.)/KCl(aq.)] and radio-tacers [11C/18F]

• Ability to carry out X-ray CT and PET imaging

• Ability to transport system to PET facility centres

• Injection of fluids from both directions (“transmission” and “echo” technique)

• Instantaneous real-time data-logging of the connected instruments

In the section below, the details of the core-flooding experimental apparatus are discussed,

including the core-holder, the operating modes, and the required calibrations (i.e. detectors and

dead-volume analysis). The essential design considerations required to optimise the performance

of laboratory core-flooding experiments using X-ray CT/PET technique are also discussed.
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4. Experimental Apparatus

4.2 Experimental set-up

4.2.1 The core-holder

A Hassler type core-holder has been designed and commissioned for the experimental system; the

corresponding 3-D CAD drawing is presented in Figure 4.1 (sketched using SolidWorks 2017,

Innova Systems UK Ltd). The core-holder is made of aluminum (Al alloy, EN 573-3 Grade

EN AW-6082), and has been hard-anodised to provide high resistance to corrosion from the

use of brine solutions (coating standard DEF STAN 03-26, thickness ∼50 µm). The sample

is positioned between two aluminum end-caps that incorporate three fluid ports each (1/16”

NPT Tapped holes), corresponding to (i) the main loop for the flow of tracer and carrier fluids,

(ii) confining pressure fluid, and (iii) up- or down-stream pressure measurements. The latter

presents one unique feature of the design and enables direct measurements of pressure drop

across a core sample with minimum disturbances caused by the inlet and outlet tubings. This

eliminates errors associated with corrections needed to account for the additional resistance of

the flow lines. To ensure homogeneous fluid distributions across the entire cross-section of the

core, symmetric and regularly distributed grooves with a depth of 1 mm are milled on each face

of the end-caps. The core-holder can accommodate a cylindrical core sample with a diameter

of 5 cm, and variable lengths of 10 − 13 cm. This is sufficient for the rock samples used in

this study; however, longer or shorter cores can be accommodated by using barrels of different

lengths. The design also contains two cylindrical disks (with 8 holes for M6 x 38 mm stainless

steel screws) placed at each side of the core-holder to hold the end-caps in place. To prevent

bypassing of fluids during experiments, each end-cap includes six nitrile o-rings (Barnwell UK

Ltd) that provide tight annular seal between the outer cylindrical body or heat-shrink sleeve

(used to separate the confining fluid from core samples) and the end-caps. The core-holder has

been successfully tested with radial confining pressures up to 80 bars; this is well-beyond the

pressure needed for the experiments considered in this study, i.e. pconf ≈ 6 − 30 bars. Two

custom-made stainless steel stands are used to fix the core-holder horizontally on the bed of the

scanning instrument.
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4. Experimental Apparatus

4.2.2 The core-flooding apparatus

The schematic diagram of the custom-built core-flooding apparatus is depicted in Figure 4.3. A

constant, confining annular pressure between the jacketed sample and an outer aluminium tube

is maintained by a high-pressure syringe pump (P2, Teledyne ISCO, model 1000D). Two conduc-

tivity micro flow cells (CI, Model 829, Amber Science, USA) are mounted up- and down-stream

of the core-holder to measure the concentration of the inflow and outflow solution. These are

connected to a multi-function conductivity meter (Model 8032, Amber Science, USA) that con-

verts the measured resistance into conductivity (C1 and C2, accuracy: 2%rel.). For experiments

involving the use of a radiotracer, two shielded radioactivity detectors are utilized (custom-

built configuration, Carroll & Ramsey Associates, USA). Before the inlet sensors are the two

dual-position six-port injection valves (Cheminert, HPLC 6 port injection valve, VICI, Thames

Restek UK Ltd.) that have been used to (i) control the direction of fluid flows in the system

(details discussed in the next section) and (ii) inject a tracer pulse. The valve uses an electric

actuator to switch the direction of flow of the clean solvent stream to flush the sample loop (1

or 2 mL in this study) or to by-pass it (see inset of Figure 4.3). A piston-driven syringe pump

(P1, Teledyne ISCO, model 1000D) is used for continuous injection of the carrier fluid through

the sample at controlled flow rates, which are additionally measured through a liquid flow meter

(FI, SLS-1500, Sensirion, Switzerland, accuracy: 5%rel.) that is mounted downstream of the

effluent detector. The system features a differential pressure transducer (DPI, Keller UK, model

PRD-33X, accuracy: 0.05%FS) connected through tubing ported directly to the inlet and outlet

faces of the sample. For the experiments with consolidated rocks, an additional syringe pump

(P3, Teledyne ISCO, model 1000D) was employed to maintain a back-pressure of ∼1 bar(g) on

the outer face of the sample (dotted lines in Figure 4.3), thus by-passing the liquid flow meter.

The various components of the system are connected by means of PEEK and PTFE tubing (OD

1/16”-1/8”). In order to ensure the operating pressure does not exceed the working pressure of

the components, pressure relief values (Swagelok, SS-RL3S4 series) are installed at the inlet and

outlet of the core-holder. They have been calibrated to a set point limit of 3 bars. Custom-made

trolleys have also been built to allow easy transport of the experimental set-up between different

facility centers. A digital photograph of the entire core-flooding apparatus is shown in Figure

4.2.
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FigSetupphoto

Figure 4.2: Digital photograph of the core-flooding set-up designed and commissioned in this work. The
left figure is the experimental system (schematic presented in Figure 4.3) when packed in custom-built
trolleys whereas the figure on the right corresponds to the entire set-up placed on the bed of a X-ray
CT/PET scanner

The set-up has been used for the experiments involving three different scanning instruments: (i)

Universal Systems HD-350 X-ray CT scanner at Imperial College London for preliminary tracer

experiments and measuring structural properties of the rocks; (ii) Siemens INVEON DPET

at Stanford University for PET experiments on consolidated rocks; (iii) Siemens Biograph 64

PET/CT at Imanova Ltd for PET/CT experiments on unconsolidated beadpacks.

4.2.3 Experimental technique and operation modes

The set-up allows conducting pulse-tracer tests by considering two experimental methods,

namely the ‘transmission’ and ‘echo’ techniques. The former refers to the classical dispersion

experiment, where a bolus of tracer is injected into a core and the effluent breakthrough profile

is measured at the downstream (outlet) end of the system. The results obtained from this

approach on various porous media are presented in Chapters 5, 7 and 8 of this thesis. The

“echo” technique involves reverting the flow direction after the injected tracer has propagated

for a given distance into a porous medium. In this case, the “effluent” curve is measured at the

upstream (inlet) end of the system. It is worth mentioning that the latter present a very useful
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4.2 Experimental set-up

approach to minimise the effect of plume spreading caused by subcore-scale heterogeneities;

this is demonstrated in Chapter 10. To accommodate both flow modes, the system has been

designed such that flow reversal can take place by a valve actuation, thereby minimising any

disturbance to the flow fields (demonstrated in Section 4.2.5). Figure 4.4 illustrates how this is

achieved in practice using the second dual-position six-port injection valve.
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Figure 2. Schematic diagrams of the four different functional modes for the experimental set!up
shown in Figure 1. The system is designed to accommodate (a) ‘transmission’ technique (forward
injection) and (b) ‘echo’ techniqie and allows injection of (1) solvent (top) and (2) pulse!tracer
(bottom). These operating modes can be achieved by changing the settings in the injection valves.
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Figure 4.4: Schematic diagram illustrating the two modes of operation for the experimental set-up shown
in Figure 4.3; (a) “transmission” (forward flow) and (b) “echo” (backward flow). For each mode, the top
diagram refers to the injection of the solvent (carrier fluid), while the bottom diagram corresponds to the
injection of the tracer.

4.2.4 Data-logging

Automatic, real-time data-logging of each component in the core-flooding system (radioactiv-

ity/conductivity, temperature, pressure, flow rate) is achieved by means of an in-house developed

Graphical User Interface (GUI) in LabVIEW 2016 (National InstrumentsTM). The control panel

provides an easy-to-use interface where measurements can be recorded by simply specifying the

file path and time intervals. The GUI also enables automatic injection of tracer and reversal

of flow direction by means of functional buttons. A snapshot of the control panel is shown in

Figure 4.5.

83



4. Experimental Apparatus
FigGUI

Flow rate plotConductivity plotPressure drop plot

Flow 
direction

Tracer 
injection

Figure 4.5: Snapshot of the Graphical User Interface (GUI) written in LabVIEW 2016. The control panel
provides numerical and graphic interpretation of the dataset obtained from various components in the
set-up, including up- and downstream pressures, temperature, tracer activity and flow rate. The injection
valves (i.e. for tracer injection and change in flow direction) can also be controlled from the interface.

4.2.5 Experiment design

Choice of fluid pairs:

For the tracer experiments involving conductivity measurements, aqueous solutions of potassium

iodide [KI(aq)] and potassium chloride [KCl(aq)] were used as tracer and carrier fluid, respectively.

This solution pair has been selected such that minimal variations in the tracer diffusion coef-

ficients (i.e. D0 = 19.6 − 20.3 × 10−10 m2/s at 25 ◦C; values collected from Lasaga (2014))

are expected. This ensures that electrostatic effects of the ionic specifies are minimised during

tracer tests. The suitability of the solutions has been further validated by comparing the effluent

profiles obtained from an independent set of observations involving radio-tracer measurements

(results are presented in Chapter 5). It is worth noting that failure to account for the latter may

affect dispersion measurements, as clearly demonstrated by both experimental and numerical

work by Muniruzzaman et al. (2014); Muniruzzaman and Rolle (2017). The neutrally buoyant

brine solutions used in this work have been prepared from pure KCl(s) (> 99%, Sigma Aldrich)

and KI(s) (ReagentPlus R©, 99%, Sigma Aldrich), for two different sets of concentrations, namely

KI(aq) (2.0wt%)−KCl(aq) (2.3wt%) and KI(aq) (6.1wt%)−KCl(aq) (7.0wt%). The latter uses a

high concentration of a doped-tracer to enhance the CT contrast between the two fluids during

X-ray CT imaging (used to design and validate experimental protocols). The density of the so-
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4.2 Experimental set-up

lutions have been measured using an oscillating U-tube density meter (DM5000 by Anton Paar)

at 20 ◦C and 1 atm, to ensure that the density difference between tracer and carrier solution

does not exceed 0.1%; this is very important as demonstrated in the next section.

The same (but more dilute) carrier solution (KCl(aq), 0− 2.3wt%) was used for the experiments

involving a radiotracer; for the latter, two isotopes have been used, namely 11C (half-life, t1/2 =

20.3 min) and 18F (t1/2 = 109.7 min), which have been chemically processed to yield solutions

of [18F]FDG (Fluorodeoxyglucose) and [11C]NaHCO3 (sodium bicarbonate) in the carrier fluid

(activity concentration varying between 0.3 − 1.1 mCi/mL, corresponding to ABq = 11 − 41 ×

106 Bq/mL). In this case, the detected activity (concentration) of the solution, cout
D (or cin

D), is

corrected to the radioactivity at the injection time, cout (or cin), by accounting for radioactive

decay, e.g., for the outlet detector, cout(t) = cout
D (t)eλt, where λ = ln(2)/t1/2. The concentration

of radiotracer in the solution injected into the porous sample can be readily calculated as,

c0 =
ABq

NA

t1/2

ln(2)
(4.1)

where NA = 6.022 × 1023 mol−1 is the Avogadro constant; accordingly, c0 = 0.3 − 0.9 ×

10−13 mol/mL and cF = 2 − 7 × 10−13 mol/mL were used for the tracer tests involving

[11C]NaHCO3 and [18F]FDG, respectively. In addition to ensuring that the tracer solutions

are also neutrally buoyant, these very low concentration values highlight the high-sensitivity of

PET for imaging tracer transport. Experiments with 18F (reservoir core samples) were carried

out at the Small Animal Imaging Facility of the Stanford Center for Innovation in In-Vivo Imag-

ing (SCI3, Stanford University, USA), while those involving 11C (beadpacks) were carried out

at Imanova Limited (Invicro LLC, London, UK). Both facilities enable on-site production of the

radiotracer solution. Details of the fluid properties used for the tracer tests in this thesis are

summarised in Table 4.1.

To convert activity measurements (radioactivity or conductivity) into concentration, a constant

correction factor has been applied for each experimental dataset based on a calibration performed

on the fluid mixtures using the detectors in the experimental set-up. As an example of general

validity, the calibration curve measured at multiple volume fractions of the mixture, KI(aq)

(6.1wt%)−KCl(aq) (7.0wt%) is given in Figure 4.6, in which a clear linear relationship is observed.
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4. Experimental Apparatus

Table 4.1: Properties of the fluid pairs used for the pulse-tracer tests. The viscosity values of the brine
solutions were obtained from Goldsack and Franchetto (1977), and corrected for the concentration based
on a linear interpolation between two nearest experimental points. The subscript ‘1’ denotes for tracer
and ‘2’ corresponds to the carrier fluid. ∆ρ and ε are the absolute and relative density differences,
respectively.

Tracer Carrier fluid µ1 µ2 ∆ρ(ε)

[pa·s] [Pa·s] [kg/m3]

KI (2.0wt%) KCl (2.3wt%) 8.83 × 10−4 8.88 × 10−4 0.3(0.03%)

KI (6.1wt%) KCl (7.0wt%) 8.68 × 10−4 8.89 × 10−4 0.8(0.08%)

[18F]FDG H2O 8.90 × 10−4 8.90 × 10−4 < 0.05%

[11C]NaHCO3 H2O 8.90 × 10−4 8.90 × 10−4 < 0.05%
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Figure 4.6: Example of a calibration curve for the fluid-mixture, KI(aq) (6.1wt%)−KCl(aq) (7.0wt%)
obtained from the activity detector used in the core-flooding set-up. The latter was determined from
measuring the conductivity values at eight different volume fractions of the fluid pair (symbols). The
dashed line corresponds to the fitted linear regression line, with R-squared value, R2 = 1 (slope: 0.64
and intercept: 110.8)

Gravitational and viscous effects:

The gravity number, G, is commonly used to provide a quantitative measure of extent of buoy-

ancy effects during miscible displacements, and is defined as follows (Berg et al., 2010):

G =
∆ρgkLd

µ1q
(4.2)

where ∆ρ is the density difference between the injected (ρ1) and the displaced fluid (ρ2); g is

the gravitational acceleration (9.80665 m/s2); µ1 is the viscosity of the tracer solution; q is the

volumetric flow rate of the fluid injected. k, L and d are the physical properties associated
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4.2 Experimental set-up

with the porous medium, corresponding to permeability, length and diameter, respectively. The

following ranges of G have been obtained for the tracer experiments involving rocks (shown in

Chapter 7), i.e. G = 0 − 2.4 × 10−3 (Bentheimer Sandstone), G = 0 − 2.6 × 10−3 (Ketton

Limestone) and G = 0− 1.9× 10−4 (Edwards Brown Carbonate) (details of the rock properties

used for the calculations are provided in Chapter 6, Table 6.3); these values are well below the

gravity-dominated regime, as suggested by Berg et al. (2010) (G < 1.5× 10−2).
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]

ϵ = 0.014% () = 0.015) ϵ = 0.16% () = 0.17) ϵ = 0.54% () = 0.60)

ϵ = 0.92% () = 1.02) ϵ = 1.30% () = 1.44) ϵ = 1.71% () = 1.92)

Figure 4.7: 2-D maps of a 1 mm-thick slice of the beadpack, as obtained from a reconstructed X-ray CT
scans acquired at a distance of 2 cm from the inlet face of the core. The color scale corresponds to the
CT numbers in Hounsfield units and the image is obtained by substracting the CT image obtained at
the same location when the core was saturated with the NaCl (5wt%). Each image represents a different
tracer concentration (4.75− 7.0wt%), thus corresponding to a different relative density contrast between
the fluids (ε). The experiments were carried out at q = 5 mL/min and the images were coarsened into a
constant voxel size of (1.78×1.78) mm2.

As described in the following, we provide additional evidence for this by directly imaging the

tracer flow in the sample. An experimental campaign has been designed to determine the

maximum allowable density difference, such that gravity effects are minimised (or completely

avoided). To this aim, a series of tracer tests were carried out on a packed-bed of granular

beadpacks (d = 5 cm, L = 10 cm, SiLibeads R©, supplied by VWR, UK) by using 5wt% aqueous

sodium chloride (NaCl) solution as the carrier fluid, together with a range of tracer solutions with

potassium iodide (KI) content varying between 4.75 and 7.0wt%. During the experiments, X-ray
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4. Experimental Apparatus

CT scans were taken simultaneously at a fixed distance from the inlet face of the beadpack. The

corresponding 2-D maps acquired at a distance of 2 cm from the inlet face of the core are shown

in Figure 4.7. It can be seen that a homogeneous distribution of the tracer is obtained when the

relative density difference between the fluids is less than ∼ 0.2% (corresponding to G < 0.17).

This is more apparent when plotting the corresponding average CT values at every horizontal

slice along the radial direction of the core (shown in Figure 4.8). In the plot, the average CT

numbers have been normalised by their mean values of the first slice (top section of the core).

As shown, we notice that the effect of gravity is much more pronounced for G > 0.6, with very

large proportion of tracer present in the bottom half of the core. For all the experiments carried

out in this study, the displacement processes is considered to be stable (therefore, no viscous

fingering) because the tracer and carrier solution have very similar viscosities, i.e. the mobility

ratio, Mµ = µ2/µ1 ≈ 1.
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Figure 4.8: The average CT numbers plotted along the radial slice from the top of the core, for the 2-D
maps shown in Figure 4.7. The mean CT numbers, i.e. CTm are normalised by the corresponding values
of the first slice (top slice). The results are shown for various gravity parameters, i.e. G = 0.015, 0.17,
0.60, 1.02 and 1.44.

Dead volume and excess dispersion:

The dead volume (VD) of the experimental system has been estimated from conducting multi-

rate pulse tracer tests without porous medium (the two end-caps are pressed against each other).

Specifically, VD is calculated from taking the difference between the mean residence time of the

inlet and outlet curves. For the tracer tests carried out in this thesis, the estimated dead volume

can vary in the range between 1.0− 4.2 mL (corresponding to approximately 1− 8% of the total

pore volume of the core samples studied). This variation is attributed to the facility centres,
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4.2 Experimental set-up

where the experiments were conducted, as the tubing lengths needed to be adjusted to cope with

different scanning environment. The results from such test were also used to examine the extent

of dispersion that occurs in the inlet and outlet tubing; the breakthrough profiles measured from

a tracer test carried out without porous medium at q = 2 mL/min is presented in Figure 4.9.

The fact that the inlet and effluent curves are practically unaltered confirm that mixing in the

lines and injection ports is minimal.

inlet

outlet

Figure 4.9: The inlet and outlet breakthrough curves obtained from the pulse-tracer test when the two
end-caps are intact. The test is carried out at flow rate, q = 2 mL/min. The concentration values in the
figure are normalised by the feed concentration, co and the outlet curve has been shifted to account for
the time spent in the tubing.

Monitoring and evaluating changes in operating conditions:

An example of the temperature, pressure drop and flow rate recorded are shown in Figure 4.10

for a brine-tracer experiment carried out on a Ketton Limestone core at flow rate, q = 8 mL/min.

These conditions have been closely monitored during all experimental runs to assess the general

quality of the measured dataset. Very importantly, as it can be seen from the figure, the flow

rate blip caused by the injection of a tracer pulse using the injection valve is relatively small

(∆q ∼ 0.8 mL/min), and can be recovered within ∼ 1 min (corresponding to about 6% of the

total experiment time). Accordingly, the average flow rate during the experimental time remains

unaffected, i.e. q = 7.95 mL/min, which lies within the uncertainty of the liquid-flow sensor

(±5%). We also observe that the pressure (e.g. ∆p ≈ 3.6 kPa) and temperature (e.g. T ≈ 20.4

oC) stay fairly constant throughout the injection period.
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Figure 4.10: Examples of pressure, flow rate and temperature recordings during the entire duration of a
pulse-tracer experiment conducted on a Ketton core at q = 8 mL/min.

4.3 Concluding remarks

A compact, multi-functional core-flooding system has been designed and commissioned to con-

duct pulse-tracer tests coupled with simultaneous imaging of flows by X-ray CT and PET. The

system is automated in terms of pulse-tracer injection and controlling the flow direction, so as

to increase experiment reproducibility. A series of validation tests have been performed with

the set-up, in which we demonstrated that the effects of excess mixing in the tube lines, as well

as flow interruptions caused by switching the injection valves are minimal. In order to optimise

the sensitivity in the breakthrough measurements, fluid pairs have been carefully chosen to pro-

vide sufficient measurement sensitivity (radioactivity and conductivity) and CT contrast. The

system enables using both radio- (labelled with [18F] or [11C]) and brine-tracer (KI(aq)), which

have shown excellent agreement in addition to not being affected by unstable viscous fingering,

compound specific dispersion or buoyancy effects during the displacement process. By ensuring

the performance of the designed experimental set-up that allows integrating various imaging

techniques (such as PET or X-ray CT), as well as different operational modes (“transmission”

or “echo”), the ultimate goal is to produce an accurate 3-D dataset that provides quantitative

insights into solute mixing and spreading in heterogeneous porous media.
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Chapter 5

Control Experiments on Beadpacks

• Some of the contents in this chapter has been published in Kurotori, T., Zahasky, C.,

Hosseinzadeh Hejazi, S. A., Shah, S. M., Benson, S.M., Pini, R. Measuring, imaging and

modelling solute transport in a microporous limestone, Chemical Engineering Science 196

(2019) 366-383.

• The associated PET imaging dataset presented in this chapter can be obtained from the

UKCCSRC data repository (dataset ID 13607385).

5.1 Introduction

To validate the experimental protocol that combines pulse-tracer tests with in situ imaging

of flows by Positron Emission Tomography (PET), a series of control experiments have been

carried out on a granular beadpack over the range of Péclet numbers, 25 < Pe < 250. The

suitability of the radio-tracer used (i.e. [11C]NaHCO3) has been confirmed by comparing the

observations with the corresponding results obtained from classic brine-tracer measurements.

The effluent profiles obtained from the two independent measurement techniques have been

systematically evaluated by means of experiment reproducibility, residence time distribution

(RTD) analysis and comparisons with empirical correlation, as well as numerical models, such

as the random-walk (RW) theory and the Advection Dispersion Equation (ADE). The capability

of PET for quantitative evaluation of subcore-scale dispersion has been investigated by observing
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5. Control Experiments on Beadpacks

the dynamic, multidimensional concentration profiles, and by computing the mixing measures

(i.e. dilution index), which have been subsequently compared to their numerical counterpart.

One of the practical outcomes of this work is the generation of a dispersion dataset to be

compared to the literature data that are somewhat scattered (details are discussed in Section

5.6.2). While many studies exist on experiments with beadpacks (e.g. (Hiby, 1962; Pfankuch,

1963; Perkins and Johnston, 1963; Dullien, 1992; Seymour and Callaghan, 1997; Kandhai et al.,

2002; Guedes de Carvalho and Delgado, 2005)), only few have gathered a three-dimensional

dataset (Zhao et al., 2011; Dogan et al., 2017). In that respect, the results presented in this

chapter are very important to “calibrate” the system for sub-core scale (mm-scale) observations,

in view of the inherent heterogeneity of rock sample at the same scale and noise that comes with

images acquired from non-invasive techniques.

5.2 Materials

Cylindrical packed beds of glass beads (diameter, d = 3 − 5 cm, length, L = 15 cm, particle

diameter, dp = 0.4 − 0.6 mm, SiLibeads R©, supplied by VWR, UK) were used. Prior to the

experiments, dry micro-CT scans were acquired on a small sample of the same glass beads

(∼300 beads) to quantify the microstructural properties of the medium, including the grain size

distribution (GSD). The estimated average grain diameter (dp) is then used in the definition of

Péclet number (Pe = vdp/D), and to evaluate the longitudinal dispersivity, αL, where αL ≈ dp/2

(Gist et al., 1990). A snapshot of a 2-D cross-sectional slice of a grey-scale and the segmented

tomograms, together with the corresponding 3-D reconstructed images are presented in Figure

5.1. These images were taken at a constant voxel resolution of (3.8 × 3.8 × 3.8) µm3 using the

micro-CT scanning parameters detailed in Section 3.2.1. The dataset is analysed using AVIZO-9

(ThermoFisher Scientific), by implementing the following operations in the toolbox, watershed

segmentation, separate object ; border kill and remove small objects (see Section 3.2.1). This

yields an average particle diameter, dp = 568 µm, which lies well within the range provided by

the supplier. A histogram showing the distribution of grain sizes is given in Figure 5.2.

As expected, the mercury intrusion curve (details of the measurement protocol described in

Chapter 6) depicted in Figure 5.3b indicates that the beadpack is characterised by a very narrow
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(a) Raw image (c) 3-D reconstructed image(b) Segmented image
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Figure 5.1: Micro-CT image analysis carried out on a small plug of dry unconsolidated beadpack with
volume, Vplug = 0.2 cm3). The results are shown for (a) a cross-sectional slice of a grey-scale tomogram
(raw data obtained from Micro-CT scans), (b) a segmented 2-D image of (a), and (c) the reconstructed
image that presents individual 3-D spherical grains in the beadpack. The analysis has been carried out
using AVIZO 9.0. The micro-CT scans are acquired using a voxel size of (3.8× 3.8× 3.8) µm3.
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Figure 5.2: Histogram plot of the grain size distribution (GSD) of granular beadpacks. The latter has
been analysed using AVIZO-9 following the protocol detailed in Chapter 3. The dashed line corresponds
to the estimated average diameter, dp(mean) = 568 µm. Approximately 250 glass beads were considered
in the calculation.

pore-size distribution that possesses inter-granular porosity only. Also presented in Figure 5.3a

are the one-dimensional slice-averaged porosity profiles that have been measured by X-ray CT on

the large cylindrical samples that show minimal porosity variation along their length (deviations

from the average < 1.0%). The homogeneity of the packing is also confirmed by the 3-D porosity

map presented in Figure 5.4a, which results in a narrow distribution of porosity with an average

total porosity value of φT = 0.36 ± 0.01 (Figure 5.4b). The permeability of the beadpack was

estimated from the Kozeny-Carman equation, i.e. k = φ3
Td

2
p,50/(150(1−φT)2) = 2.4× 10−10 m2

(equivalent to 243 Darcy).

The radiotracer, [11C]NaHCO3 (sodium bicarbonate, half-life, t1/2 = 20.3 min) with an activity

concentration, 0.22 mCi/mL (corresponding to 0.24 × 10−14 mol/mL) was used for the exper-
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Figure 5.3: (a) Slice-averaged porosity profiles (φz) along the reduced sample length (z/L) for the bead-
packs (L = 15 cm) obtained by X-ray CT. The results include the dataset for two porous systems,
including beadpack A (for PET experiments) and beadpack B (for conductivity experiments). The plot-
ted values are normalised with the mean porosity of the core, i.e. φT = 0.36 and the shaded region
represents 1.0% relative deviation from the mean. (b) The corresponding mercury intrusion curves that
have been measured with a Micromeritics Autopore IV on a small sister sample (Vplug ≈ 0.3 cm3) in the
pressure range from vacuum to 22.8 MPa.
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Figure 5.4: Left: 3-D porosity map of the granular beadpack (d = 3 cm, L = 15 cm, voxel dimension:
(1.4×1.4×2) mm3). Both vertical and horizontal cross-sections along the length of the sample are shown.
Right: the corresponding histogram indicating the voxel-level porosity values (φvox) of the beadpack.
The solid line is the best fit to the normal distribution for the histogram plot, giving an average porosity
of 0.36.

iments with PET imaging. The latter was chemically produced at Imanova Limited (Invicro

LLC, London, UK) using an aqueous base solution of KI(aq) (2.0wt%). In this case, KCl(aq)

(2.3wt%) was used as the background carrier fluid (relative density difference ∼ 0.03%, cor-

responding to the Gravity numbers, G = 0.019 − 0.18, as described in Section 4.2.5). An

equivalent, non-labelled fluid pair, KCl(aq) (2.3wt%) and KI(aq) (2.0wt%) were considered for

the experiments involving conductivity measurements. The volume of tracer injected is 2 mL
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for all the experiments.

5.3 Experimental procedure

The measurements reported in this study were performed in the core-flooding apparatus de-

scribed in Chapter 4. Figure 5.5 shows the core-holder used for the tracer experiments which

includes a thin aluminum tube (thickness 1.5 mm, internal diameter, 7 cm), two Delrin end-caps

that are secured on each face of the beadpack with threaded nylon rods.

Prior to the experiment, the beads were dried for at least 4 days at 80 ◦C. Both faces of the

two end-caps were covered with two aluminium meshes each (aperture size of 0.085 mm, Advent

Research Materials Ltd, UK) and a heat-shrink FEP sleeve (50.8 mm bore, Polyflon Technology

Ltd, UK) was slid on one of them. After that, the beads were carefully poured into the sleeve,

while gently tapping the end-cap to achieve a random packing. The second end-cap was mounted

on top of the pack and the sleeve was carefully heated to achieve a tight annular seal around

the sample and the nitrile o-rings (Barnwell, UK) mounted on both end-caps. The confining

aluminium tube was slid on the end-caps that were sealed by means of another set of nitrile

o-rings, and that were subsequently pressed and secured against the sample by means of four

nylon all-thread rods. The annular space was then filled with confining fluid (tap water), while

maintaining the core-holder in vertical position, so as to ensure that air was removed from the

system. The confining pressure was then increased gradually to the set value of 8 bar and

the sample-holder was placed on the bed of the scanning instrument. The system was purged

with gaseous CO2 (purity > 99%, BOC Ltd., UK), followed by the injection of the aqueous

carrier solution that was circulated for at least 8 pore volumes (PV) to achieve complete liquid

saturation of the pore space. X-ray CT scans of the sample were acquired prior and after

injection of the aqueous solution to register its position and to compute porosity maps. The

system was allowed to equilibrate at the given flow rate (q = 2− 19 mL/min, see Table 5.1) to

reach a stable pressure drop and the tracer solution (with or without radiolabeling) was loaded

in the 2 mL sample loop. The experiment started by switching the injection valve and was

continued for the time equivalent to the injection of 3 PV, while continuously monitoring the

concentration of the solution entering and leaving the sample.
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5. Control Experiments on Beadpacks

For comparison with results from transport models, the breakthrough profiles need to be cor-

rected for the time spent by the tracer in the tubing between the detectors and the faces of the

sample, tD = VD/q, where VD is the measured dead volume (3.1 mL in this case) (see Section

4.2.5 for details of the measurement procedure). The linear calibration of the conductivity de-

tectors was carried out on a regular basis by using the baseline and saturation readings of the

inlet conductivity detector as reference.

Figure 5.5: Snapshot of the core-holder used to conduct the experiments involving unconsolidated bead-
packs. The design is similar to Figure 4.3 shown in Chapter 4, but has been adapted to minimise the
deformation of the packed beads when sliding into the core-holder.

5.4 Modelling and data analysis

5.4.1 Modelling approach and parameter optimisation

The well-known one-dimensional Advection Dispersion Equation (ADE) is used to describe the

transport of solute in the granular beadpack, i.e.

φT
∂c

∂t
+ u

∂c

∂z
= φTDL

∂2c

∂z2
(5.1)

where DL is the longitudinal dispersion coefficient, c is the tracer concentration, u is the super-

ficial fluid velocity, t and z are the time and space coordinates. The model is solved numerically

by using a finite-difference approach with backwards and central differences for the spatial

derivatives. The ordinary differential equations (ODEs) are solved using the ode15s solver in

MATLAB, with the following specifications; total grid points of Ng = 800 (corresponding to a

constant grid size, ∆x = 0.019 cm); maximum time step of ∆t = 0.01 minutes; relative (RelTol)

and absolute error tolerances (AbsTol) have been set to 1 × 10−2 % and 1 × 10−4 mCi/mL or
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5.4 Modelling and data analysis

1× 10−2 × co g/mL, respectively. The initial and boundary conditions used for the ADE model

follow the expressions given by Danckwerts (Fogler, 1999), which is given in Section 7.4.

For the range of Péclet numbers tested (Pe = 25−250), the transport is dominated by advection,

and the following expression for dispersion coefficient applies: DL = αLv (Dullien, 1992), where

v is the (pore) interstitial velocity (v = u/φT). In this work, the longitudinal dispersivity, αL

was treated as the sole fitting parameter for the entire experimental dataset (five flow rates and

eight experiments in total, see Table 5.1).

Optimisation of the dispersivity is achieved by means of Genetic Algorithm solver II (GA) in

the MATLAB global optimisation toolbox, while minimising the following objective function:

J =

Nq∑
i=1

Np∑
j=1

(c̃ out
i,j − c out

i,j )2

cout
max,i

(5.2)

where Nq is the number of flow rate; Np is the number of experimental data points of each mea-

sured effluent profile; c̃ out and c out are the predicted, and the measured effluent concentration

breakthrough curves (BTCs), respectively. In order to provide an equal weight to each curve,

the least-squares objective function is normalised by the maximum measured concentration of

each dataset, i. In the algorithm, the number of generations were set at 50, and population

size at 24. The upper and lower bounds for the optimisation were taken as αL = [0.01, 0.1]

cm. Further details of the genetic algorithm used in this work, including the advantages of the

proposed optimisation approach can be found in Section 7.4.2.

5.4.2 Residence time distributions functions and dilution index

Experimental and modelling results have been additionally evaluated within the Residence Time

Distribution (RTD) framework (Fogler, 1999). When applied to the computed effluent concen-

tration, cout, the normalised RTD function EΘ(Θ) is defined as follows,

EΘ(Θ) = τexpE(t) (5.3)

97



5. Control Experiments on Beadpacks

where Θ = t/τexp is a reduced time that represents the number of pore volumes that have flowed

through the sample up to time t, while E(t) is the classic RTD function:

E(t) =
cout(t)∫∞

0 cout(t)dt
(5.4)

As such, E(t) provides a normalisation of the data that is required when comparing results from

different experimental runs using tracers in different amounts and of different type (brine vs.

radioisotopes); EΘ(Θ) also removes dependency on system size and average residence time. The

mean residence time of the distribution is obtained by computing the first moment of the RTD

function, i.e.

τ∗exp =

∫ ∞
0

tE(t)dt (5.5)

where the subscript ‘exp’ is added here to distinguish the mean residence time obtained from the

experiment from the theoretical counterpart, i.e. τ = φTAL/q, where A is the cross-sectional

area of the core. As described in Section 5.3, the mean residence time obtained from the

application of Eq. 5.5 to the experimental data needs to be corrected for the “dead” volume,

VD. An additional correction is applied to both numerical simulations and experiments to

account for the mean residence time of the tracer input function, i.e. τexp = τ∗exp − τinj − VD/q.

The material balance in both experiments and simulations is verified by quantifying the error

ε = 1−Mout/M in, where the mass of tracer M is computed as,

M = q

∫ ∞
0

c(t)dt (5.6)

which is thus applied to both the inlet (‘in’) and outlet (‘out’) tracer profiles. We note that for

all numerical simulations reported in this study this error was always below 0.4%, while tracer

recoveries in all the experiments were greater than 95%.

The extent of subcore-scale mixing within the homogeneous beadpack has been investigated by

means of dilution index, Γ (Kitanidis, 1994), and can be obtained from,

Γ(ti) = Vvox exp
[
−

Nv∑
j=1

Pj(ti) ln(Pj(ti))
]

(5.7)
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where Pj(ti) = Mj/M is the ratio of solute mass in voxel j to the total mass of tracer in the

system; Nv is the number of voxels, Vvox is the voxel volume and ti is the time frame over

which the given PET image has been reconstructed. To make comparisons with results from

the one-dimensional ADE, Γ is also calculated upon assuming complete mixing of the solute in

the radial direction; in this case Mj is the observed slice-averaged solute mass, and Vvox and Nv

are the slice volume and number of slices in the sample, respectively.

5.5 Results

As an example of general validity, Figure 5.6 presents a selection of tracer breakthrough curves

for experiments conducted on glass beadpack (q = 10 mL/min). The curves are reported in terms

of the normalized RTD function, EΘ, as a function of the reduced time, Θ = t/τexp. In the figure,

three sets of curves are plotted that represent repeats of the same experiment using brine and

radioactive tracers. An excellent agreement is observed for the three independent curves, thus

verifying (i) the reproducibility of the experiments, (ii) the validity of the measurement approach

(conductivity vs. radioactivity) and (iii) the suitability of the selected tracers. As expected, the

beadpack shows a narrow and symmetric profile centred around the expected mean residence

time (Θ = 1); this is characteristic of a very homogeneous material. In the following, the

experimental results obtained over a range of flow rates (or Péclet number, Pe) are analysed

by following a systematic approach that includes (i) verification of the material balance, (ii)

residence time distribution (RTD) analysis and model validation, and (iii) investigation of the

internal dynamic displacement of the tracer by PET.

5.5.1 Effluent breakthrough curves

Table 5.1 provides a summary of all the tracer tests conducted on glass beadpack covering the

range of Péclet numbers, Pe = 25−250. We note that there is a very good agreement between the

expected (τ) and the measured (τexp) mean residence time of the system, with deviations that

are generally less than 1% for the range of flow rates studied. Similarly, a good mass recovery

is generally observed (Mout
exp/M

in
exp > 0.95), confirming that the selected tracer (KI(aq)) can be

regarded as conservative. As anticipated by the the excellent agreement shown in Figure 5.6,
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Figure 5.6: Normalised RTD function, EΘ, as a function of the reduced time, Θ = t/τexp, for experiments
carried out on beadpack (q = 10 mL/min) using a combination of tracers, namely KI(aq) (for conductivity
measurements) and the radio-isotope 11C (for radioactivity measurements)

similar conclusions can be drawn for the experiment conducted with the 11C radiotracer (last

row in Table 5.1, corresponding to Pe = 130).

The tracer breakthrough concentration profiles measured at various flow rates are shown in

Figure 5.7b for the experiments with KI(aq) as tracer, together with a typical inlet pulse con-

centration profile (Figure 5.7a). In the figure, experimental data are given as symbols, while

the solid lines refer to results obtained from the solution of the one-dimensional ADE model.

The latter uses the longitudinal dispersivity as the sole fitting parameter for the whole dataset,

yielding an optimum value of αL = 0.029 cm (with J = 0.102 g/mL after minimisation). The

corresponding flow-rate dependent values of the longitudinal dispersion coefficient (DL) are sum-

marised in Table 5.1. The numerical simulations were run using a square function to describe

the input pulse, while matching the experimentally injected mass of tracer (M inj
exp). It can be

seen that in 5.7b the model closely predicts the experimental outlet breakthrough profiles over

the whole range of flow rates studied. The obtained dispersivity value is in close agreement with

experimental observations reported in the literature for homogeneous bead- and sand-packs

(Dullien, 1992), where αL ≈ 0.5dp (which correspond to αL ≈ 0.028 cm for the beadpacks used

in this study).
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Table 5.1: Overview of the experiments conducted on glass beadpacks. Reported variables are: volumetric
flow rate (q), average residence time (τ = φTAL/q), mean residence time of injected pulse (τinj), mean
residence time of effluent (τexp, with the corresponding error ε = 1 − τexp/τ), recovered mass of tracer
(Mout

exp , with the corresponding error ε = 1−Mout
exp/M

inj
exp). A correction is applied to the computed mean

residence time to account for the volume of the tubing between the outer faces of the sample and the
conductivity cells (VD = 3.1 mL); for the experiments with the radiotracer, VD = 0 mL, because the
inlet and outlet breakthrough profiles have been obtained directly from the PET images. The volume of
tracer injected in each experiment is 2 mL.

q τ τinj τexp Mout
exp DL

[mL/min] [min] [min] [min] [g] [cm2/min]

2.0 52.90 0.68 53.22 (0.6%) 0.130 (1.5%) 0.009

5.0 21.16 0.25 21.32 (0.8%) 0.132 (-0.8%) 0.023

5.0 21.16 0.26 21.16 (0.0%) 0.132 (0.1%) 0.023

10.0 10.58 0.12 10.51 (0.7%) 0.139 (-4.5%) 0.045

10.0 10.58 0.12 10.59 (0.1%) 0.127 (3.8%) 0.045

15.0 7.05 0.10 7.12 (1.0%) 0.130 (0.8%) 0.068

19.0 5.57 0.08 5.64 (1.2%) 0.132 (1.5%) 0.086

q τ τinj τexp Mout
exp DL

[mL/min] [min] [min] [min] [mCi] [cm2/min]

10.0 10.94 0.11 11.03 (0.8%) 0.433 (–) 0.045
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Figure 5.7: Results from the pulse-tracer experiments conducted on glass beadpack at flow rates q =
2 − 19 mL/min, corresponding to Pe =25, 65, 130, 195 and 247. Concentration profiles have been
obtained from conductivity measurements at the (a) inlet (q = 2 mL/min shown as example) and (b)
effluent side of the sample. The symbols represent experimental data, while solid lines refer to model
results (ADE) using a fitted dispersivity, αL = 0.029 cm. Concentration values are normalised by the
feed concentration, c0. Time in figure (b) is presented using a logarithmic scale.
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5.5.2 Internal profiles

Figure 5.8 shows the internal concentration profiles at various times along the length of the

sample for the experiment conducted at q = 10 mL/min using the radiotracer 11C that was

imaged using PET. Six profiles are shown in the figure, each of them representing a 20-second

time frame. These profiles have been obtained from the reconstructed PET scan by averaging

voxel concentration values within each 2 mm-thick slice. Results from application of the ADE

are also shown in the figure (dashed lines) and confirm the excellent agreement observed above

in the analysis of the tracer breakthrough profiles. We note that the model has been applied here

in a fully predictive manner, i.e. by using the dispersivity value that was obtained from fitting

the effluent breakthrough curves (brine tracer). The agreement between model and experiments

confirms the well-known ability of the one-dimensional ADE to capture solute transport in

homogeneous porous media, such as beadpacks. Most significantly, these results provide an

important verification of the suitability of PET to enable dynamic measurement of the spatial

distribution of the tracer concentration within an opaque porous medium non-invasively.
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Figure 5.8: Slice-averaged internal concentration profiles along the length of the sample obtained from
PET experiments on glass beadpack at various times (t =1.5, 3.5, 5.5, 7.5, 9.5 and 11.5 min). The
experiment has been conducted at a volumetric flow rate q = 10 mL/min and each time represents a
20-second time frame, corresponding to about 0.15, 0.3, 0.5, 0.7, 0.9 and 1.1 PV injected). Experimental
data are shown by symbols, while the dashed lines are predictions from the one-dimensional solution of
the ADE (αL = 0.029 cm).
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5.5.3 Three-dimensional imaging of solute transport

Three-dimensional images of the tracer activity in the uniform beadpack are shown in Figure 5.9

for the experiment carried out at q = 10 mL/min. On the left-hand side of the figure are shown

experimental results corresponding to about 0.25, 0.5 and 0.75 PV injected. In the figure,

both vertical and horizontal cross-sections along the sample are shown, which indicate that the

displacement remains fairly uniform in all directions. We note that the tracer plume moves along

the vertical plane at a slight (and constant) angle. This is most likely caused by core-holder

inlet end-effects, which have distorted the injected tracer plume. Nevertheless, this effect is

quite small, as confirmed by the close agreement between the experimental and model-predicted

one-dimensional profiles discussed earlier. The corresponding three-dimensional reconstructions

of the tracer plume obtained from the numerical solution of the one-dimensional ADE are shown

on the right-hand side of Figure 5.9. As anticipated by the experimental observations, there is

uniform mixing of the tracer plume as it moves through the sample. The growth of the mixing

zone is evidenced by the slight discolouring of the solute plume with increasing distance travelled,

which again reproduces quantitatively the behaviour captured by the PET scans. Support to

this observation is provided by the value of dilution index that has been computed from Eq. 5.7

at the three times shown in the figure for both experiment and 1-D simulation. The obtained

values (normalised by the volume of the sample, i.e. Π = Γ/Vcore) are Πexp
3D = 0.18, 0.20 and

0.23 for PV = 0.25, 0.5 and 0.75, respectively. As expected, the dilution index increases with

distance travelled, as a result of the dispersion process. Most significantly, these estimates are

in very good agreement with their numerical counterpart, i.e. Πmod
1D = 0.18, 0.22 and 0.25, and

with the corresponding experimental values computed using slice-averaged properties (Πexp
1D =

0.19, 0.22 and 0.25). These observations confirm the suitability of the one-dimensional ADE to

describe subcore-scale mixing inside the beadpack.
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Figure 5.9: 3-D concentration maps of the tracer plume in glass beadpacks at distinct times, namely 2.7,
5.4, and 8.1 min (±0.16 min) and corresponding to the injection of 0.25, 0.50 and 0.75 PV. The experi-
mental data (on the left) are obtained from the PET scans and are compared to the 3-D reconstructions
of the numerical solution of the one-dimensional ADE (on the right). The experiment has been conducted
at q = 10 mL/min. Voxel size: (1.4×1.4×2) mm3.

5.6 Discussion

5.6.1 Characteristic RTD functions

Normalised RTD functions EΘ(Θ) are reported in Figure 5.10 for the tracer experiments on

beadpacks. The experimental dataset includes measurements obtained at all flow rates, with

different tracers and upon injecting them in different amounts; nevertheless, all data gather

around a single EΘ curve, which can thus be interpreted as a characteristic function of the given

system, irrespective of its size and average residence time (Fogler, 1999). In the figure, the solid

line represents the corresponding prediction by the ADE, which treats mechanical dispersion as a

Fickian process with a constant longitudinal dispersivity, αL. The excellent agreement between

experiments and model for Pe = 25 − 250 supports the applicability of this approach and,
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accordingly, the attainment of an asymptotic longitudinal dispersion coefficient, DL ∝ Pe. This

last observation further indicates that transport behaviour has become Gaussian, in agreement

with predictions based on the Continuous Time Random Walk (CTRW) formulation. In fact,

for fairly homogeneous porous media (e.g., the sandpacks with β > 1.6 discussed in Berkowitz

et al. (2006)) the timescale on which DL approaches a constant value is given by the time needed

to traverse a characteristic inter-pore layer distance l by diffusion, i.e. tdiff = l2/2D; by further

defining tadv = l/v as the time for the solute to travel the same distance by advection, then

l∗ = tdiff/tadv = Pe/2 represents the required number of characteristic lengths l travelled to reach

the asymptotic regime (Bijeljic et al., 2011) (note that l∗ = τ2 in the CTRW formulation by

Berkowitz et al. (2006)). For the beadpacks used in this study l = dp ≈ 0.5 mm and l∗ = 13−125

for Pe = 25− 250, corresponding to 6− 63 mm; this distance is indeed well below the length of

the cylindrical pack (L = 100− 150 mm).
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Figure 5.10: Normalised RTD function, EΘ, as a function of the reduced time, Θ = t/τexp, for all the
experiments carried out in this study on uniform beadpack (25 < Pe < 250, Table 5.1). The symbols
correspond to the experimental data obtained from radio-tracer [11C] (circles) and brine-tracer [KIaq]
(squares). The solid lines refers to numerical solution of the ADE model.
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5.6.2 Correlating longitudinal dispersion coefficients

The longitudinal dispersion coefficients obtained upon fitting the tracer breakthrough curves

are shown in Figure 5.11 as a function of the Péclet number for the beadpacks investigated in

this study. The results from this study (full symbols) are compared to literature data (empty

symbols) and correlations reported in the literature. The latter take the following general form

(Sahimi et al., 1986),

DL/D = 1/
√

2 + σPem (5.8)

where σ and m are constant parameters, associated with the porous medium and the flow

regime, respectively. In particular, previous modelling work has convincingly shown that a se-

quence of two transport regimes exist when advection dominates over diffusion (Pe > 5), namely

the boundary-layer dispersion regime (m ≈ 1.2) followed by the mechanical dispersion regime,

where m ≈ 1 (Saffman, 1959; Sahimi et al., 1986; Bijeljic et al., 2004). While the boundary be-

tween these two regions is not very clear (Salles et al., 1993), we also note that the departure of

the power-law regime (DL/D ∼ Pe1.2) from a pure linear behaviour (DL/D ∼ Pe) is rather mod-

est and comparable to the (inherent) uncertainty that affects dispersion coefficients measured

experimentally. In fact, published measurements on sand- and bead-packs show a significant

scatter in the experimental data, and can only be correlated with the general relationship above

when σ ≈ 0.5 and 1 < m < 1.2 for Pe ≈ 5− 300 (for a collection of more than 150 data-points

see Bear (1972)) or when 0.25 < σ < 2.5 and m = 1 for Pe ≈ 1− 800 (see Figure 5.11). Several

factors were considered to be the reason for the deviation: such as differences in measuring

technique, apparatus, packing materials and methods used and other aspects (e.g. wall effects)

(Delgado, 2007). Accordingly, m has been set equal to unity in this study to be consistent with

the use of the ADE formulation (Berkowitz et al., 2006); this further enables the definition of

a constant dispersivity coefficient, αL = DL/v = σdp, which thus represents a characteristic

property of the porous medium (and the sole fitting parameter in the ADE) (Steefel and Maher,

2009). Notably, our results on beadpacks (dp = 568 µm) closely follow the trend predicted by

the correlation above when using (again) σ = 0.5, i.e. the longitudinal dispersivity in uniform

beadpacks is αL ≈ dp/2, a result that is also consistent with predictions based on a random-walk

model (Gist et al., 1990). By confirming the reliability of the estimated dispersion coefficients,
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Figure 5.11: Dispersion dataset on sand/beadpacks plotted in terms of normalised longitudinal dispersion
coefficient (DL/D) as a function of Péclet number, Pe. The results obtained from this study are shown as
dark-filled symbols. The empty symbols are the literature data (that covers Péclet numbers, Pe = 0.1−
1000), collected from various sources, i.e. (Pfankuch, 1963; Perkins and Johnston, 1963; Dullien, 1992;
Seymour and Callaghan, 1997; Kandhai et al., 2002). These experimental measurements are described by
a widely used correlation for dispersion in porous media (Sahimi et al., 1986), i.e. DL/D = 1/

√
2 + σPe,

with σ = 0.25− 2.5 (shaded region). The latter is reduced to Random Walk (RW) theory when σ = 0.5
(solid line) (Gist et al., 1990).

this result also supports the suitability of our experimental design and apparatus, where mixing

in the tubing and from the porous sample is minimised.

5.7 Concluding remarks

We have undertaken a numerical and experimental study in which solute transport in uniform

beadpacks has been investigated over a wide range of Péclet numbers (Pe = 25 − 250). Misci-

ble displacements were conducted by combining classic pulse-tracer tests with the simultaneous

imaging of the transport of radiotracer using PET. The experimental protocol was successfully

validated by comparing results obtained from the corresponding brine-tracers. To appropriately

describe the experimental observations, the well-known ADE model has been applied and thor-
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5. Control Experiments on Beadpacks

oughly evaluated with both the tracer effluent history and the the internal concentration profiles

measured by PET. Over the flow rates investigated in this study, we observe a linear dependence

of the dispersion coefficient on the Péclet number (DL ∝ Pe), leading to a constant value of dis-

persivity, i.e. αL = 0.029 cm. The latter represent an intrinsic parameter of the porous medium

that is consistent with theory, as predicted by the random-walk model (i.e. αL = 0.5dp). In

this context, this result provides a more consistent picture than the dispersion measurements

reported in the literature on sand/beadpacks. As demonstrated by the close agreement with

the ADE model for describing the experimental internal profiles, we show that PET allows for

precise imaging of solute transport at a resolution of about 4 mm3. This is further demonstrated

by the very good agreement between the experimental dilution index and the values computed

from the ADE over three discrete time intervals. Such observations confirm the ability of PET to

provide quantitatively the highly-resolved spatial and temporal information on the fundamental

mechanisms governing the dispersion process. This is a key to advance our understanding of

anomalous transports in natural heterogeneous rocks because PET enables accurate and direct

measurements of local spreading and mixing inside an opaque porous medium, as discussed in

the next chapters of this thesis.
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Chapter 6

Rock Samples Characterisation

6.1 Introduction

Rocks show heterogeneities over a wide range of length scales (from nanometers to kilometers),

including complicated pore and grain structures, that form multiscale porosity, from micro-

(submicron pores) to vuggy pores (with pore sizes that are much larger than the corresponding

grains or crystals) (Lucia, 1983). This structural complexity has been shown to greatly affect

fluid flows during both single (Pini et al., 2016; Walsh and Withjack, 1994) and multiphase

displacements (Krause et al., 2009; Perrin and Benson, 2010). In particular, unexpected flow

behaviours have been reported, such as an apparent dependence of the relative permeability

on fluid flow rate (Reynolds and Krevor, 2015; Krause and Benson, 2015), and the so-called

‘non-Fickian’ transport as described in Chapter 2. However, due to insufficient information on

the internal rock structure (such as local porosity, permeability and pore size distributions),

the detailed connection between the physical characteristics of the rock and the dynamic be-

haviour of the fluid remain inconclusive in the open literature. The term ‘anomalous’ transport

is hence introduced to describe solute transport in these complex rocks (Dentz et al., 2017). In

this chapter, we present an experimental framework for the multidimensional characterisation

of rock petrophysical properties. We deploy a combination of multiscale imaging techniques,

including micro- and medical X-ray Computed Tomography (CT) to provide three-dimensional

structural details of the rock sample both at the pore- (µm) and core-scale (mm-cm). A combi-

nation of Helium pyconometry and Mercury intrusion porosimetry were applied to obtain pore
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6. Rock Samples Characterisation

size distributions. This information will be used in the subsequent chapters to improve the

fundamental understanding of dynamic mixing and dispersion processes in rock cores, including

both sandstones and carbonates.

6.2 Materials and Methods

6.2.1 Rock samples

In this study, we perform the comprehensive analysis on three cylindrical rock cores (diameter:

d = 51 mm, lengths: L = 100−103 mm), namely Bentheimer Sandstone (BS, Kocurek Industries

INC, Caldwell, TX, USA), Edwards Brown Carbonate (EB, Kocurek Industries INC, Caldwell,

TX, USA) and Ketton Limestone (KL, Ketton Quarry, Rutland, UK). It was observed that

these rock cores possess very different characteristic features, such as complicated pore and grain

structures (BS, EB), significant proportion of microporosity (EB and KL) as well as macroscopic

porosity vugs (EB). BS is a relatively homogeneous sample comprised of angular grains that are

dominated by quartz (95%) with tracer amount of clay and feldspar minerals (Andrew et al.,

2014). The carbonate cores present a more heterogeneous environment, with EB consisting

dominant proportion of CaMg(CO3)2 (dolomite) and CaCO3 (calcite), and KL that contains

CaCO3 of approximately 98% (Lai et al., 2015).

6.2.2 Methodology

A flow chart of the material characterisation techniques applied in this chapter is given in Figure

6.1. To characterise the heterogeneity of the samples, up to six small cylindrical plugs (diameter

8 mm, length 10 mm) were drilled from the main core of each rock type. The core-plugs were

prepared using a Scheppach Top Pillar DP16SL bench drill (Figure 6.1) with a 1 cm diameter

drill bit. Measurements of skeleton density were performed by Helium pycnometry using a

Micromeritics AccuPyc II 1340. With the latter, a sample of known mass is first placed in

the compartment of a known volume, followed by purging Helium into the chamber at a set

temperature and pressure of 25 oC and 135 kPa, respectively. The system is then allowed to

equilibrate, and the apparent density measured based on Boyle’s Law. This is followed by the
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6.3 Helium pycnometry and Mercury intrusion capillary pressure measurements

acquisition of capillary pressure curve by mercury intrusion porosimetry (MIP) in the pressure

range from vacuum to 22.8 MPa using a Micromeritics Autopore IV 9500. The experiment was

carried out at room temperature (∼23 oC) and a penetrometer (Micrometritics, 3 mL sample

volume, 0.39 mL intrusion volume) was used for this purpose. Details of the micro- and medical

CT instruments used, including the scanning parameters for data acquisition are described in

Chapter 3.

(b) Helium Pycnometry

(a) Core plug 
preparation

(c) Mercury Intrusion Porosimetry

(d) Micro X-ray CT(e) Medical X-ray CT
Main rock core

×6

• Skeleton density • Pore size distribution

• Grain size distribution• Porosity distribution

# ≈ 10 cm
1

cm

Figure 6.1: Flow chart of the material characterisation techniques considered in this chapter.

6.3 Helium pycnometry and Mercury intrusion capillary pres-

sure measurements

As described in Pini and Benson (2013), Helium pycnometry is needed to correct the MIP

curve for unresolved pore space to obtain a reliable estimate of the total sample porosity, φT =

1 − ρenv/ρsk. The corresponding values of the skeletal (ρsk) and envelope (bulk) density (ρenv)

of the three rocks are reported in Table 6.1.

Figure 6.2 presents the capillary pressure curves measured for the three rock types. The results

are shown in terms of saturation (i.e. cumulative intrusion normalised by the total intruded
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6. Rock Samples Characterisation

Table 6.1: Petrophysical properties of the rock samples obtained from Helium pycnometry and Mercury
intrusion porosimetry.

Property Bentheimer S Ketton L Edwards B

Skeletal density, ρsk [g cm−3] 2.64 2.77 2.85

Bulk density, ρenv [g cm−3] 2.01 2.01 1.55

Total porosity, φT [–] 0.24 0.28 0.46

volume) over elevated pressures from vacuum up to 22.8 MPa. The capillary pressure, Pc, is

translated into an equivalent pore throat radius, rp, via the Young-Laplace equation:

rp = 2γsurf cos(θ)/Pc (6.1)

where γsurf = 485 mN/m is the surface tension for mercury/air and θ = 2.4435 rad is the contact

angle. The pore throat size distribution is obtained from the measured change in the mercury

saturation, Snw, i.e.

f(rp) = dSw(Pc)/drp (6.2)

where Sw(Pc) = 1− Snw(Pc) is the wetting phase saturation. In Figure 6.3 are shown the pore-

throat size distribution curves obtained for BS, EB and KL. These are composite curves that

have been obtained upon combining the curves measured on the mm-plugs for each rock sample

and are therefore representative of a sample with volume of about 1− 2 cm3. Note that in the

figure the distributions have been weighted by the radius, rpf(rp), so that the incremental area

under the curve is proportional to the fractional volume of the pores associated with that rp.

The pore entry size distribution of the BS (Figure 6.3a) is largely unimodal with a single distinct

peak at about 15 µm. It is also shown that a very small fraction of intra-particle pores are

present at rp ≈ 0.01 µm,. This can be attributed to the presence of modest proportion of

clay minerals (∼3% (Peksa et al., 2017)) where significant degree of intra-granular porosity is

typically observed (Aylmore and Quirk, 1967). In contrast, the two carbonate samples (EB and

KL, Figure 6.3b and c) exhibit a distinct bimodal distribution. For EB, the peak at large radii

is found at about 10 µm and is quite broad (0.1 − 20 µm); a non-negligible fraction (∼10%)

of much smaller pores is clearly visible with a mean value of the distribution of 0.01 µm. For

KL, the peak at large radii (40 µm) is attributed to inter-particle pores, while the peak at

small rp is attributed to intra-particle pores (0.01− 0.1 µm). It is worth noting that the latter
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6.3 Helium pycnometry and Mercury intrusion capillary pressure measurements

occupy a significant fraction (∼ 30 − 40%) of the total porosity in KL. This is comparable to

the experimental measured values reported in the literature, i.e. 40% of total pore space below

10−1 µm (Lai et al., 2015).
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Figure 6.2: MIP curves measured on a small plug of volume, Vplug ≈ 0.2 cm3, for the three rock types, i.e.
BS, KL and EB. The experiments were carried out using a Micromeritics Autopore IV for the pressure
range, p = 0.001 − 22.8 MPa. The saturation values were obtained from normalising the cumulative
intrusion by the total intruded volume (corresponding to 0.124, 0.125 and 0.250 mL/g for BS, KL and
EB, respectively)
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Figure 1 - Pore-throat size distribution, /FAB/FC (equations (1) and (2)), as determined from mercury injection capillary 
pressure measurements for (a) Bentheimer Sandstone, (b) Edwards Brown Carbonate and (c) Ketton Limestone. 

Figure 6.3: Pore-throat size distribution, rpf(rp) (Eqs. 6.1 and 6.2, as determined from mercury injection
capillary pressure measurements for (a) BS, (b) EB and (c) KL.
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6. Rock Samples Characterisation

6.4 Microscopic properties from micro-CT imaging

Histograms of the grain size distribution of the three rock samples are given in Figure 6.4. In

the figure, the values are presented in terms of volume-equivalent diameter, de, which is defined

as the diameter of a sphere that has the same volume as a rock grain, i.e.

de =

(
6

π
Vp

) 1
3

(6.3)

where Vp is the volume of a particle that is obtained from analysis of the micro-CT imaging

dataset acquired on a small cylindrical sub-plug with volume, Vplug ≈ 0.2 cm3, using AVIZO

(details of the image processing protocol is described in Section 3.2). This gives a total of

about 1000 particles for KL, and 4000 particles for the analysis involving BS and EB. Note

that the equivalent diameters, de, have been log-transformed to produce normal probability

density functions (given by the solid lines in Figure 6.4). The histogram charts for BS and

EB give distinct normal distribution curves with an average equivalent diameter de(mean) =

257 and 391 µm, respectively. On the contrary, KL exhibits a clear bimodal distribution with

two peaks that are centred at around mean equivalent diameters of de(mean) ≈ 400 µm and

de(mean) ≈ 610 µm. Notably, 30% of the particles belong to the first peak, resulting in an overall

average diameter de(mean)= 541 µm. The obtained grain size distributions are comparable to

the results reported in the literature, i.e. the mean equivalent diameter obtained in this study,

i.e. de = 257 µm (BS) and de = 541 µm (KL) are in good agreement with the data found in

other sources, such as dp = 227 µm (BS) (Andrew and Matthew, 2015), and dp = 500− 650 µm

(KL) (Menke et al., 2015; Bailey et al., 2007).

Figure 6.5 presents 2-D and 3-D images obtained from micro-CT for the three rock samples (A

detail of the arrangement of individual grains is also provided. We clearly observe distinct grain

scale features for the three rock types; well-sorted round grains for KL and more disordered

angular grains for BS and EB. As evidenced by the high-resolution 2-D images, we also notice

a large proportion of well-developed vuggy pores that are present in EB, in alignment with the

literature observations (Maclay and Land, 1988).

To further characterise the nature of the rock grains, the degree to which the the 3-D particle
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6.4 Microscopic properties from micro-CT imaging
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Figure 6.4: Histogram plots of the grain size distributions together with the corresponding normal dis-
tribution probability density function of (a) BS, (b) KL and (c) EB. The values of the location (mean,
s) and scale (standard deviation, σ) parameters are as follows: s = 2.41 and σ = 0.146 (BS), s1 = 2.61,
s2 = 2.79, σ1 = 0.100 and σ2 = 0.05 (KL), s = 2.59 and σ = 0.149 (EB). The dataset were obtained
from micro-CT scans acquired on a small plug of volume, Vplug ≈ 0.2 cm3 and processed using AVIZO-9
software. The values are reported in equivalent spherical diameter, de that has been obtained from Eq.
6.3.

shape deviates from a perfectly round sphere is evaluated by means of a sphericity index, Ψ,

and is calculated by using the following equation (Wadell, 1935):

Ψ =
π

1
3 (6Vp)

2
3

Ap
(6.4)

where Ap is the surface area of a particle. Ψ takes a value of unity for a completely round

object, and lower values indicate a particle being less spherical. A summary of the sphericity

index determined for the three rock core samples, together with a control material, i.e. granular

beadpack (BP) are provided in Table 6.2. As evidenced in the table, the extent of non-sphericity
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Figure 6.5: Left: snapshots of high-resolution 2-D grey-scale tomograms acquired using micro-CT imaging
technique as detailed in Chapter 3. Right: 3-D volume images of sub-sections of the micro-CT scans.
Each colour represents individual grain with an average equivalent diameter of 257 µm, 541 µm and 391
µm for BS, KL and EB respectively.

increases in the order BP<KL<BS<EB. We note that the value of the beadpacks is indeed very

close to 1 (i.e. Ψ = 0.97).

Table 6.2: Summary of the rock grain properties obtained from micro-CT image analysis. Depending on
the rock sample, about 1000− 4000 particles were considered in the analysis.

Beadpack Bentheimer S Ketton L Edwards B

Surface area, Ap [mm2] 1.07 0.42 1.32 1.24

Volume, Vp [mm3] 0.099 0.013 0.105 0.051

Sphericity index, Ψ [−] 0.97 0.63 0.82 0.53
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6.5 Structural properties from medical CT imaging

Characterisation of these rock samples have also been made at the core-scale (mm-cm). Fig-

ure 6.6 presents the slice-average (1-D) porosity profiles along the longitudinal direction of the

samples of (a) BS, (b) KL and (c) EB. These have been obtained from the 3-D porosity maps

measured using X-ray CT imaging technique, as detailed in Section 3.2.1. The three rock sam-

ples exhibit variable porosities, with the strength of heterogeneity that increases in the order

BS<KL<ED (with standard deviations corresponding to σz = 0.22, 0.34 and 0.55%, respec-

tively). The total sample porosity, φT, is computed from averaging all the voxel porosity values

and yield = 0.25, 0.23 and 0.41, for BS, KL and EB, respectively. On the right hand side of

Figure 6.6 are shown the corresponding porosity histograms for voxel size (1×1×1 mm)3. In this

case, we obtain larger variations in porosity; in particular, very similar voxel absolute porosity

deviations are seen for BS (σvox = 2.1%) and KL (σvox = 2.3%), with a much higher variations

observed in EB (σvox = 4.4%). In the figure, the relative voxel porosity values are presented

(normalised by the total porosity, i.e. φvox/φT) and the solid lines refer to the best fitted prob-

ability distribution functions. We notice that the distinction in porosity contrast between the

three samples becomes less apparent when the values are normalised by the total porosity, i.e.

σvox = 0.082, 0.096 and 0.074 for BS, KL and EB, respectively.

The localised spatial heterogeneity is illustrated in Figure 6.7 by the three-dimensional porosity

maps with a voxel size of about 8 mm3 (top), together with a snapshot of each sample (bottom).

To allow comparisons, the color scale of each map is fixed to ±0.05 of the average total poros-

ity, φT. Notably, the distribution of porosity values at the subcore-scale is very wide for EB,

thus confirming the presence of vuggy pores (contributing to high porous regions) and dense

crystals (contributing towards low porosity regions). This is also clearly visible from the digital

photograph of the rock core, given at the bottom of the figure. For BS, such local variation is

minimal, and is comparable to the 3-D porosity map of granular beadpacks (see Figure 5.4). The

uncertainty associated with the porosity measurements is about 0.01 (at voxel size of 8 mm3)

for the X-ray CT scanner considered in work (details of this analysis given in Section 3.2.1).

To evaluate the characteristic behaviour of the correlation structure for the rock cores studied,

the empirical semi-variograms of the voxel porosity values are computed in the x, y and z
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porosity profiles along the longitudinal
direction of the core, and Right:
histograms of porosity values of the three
core samples considered in this work. The
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porosity ("#) values. The solid lines are
the best fit to the normal distribution for
the histogram bar plots. The results have
been obtained from X-ray CT 3D porosity
maps, by averaging 1mm thickness cross-
sectional slices (Left), and from consistent
voxel basis porosity values of (1 x 1 x 1)
mm3

"$%&/"# [−]

" +
[%

]
" +

[%
]

" +
[%

]

Figure 6.6: Left: Slice-average internal porosity profile along the axial direction of the core (a) BS, (b)
KL and (c) EB. The plotted values have been obtained from averaging 1 mm thickness cross-sectional
slices of the 3-D X-ray CT porosity maps. The shaded regions denote the standard deviation of the mean
porosity value of each system. Right: Histogram plots of voxel porosity values. The solid lines correspond
to the best fit normal distribution curves. The porosity values are normalised by the mean porosity of
each system (φT = 25, 23 and 41%, respectively)

directions, by using the following expression (Pini et al., 2016):

γi(h) =
1

2N(h)

N∑
N(h)=1

(wj − wk)2 (6.5)

where i is the direction (x, y or z) in which the semi-variogram is calculated; h is the ‘distance-

lag’ separating two voxels (i.e. h = j−k), thus giving a total of N sets of distance pairs; wj and

wk are the spatial quantities at position j and k, respectively. The experimental observations

can then be described by applying an exponential model (Sarma, 2009), i.e.

γi(h) = (Ci − γ0
i )[1− exp(−3h/ai)] + γ0

i (6.6)

where C is the ‘sill’ parameter in which a plateau is reached (corresponding to the limiting value
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Figure 6.7: Top: 3-D porosity maps of the rock samples used in the pulse-tracer experiments presented
in the later chapters. The tomographic images were acquired from a medical CT instrument, using
the experimental protocol and scanner parameters detailed in Chapter 3. The raw images have been
coarsened to a constant voxel size of about (2×2×2) mm3. Bottom: digital photographs of the rock
cores.

of the semivariogram); a is the range parameter (correlation length) that indicates the distance-

lag at the ‘sill’ (e.g. the distance at which the data are no longer correlated). The so-called

‘nugget effect’ is also introduced in the model, i.e. γ0
i = γ(h = 0), to account for any errors

associated with the measurement technique and/or environmental variability that causes the

values to deviate from the origin. The results, that present the semi-variograms in the direction

parallel (circles) and perpendicular (triangles) to the flow are shown in Figure 6.8 for the three

rock core samples. For better interpretation, the values have been normalised by the variance

of the voxel porosity distributions of each dataset. In the figure, the experimental data are

presented for the result computed for x/y- (triangles) and z- (circles) directions. The shaded

area corresponds to the ranges of the exponential fits that have been obtained for 5 different

spatial planes in each direction. First, we note that the ‘nugget effect’ is minimal for all cases (i.e.

γ0
x = γ0

y = γ0
z ≈ 0) and that the sill values are approximately equal to the variance of the spatial

data, thus confirming that the porosity variations are normally distributed. As anticipated in

the figure, we observe distinct correlation structure of the porosity field. For (a) BS and (b) KL,

the range parameters are generally consistent in all directions, i.e. ax ≈ ay ≈ az, suggesting that
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6. Rock Samples Characterisation

these cores are distinguished by relatively low anisotropy. Moreover, we show that the sill value

is reached at relatively short distance-lags for both systems, that take the maximum value of

az = 2.5 and 3.5 mm for BS and KL, respectively (calculated from 10 cross-section planes); this

accounts for about 2− 4% of the total length of the core samples used in this study. As seen in

Figure 6.8, for EB, the distance-lag at the sill computed in the direction perpendicular to flow

(empty triangles) is larger than the corresponding value obtained in the direction parallel to

flow (circles). Interestingly, we note that the obtained values of correlation lengths can be very

different depending on the cross-sectional planes. As an example of general validity, the porosity

semi-variograms at two different cross-sectional planes in the direction perpendicular to flow are

shown in Figure 6.8c (empty and filled triangles), in which very different values are obtained:

ax,1 = 4.9 mm (filled triangles) and ax,2 = 12.7 mm (empty triangles). The variations in the

correlation lengths may be manifested by the existence of vuggy porosity in EB, that introduces

a significant larger value at the planes where vuggy pores are found, as compared to the sections

where no large pores are present. Based on the discussions above, the correlation length increases

in the order BS<KL<EB. However, these systems are far from a highly correlated structure,

such as the one presented in (Pini et al., 2016), i.e. a Berea sandstone core, having a correlation

length comparable to the length of the sample, i.e. L = 10 cm.
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Figure 6.8: Semi-variograms of voxel porosity values for (a) BS, (b) KL and (c) EB. The symbols refer
to the result obtained using Eq. 6.5, and is computed over x/y- (triangles) and z-directions (circles).
The shaded regions are the best fits to an exponential model that has been obtained over 5 different
cross-sectional planes. The values of the fitted range parameters are: ax = ay = az ≈ 2.5 mm (BS), ax =
ay = az ≈ 3.5 mm (KL), ax,max = 12.74 mm, az,max = 6.22 mm (ED). In figure (c), the semi-variograms
obtained from three different cross-sectional planes are shown to highlight the spatial dependency in the
obtained curves.

6.6 Permeability measurements

A series of multi-rate core-flooding experiments have been performed to measure the permeability

(k) of the core samples. The latter was achieved by measuring pressure drops (∆P ) across

each sample during steady-state water injection at various flow rates. The results are shown in

Figure 6.9 for 5−6 experimental flow rates (depending on the sample tested) that range between

q = 2 − 19 mL/min. The gradient of the slope fitted to each curve, i.e. S = ∆P/q (having an

r-squared value of about 0.99) was then used in the Darcy’s equation to provide an estimate of

k,

k = −µL
SA

(6.7)

121



6. Rock Samples Characterisation

where µ is the viscosity of water that takes a value of 8.90× 10−4 Pa·s, L and A are the length

and cross-sectional area of the rock core, respectively. The following values of k were determined,

BS: k = 1.7 ± 0.1× 10−12, KL: 1.9 ± 0.1× 10−12 and EB: 0.13 ± 0.01× 10−12 m2.
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Figure 6.9: Pressure drops across the core samples during multi-rate water injection tests, at flow rates
ranging between q = 2 − 19 mL/min. Measurements are reported over an average of 5 minutes after
the pressure drop is stabilised. The symbols correspond to the experimental data and the solid lines
are the best linear fits to the experimental measurements, with R-squared values of 0.99 obtained for all
systems. This is used in the Darcy’s equation to estimate permeability (k) of the samples. Viscosity,
µ = 8.90 × 10−4 Pa·s is used in the calculation. The figure is presented in double-logarithmic scale for
better visualisation.

6.7 Concluding remarks

In this chapter, we have presented an integrated experimental approach that allows three-

dimensional characterisation of structural heterogeneity of rock sample over length-scales from

µm to cm. The experimental protocol has been applied on three rocks, including Bentheimer

Sandstone, Ketton Limestone and Edwards Brown Carbonate. First, helium pycnometry, mer-

cury intrusion porosimetry and micro-CT image analysis were applied on small sub-sets (up to

plugs) of each rock samples to provide a distribution of baseline microscopic properties, such

as pore- and grain-size distribution. We indicate the selected rock cores have very distinct

features at the pore-scale; while Ketton is characterised by well-rounded grain structure with

significant proportion of microporosity, we observe highly angular particles within Bentheimer
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6.7 Concluding remarks

and Edwards. Notably, the latter also contains considerable amount of vuggy pore space that

contributes significantly towards the overall spatial heterogeneity of the system. This is reflected

from the analysis of the core scale properties performed with the medical-CT imaging dataset,

where we show that Edwards has a large variability in the correlation structure that is much

more pronounced than Bentheimer or Ketton. Bentheimer is characterised by a very uniform

porosity distribution at the subcore-scale, as evidenced by the 3-D porosity map presented.

The latter is comparable to the corresponding results for a homogeneous system, i.e. granular

beadpacks that are given in the previous chapter. A summary of the key physical properties

characterised for the three rock samples in this chapter is presented in 6.3. Direct measurements

and quantifications of local structural heterogeneity is essential to advance our understanding of

‘anomalous’ transport because these properties have a great impact on the microscopic controls

on mixing and spreading.

Table 6.3: Summary of the key petrophysical properties characterised for the rock core samples used in
this study. The mean equivalent diameter (de), the sphericity index (Ψ), the total porosity (φT) and the
correlation length (a) were obtained from analysis performed on the micro- and medical-CT images; the
permeability was calculated from Darcy’s law with pressure drops obtained from carrying out multi-rate
water injection tests. The fraction of microporosity (φp/φT) was estimated from helium pycnometry and
mercury intrusion porosimetry measurements

Bentheimer S Ketton L Edwards B

Diameter, d [mm] 50.8 51.6 50.8

Length, L [mm] 103 100 103

Porosity, φT [%] 25.1 23.3 41.3

Microporosity ratio, φp/φT [vol.%] ∼ 0 ∼ 35 ∼ 10

Pore volume, PV [mL] 52.4 48.7 85.6

Permeability, k [×10−12 m2] 1.7 1.9 0.13

Equivalent particle diameter, de [µm] 257 541 391

Sphericity index, Ψ [–] 0.63 0.82 0.53

Correlation length, a [cm] 0.3 0.4 1.3

123



Chapter 7

Tracer Tests on Rock Cores

In this chapter, we report on a detailed investigation of solute transport in three rock samples by

combining experimental observations from pulse-tracer tests with models based on the advection

dispersion approach. The results presented on Ketton Limestone have been published in Kurotori

et al. Measuring, imaging and modelling solute transport in a microporous limestone, Chemical

Engineering Science 196 (2019) 366-383. The imaging dataset associated with the publication

may be obtained from the UKCCSRC data repository (dataset ID 13607385). Portions of the

analysis on the other two rocks (i.e. Bentheimer Sandstone and Edwards Brown Carbonate) is

published in Kurotori et al. Three-Dimensional Imaging of Solute Transport in Reservoir Rocks

by Positron Emission Tomography. 14th Greenhouse Gas Control Technologies Conference,

Melbourne 21-26 October 2018 (GHGT-14).

7.1 Introduction

As demonstrated in the previous chapter, the rock cores investigated in this thesis, namely

Bentheimer Sandstone (BS), Ketton Limestone (KL) and Edwards Brown Carbonate (EB) are

characterised by the following distinct features: (i) irregular grain structures (BS and EB); (ii)

large proportion of microporosity (KL and EB); (iii) subcore-scale porosity heterogeneity (with

strength increasing in the order BS<KL<EB); (iv) vuggy porosity (EB). The aim of this chapter

is to investigate how these properties and their spatial variability affect the transport of solutes

through the pore space of the rock. To this aim, pulse-tracer experiments have been carried out

124



7.2 Experimental

covering a wide range of Péclet numbers, Pe ≈ 15 − 500. A unique feature of the study is the

use of Positron Emission Tomography (PET) to image the evolution of solute plume during the

experiment. While a detailed analysis of these images will be presented in Chapter 9, the focus

of this Chapter is on the quantitative evaluation of the breakthrough curves and the residence

time distribution (RTD) functions. A workflow is described to extract key transport parameters,

such as the mass transfer coefficient and dispersivity, and to evaluate their dependency on the

Péclet number. To this aim, the experimental observations are interpreted by using two classic

transport models, i.e. (i) the Advection Dispersion Equation (ADE) and (ii) the Multi-rate

Mass Transfer (MRMT), where hydrodynamic dispersion is treated as a Fickian process.

7.2 Experimental

Pulse-tracer experiments were carried out using two experimental approaches. The first approach

uses brine as the tracer and involves measuring breakthrough curves (BTCs) using a conductivity

flow-cell mounted downstream of the sample. The second approach uses a radiotracer that is

measured using radioactivity probes and imaged by PET. While the former serves as a useful

comparison to validate observations on radiotracers, the latter have been used in this work to

obtain multidimensional maps of the temporal and spatial evolution of the full tracer plume

within the rock samples. All experiments have been carried out at room temperature and

ambient pressure conditions.

7.2.1 Materials and fluids

Full details of the rock cores used for the pulse-tracer tests can be found in Chapter 6. [18F]FDG

(Fludeoxyglucose, half-life, t1/2 = 109.7 min) with variable concentrations, 0.3 − 1.1 mCi/mL

(corresponding to co = 2− 7× 10−13 mol/mL) was used as the tracer for the experiments that

involve PET imaging. This tracer is labelled with radioisotope, 18F-fluoride (18F−) that has

been chemically produced on-site at the PET facility centre in Stanford Centre for Innovation

in In-Vivo Imaging. The measured activity values of the tracer are decay-corrected using the

following expression:

c(t) = cD(t)eλt (7.1)
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where λ = ln(2)/t1/2, c and cD are the decay-corrected and detected activity concentration,

respectively. Tap water was used as background carrier solution. For the control experiments

that utilised conductivity-based tracer measurements, aqueous solutions of Potassium Iodide

and Potassium Chloride (both supplied by Sigma Aldrich, purity > 99%) were used for the

tracer and the carrier fluid, respectively (with concentration varying between 2.0 − 7.0 wt.%,

depending on the sample considered). Prior to the experiments, the density of the solutions

was measured using an oscillating U-tube density meter (Anton Paar, DM5000) to verify that

neutrally buoyant conditions were achieved (relative difference ∼ 0.05 %). A summary of the

fluids and key experimental parameters considered for the tracer tests is provided in Table 7.1.

Details of the physical properties of the rock cores can be found in Table 6.3.

7.2.2 Experimental apparatus & procedure

A full description of the experimental set-up considered for the core-flooding experiments carried

out in this work is explained in Chapter 4. Briefly, the in-flow detectors, including radioactivity

(Custom-built, Carroll & Ramsey Associates, USA) and conductivity detectors (Model 8032,

Amber Science, USA) were used for the measurements of up- and downstream tracer break-

through curves. The set-up consists of three high-pressure syringe pumps (Teledyne ISCO,

model 1000D) that have been applied for (i) continuous delivery of tracer and carrier fluids,

(ii) maintaining a constant confining pressure, as well as (iii) back-pressure regulation of about

1 bar. An in-house developed GUI in LabVIEW platform (National Instruments) is used for

real-time logging of data (1 second interval).

The core samples were dried for about 100 hours (at 60 ◦C) and then mounted into the custom-

built aluminum core-holder (Figure 4.1). An incompressible fluid (tap water) is then introduced

into the annular space between the core (jacketed with a double-layered heat-shrink FEB tube

(50.8 mm bore, Polyflon Technology Ltd, UK)) and the core-holder. To prevent fluid bypassing,

the water is pressurised and the pressure is maintained to a constant level throughout the

experiment (8 bar for KL and 27 bar for BS and EB). The sample-holder is then placed on the

scanner bed of the preclinical PET instrument (Siemens INVEON DPET). Prior to the tracer

experiment, gaseous CO2 (purity > 99%) is purged through the core sample, which is then

displaced by the injection of the carrier solution for at least 8 pore volumes (PVs) to ensure
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complete saturation of the core. The flow rate of the carrier solution is then set to the desired

value, followed by the injection of a tracer pulse (1 − 2 mL depending on the experiment, see

caption of Table 7.3). The latter is achieved by means of an injection valve (Cheminert, HPLC

6 port injection valve, VICI, Thames Restek UK Ltd). Each experiment lasted for about 3− 4

PVs.

Table 7.1: Details of the fluids and experimental parameters considered for the pulse-tracer tests.

Bentheimer S Ketton L Edwards B

Flow rate, q [mL/min] [2, 4, 10, 15, 19] [2, 3, 4, 8, 10, 15, 19] [2, 4, 10, 15, 19]

Péclet number, Pe [–] 17 − 163 53 − 507 19 − 182

Pore volume, PV [mL] 52.4 48.7 85.6

Confining pressure [bar] 27 7 27

PET fluid pair [18F]FDG/H2O [18F]FDG/H2O [18F]FDG/H2O

Control fluid pair KI/KCl (2.0/2.3)wt% KI/KCl (6.1/7.0)wt% −

7.3 PET imaging

The preclinical PET scanner produces 3-D volume images along the scanner field of view,

(10×10×120) mm3 at a voxel resolution of (0.78×0.78×0.80) mm3. In this work, the PET

scans have been reconstructed using a 3-D ordered subsets expectation maximisation (3-D OP-

OSEM MAP (Hudson and Larkin, 1994)). The reconstructed images are then coarsened to

produce a constant voxel size of (2.3×2.3×2.4) mm3. The dataset was subsequently resampled

into an (arbitrary) number of constant time frames ∆t = t2 − t1 (with time corresponding to

about ±0.07 PVs for each system). The average tracer activity detected in each voxel j, cPET
j (t),

is corrected for radioactive decay using the following expression (Pini et al., 2016):

cPET
j (ti) =

eλti

∆t

∫ t2

t1

cPET
D,j (t)dt (7.2)

where t1 = ti −∆t/2, t2 = ti + ∆t/2 and ti = (t1 + t2)/2. The subscript j denotes the voxel-

level quantities, where cPET
j (ti) is the voxel tracer intensity at ti over the time interval ∆t. As

intensity values correlate linearly with radioactivity concentration (Zahasky et al., 2019), the

following equation can be applied for conversion:

Kcorr =
M inj

exp∑Nvox
j=1 cPET

j (ti)Vvox

(7.3)
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where Kcorr is the intensity-concentration correction factor; Vvox is the voxel volume; Nvox is the

total number of voxels in the core. In this work, Eq. 7.3 has been computed for three discrete

time intervals (corresponding to 0.4, 0.5 and 0.6 PVs) and an average quantity has been used

for the conversion. This approach was further validated by performing this calculation for each

slice in the core, where the observed variations in total tracer activity were systematically less

than 1.5%.

7.4 Modelling

The Multi-rate Mass Transfer (MRMT) model (Coats et al., 1964) (also referred to as the “ca-

pacitance” (Baker, 1977; Bretz and Orr, 1987), the Mobile Immobile Model (MIM) (Honari

et al., 2015), or the Dual-domain Mass Transfer (DDMT) model (Muniruzzaman and Rolle,

2017)) describes transport using a similar formulation as the ADE, but also accounts for ad-

ditional resistance to mass transfer due to the transport through the micro-pores within the

grains. While BS possesses minimal amount of micro-pores due to the existence of clay contents,

microporosity is largely present in carbonate rocks, as demonstrated in the previous chapter.

The one-dimensional form of the MRMT, in the absence of chemical reaction, reads as follows

(Haggerty and Gorelick, 1995);

φ
∂c

∂t
+ (1− φ)φp

Nj∑
j=1

fj
∂cp,j
∂t

+ u
∂c

∂z
= φDL

∂2c

∂z2
(7.4)

where u is the superficial fluid velocity, φ and φp denote the inter- and intra-granular porosity,

which are associated with solute concentration c and cp, respectively. The total porosity is thus

obtained as φT = φ + (1 − φ)φp and, accordingly, the Péclet number uses the inter-granular

porosity, i.e. Pe = udp/(φD), where D is the molecular diffusion coefficient. t and z correspond

to the coordinate variables assigned to time and space, respectively. Eq. 7.4 is written for a

system composed of Nj grain classes, where fj is the fraction of micropore volume in grain class

j per unit of micropore volume (i.e. fj = φp,j/φp). The total mass transfer resistance is then

obtained from summing all the individual contributions over entire grain classes, Nj . The latter
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is commonly described using a first order rate expression:

(1− φ)φpfj
∂cp,j
∂t

= ko(c− cp,j) for j = 1, ..., Nj (7.5)

where ko is the overall mass transfer coefficient, and is related to the effective (intrinsic) mass

transfer coefficient, km by ko = kmaj , where aj is the specific surface area of grain class j.

For spherical grains, such as those observed in oolitic limestones, it can be readily shown that

aj = 6/de,j , where de,j is the equivalent particle diameter of the given grain class j. For

rocks with more complicated geometries, such as BS or EB, the former can be approximated

by aj = 6/(Ψde,j), where Ψ is the sphericity index (Eq. 6.4 given in Chapter 6). When no

microporosity is present (i.e. φp = 0), Eq. 7.4 is simply reduced to the classical ADE formulation.

For the range of Péclet numbers considered in this work (i.e. Pe > 15), hydrodynamic dispersion

is assumed to be linearly related to v (Dullien, 1992): DL = αLv, where v is the interstitial (pore)

velocity (v = u/φ) and αL is the so-called longitudinal dispersivity. The latter is a measure of

the heterogeneity of the pore space and represents therefore a characteristic property of the

porous medium. In this study, transverse dispersivity (αT) is considered to be negligible, as

it is about one order of magnitude smaller than the corresponding value in the longitudinal

direction, according to the results reported in the literature (Perkins and Johnston, 1963). For

example, Ketton Limestone: αL = 0.16 cm Honari et al. (2015) vs. αT = 0.013 cm (Boon et al.,

2017). We also note that the Fickian treatment of dispersion in the ADE or MRMT formulations

implies that the injected tracer pulse has evolved into a Gaussian plume on a length-scale that is

smaller than the length of the rock sample. Under such circumstances the dispersion coefficient

approaches its asymptotic value (Neuman and Tartakovsky, 2009). The validity of the ADE and

MRMT formulations to describe the experiments conducted in this study will be demonstrated

throughout the Results and Discussion sections.

Tracer concentrations computed within the sample are binned over a given time interval to

allow for a direct comparison with the dynamic image frames generated from the PET scanner

(Section 7.3), i.e.

C(z, ti) =
1

∆t

∫ t2

t1

c(z, t)dt for 0 ≤ z ≤ L (7.6)

with ∆t = t2 − t1 and where internal solute concentration is c = [φc+ (1− φ)φpcp]/φT.
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7.4.1 Numerical solution procedure

Since the tracer tests are initiated with the core being saturated with carrier solution, the

following initial conditions is used:

for t = 0 and 0 ≤ z ≤ L : c = cp,j = 0 for j = 1, ..., Nj (7.7)

Boundary conditions at the core inlet (z = 0) and outlet (z = L) follow the expressions given

by Danckwerts (Fogler, 1999):

for z = 0 : c(z = 0) = c0 +
φDL

u

∂c

∂z

∣∣∣∣
z=0

(7.8a)

for z = L : 0 =
∂c

∂z

∣∣∣∣
z=L

(7.8b)

where c0 is the concentration of tracer just before entering the sample. The latter is measured

by the inlet conductivity (or radioactivity) detector and is reproduced in the numerical code

by means of interpolation through the experimental points. The partial differential equations,

Eqs. 7.4 and 7.5, are discretised in space using the finite-difference method (FDM) with various

sets of grid points, Ng (i.e. Ng = 200 for the carbonate cores and Ng = 600 for the relatively

homogeneous sandstone), corresponding to grid sizes, ∆x = 0.017 − 0.050 cm. The space

derivatives are approximated using the central difference operator for each internal node and

the backward difference operator for the first and last node. The resulting set of ordinary

differential equations is solved simultaneously in time using the ode15s solver in MATLAB, with

a maximum allowed time step, ∆t = 0.5 sec. For each experimental dataset, the following relative

(RelTol) and absolute error tolerances (AbsTol) have been set, i.e. KL: RelTol = 1× 10−3 %,

AbsTol = 1×10−4 mCi/mL, or for BS and EB: RelTol = 1×10−6 %, AbsTol = 1×10−6 mCi/mL.

The input parameters used to solve the numerical model include the sample properties described

in the previous chapter, as well as feed concentration, flow rates and volume of tracer injected,

which are adjusted depending on the experimental conditions (see Tables 7.1 and 7.3). As

explained in the next section, various model scenarios have been evaluated, where the remaining

set of parameters has been found by fitting the model to the tracer breakthrough curves.
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7.4.2 Modelling approach & optimisation procedure

The datasets from multi-rate pulse-tracer tests were first interpreted by using the ADE. The

latter is solved for the experiments on the relatively homogeneous core samples, i.e. BS and

KL, in which the longitudinal dispersivity, αL has been treated as the sole fitting parameter

for each experimental BTC. Two scenarios have been considered in the MRMT framework: in

MRMT-1, the longitudinal dispersivity (αL) and intra-granular porosity (φp) have been taken

as global fitting parameters, while letting the mass transfer coefficient (ko) depends on the flow

rate; MRMT-2 takes the optimum model parameters attained from MRMT-1, i.e. ko and φp as

fixed model inputs, while fitting αL to each flow rate. With the latter, the goal is to evaluate

the potential non-linear dependency of the dispersion coefficient on fluid velocity, i.e. DL ∝ vm,

that has shown a notable discrepancies in the literature, with m = 1.0 − 1.4 over the range of

Péclet numbers considered in this study (Pe ≈ 20− 500) (Bear, 1988; Honari et al., 2015; Blunt

et al., 2013; Berkowitz et al., 2006).

In the case of BS and EB, only one grain class (i.e. Nj = 1) is used in the model, as suggested

by the measured grain size distributions (mean grain size, de ≈ 260 µm (BS) and de ≈ 390

µm (EB)) (see Chapter 6). With the latter, the overall mass transfer coefficient (ko) is fitted,

rather than km due to the non-spherical nature of the system (sphericity index, Ψ < 0.7, see

Table 6.3). For KL, two classes of spherical grains (dp,1 = 220 µm and dp,2 = 660 µm) are

considered (Ψ = 0.8, see Table 6.3), based on the bimodal peak observed in the grain size

distributions. To this end, an additional global fitting parameter, f1 (proportion of grain class

1, where f1 + f2 = 1) is deployed. A flow chart illustrating the modelling scenarios applied in

this work is shown in Figure 7.1. For each model scenario, the following objective function was

minimised to reproduce the experimentally obtained tracer effluent profiles:

J =

Nq∑
i=1

Np∑
j=1

(c̃ out
i,j − c out

i,j )2

cout
max,i

(7.9)

where Nq and Np are the number of flow rates and of experimental points in each tracer effluent

curve; c̃ out and c out are the effluent concentration values predicted by the model and measured

experimentally, respectively. The denominator in Eq. 7.9 is the maximum value of effluent

tracer concentration and ensures that similar weight is given to the various flow rates. The non-
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Modelling scenarios
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Figure 7.1: Schematic digram illustrating the modelling approaches proposed to best describe the experi-
mental breakthrough curves. Depending on the scenario, the number of fitting parameters varies between
1− 10: [φp, αL, f1, ko or km].

dominated sorting genetic algorithm II (GA) in the MATLAB global optimization toolbox was

used to identify the optimal model parameters. This approach extends conventional optimisation

routines by considering elitism, in addition to stochasticity. This has the dual benefit of reducing

computation time and avoiding entrapments within local minima (Rajagopalan et al., 2016;

Hosseinzadeh Hejazi et al., 2017). Briefly, the algorithm starts with random sets of the initial

population of decision variables (parents) and calculates the objective function for each set

independently. In the next stage, a new generation of population (children) is created both by

random mutation as well as crossover between the parents from the previous generation with

better fitness value. This procedure is repeated until the optimal set of parameters is achieved

with the lowest value of the objective function. In this study, the population size was fixed

at 24 times the number of decision variables and the number of generations was limited to

50. Depending on the model scenario considered, the total number of parameters that were

simultaneously fit varied. One parameter was used in the ADE-based scenarios, while up to ten

fitting parameters were considered in the MRMT-based scenarios. The lower and upper bounds

imposed for the optimiser are provided in Table 7.2.

Table 7.2: The lower and upper bounds of the fitting parameters used in the optimisation routines.

αL [cm] φp [–] km [mm/min] ko [min−1] f1 [–]

Bentheimer S 0.02− 0.10 0.00− 0.20 – 0.00− 1.82 –

Ketton L 0.10− 0.20 0.04− 0.11 0.01− 0.20 – 0.0− 0.5

Edwards B 0.05− 0.25 0.01− 0.35 – 0.09− 2.73 –
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7.5 Results

In this section, the results obtained from pulse-tracer tests over a range of flow rates (or Péclet

number, Pe) are analysed for the three rocks. First, we present a comparison of the experimental

effluent profiles obtained from radio- and brine-tracers, together with a quantitative assessment

on the sensitivity of each measurement approach. The experiment and modelling results are then

studied for each porous system independently by following a similar approach that includes (i)

evaluation of the proposed modelling approaches, (ii) BTC analysis, and (iii) investigation of

the internal dynamic displacement of the tracer by PET. To allow comparisons, the obtained

BTCs are also presented in terms of Residence Time Distribution (RTD) function (EΘ) over

normalised time (Θ = t/τexp), as described in Section 5.4.2. A summary of all the pulse-tracer

tests conducted in this chapter is provided in Table 7.3.

7.5.1 Sensitivity & reproducibility of the measurement techniques

Figure 7.2 presents the normalised RTD curves obtained from the two independent techniques,

namely radioactivity for radio-tracer (18F), and conductivity for brine-tracer (KI) measurements.

The results are shown for two characteristic rock cores: BS (figure a) and KL (figure b) for the

experiment carried out at q = 10 mL/min. In the figure, we observe an excellent agreement

between the different sets of curves, thus verifying the validity of using the selected radio-tracer

([18F]FDG) for the study of solute transport in both sandstone and carbonate rocks. This is

also confirmed from the good mass recovery i.e. Mout
exp/M

in
exp > 97.8% obtained for the pulse-

tracer experiments involving radioactivity measurements (summarised in Table 7.3). We note

that the radioactivity technique presents a more precise measurement approach, as evidenced

by the zoomed in section of the low concentration tails given in the inset of Figure 7.2(a) and

(b). This is quantitatively confirmed by computing the signal-to-noise ratio, SNR = s/σstd,

where s is the mean tracer concentration of a measured BTC. To compute s, a threshold of 1%

of the peak concentration has been set. σstd is the standard deviation of the baseline readings

when there is no tracer (carrier fluid only). The latter is determined from a dataset recorded

over 60 seconds (corresponding to 60 measurement points). Consequently, we obtain SNR for

a radio-tracer BTC that is about 20 times larger than the corresponding conductivity curves

133



7. Tracer Tests on Rock Cores

Table 7.3: Overview of the brine- and radio- tracer experiments carried out in this work. Reported
variables are: volumetric flow rate (q), average residence time (τ = φAL/q), mean residence time of
injected pulse (τinj), mean residence time of effluent (τexp, with the corresponding error ε = 1− τexp/τ),
recovered mass of tracer (Mout

exp , with the corresponding error ε = 1−Mout
exp/M

inj
exp). A correction is applied

to the computed mean residence time to account for the volume of the tubing between the outer faces
of the sample and the conductivity cells; this corresponds to 4.2 mL for KL, and 4.0 mL for the PET
experiments on BS and EB. The dead volume for the conductivity tracer tests was 3.1 mL. The volume
of tracer injected is 1 mL for the experiments with KL, and 2mL for BS and EB.

Bentheimer Sandstone

q τ τinj τexp Mout
exp

[mL/min] [min] [min] [min] [mCi]

2.0 26.20 0.59 26.22 (-0.1%) 1.027 (0.58%)

4.0 13.10 0.31 13.14 (-0.3%) 1.339 (0.03%)

10.0 5.24 0.12 5.25 (-0.1%) 1.607 (0.58%)

15.0 3.49 0.08 3.50 (-0.1%) 1.734 (0.01%)

19.0 2.76 0.06 2.76 (-0.1%) 1.858 (0.02%)

q τ τinj τexp Mout
exp

[mL/min] [min] [min] [min] [g]

10.0 5.24 0.12 5.21 (0.5%) 0.038 (4.4%)

Ketton Limestone

q τ τinj τexp Mout
exp

[mL/min] [min] [min] [min] [mCi]

2.0 24.33 0.37 24.16 (0.7%) 0.251 (–)

3.0 16.22 0.26 16.32 (0.6%) 0.418 (–)

4.0 12.17 0.21 12.11 (0.5%) 0.556 (–)

4.0 12.17 0.20 12.24 (0.6%) 0.756 (–)

8.0 6.09 0.15 5.86 (3.8%) 0.779 (–)

10.0 4.87 0.12 4.66 (4.4%) 0.879 (–)

15.0 3.25 0.08 3.02 (7.0%) 0.953 (–)

19.0 2.56 0.06 2.36 (7.8%) 1.106 (–)

19.0 2.56 0.06 2.39 (6.8%) 1.302 (–)

q τ τinj τexp Mout
exp

[mL/min] [min] [min] [min] [g]

8.0 6.09 0.16 5.98 (1.9%) 0.130 (2.3%)

10.0 4.87 0.13 4.71 (3.2%) 0.129 (5.0%)

15.0 3.25 0.08 3.13 (3.6%) 0.130 (-0.1%)

19.0 2.56 0.08 2.46 (4.1%) 0.134 (-2.2%)

Edwards Brown Carbonate

q τ τinj τexp Mout
exp

[mL/min] [min] [min] [min] [mCi]

2.0 43.11 0.58 43.51 (-0.9%) 1.028 (2.13%)

4.0 21.55 0.31 21.69 (-0.6%) 1.835 (0.92%)

10.0 8.62 0.12 8.65 (-0.4%) 1.389 (0.61%)

15.0 5.75 0.08 5.69 (1.0%) 2.027 (0.49%)

15.0 5.75 0.08 5.65 (1.7%) 1.688 (0.11%)

19.0 4.54 0.07 4.51 (0.6%) 2.196 (0.02%)
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Figure 7.2: Comparisons of Residence Time Distribution breakthrough curves measured using the
brine(KI)- (triangles) and radio(18F)-tracers (circles) for (a) BS (b) KL. A zoomed in section of the
BTC tails are shown in the inset of each plot to highlight the sensitivity of the measurement techniques.
(c) presents the BTCs measured from radio(18F)-tracer for a repeated experiment carried out on EB.
The values are shown in a normalised RTD function, EΘ as a function of reduced time, Θ = t/τexp. The
experiments were performed at q = 10 mL/min for (a) and (b), and q = 15 mL/min for (c).

(SNR18F/SNRKI ≈ 20). Although the actual sensitivity of each measurement technique can be

optimised by accounting for several factors, such as the model of detectors used, the concentra-

tion and choice of fluid-pairs, the analysis carried out here highlights the excellent sensitivity

of radio-tracers in measuring BTCs, given that only a very small quantity of solute is needed

(O ∼ 10−13 mol/mL). Such measurement approach also indicates an excellent reproducibility,

as can be seen in Figure 7.2 (c) for a repeated test carried out on the Edwards Brown core at

q = 15 mL/min.
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7.5.2 Bentheimer Sandstone

For Bentheimer Sandstone (BS), as anticipated from Table 7.3, a good agreement is achieved

between the theoretical residence time (τ) and the experimental residence time (τexp) over the

entire ranges of flow rate investigated (with relative error, ε < 0.5%). With these experiments,

asymptotic regime has already been fully established, and therefore the Fickain treatment of

dispersion using the transport models (i.e. ADE or MRMT) is valid. This can be confirmed

using the same analogy to the discussion presented in Section 5.6.1, where the characteristic

length-(or time-) scale required for the dispersion coefficient to reach an asymptotic value is

given by l∗ = tdiff/tadv = Pe/2 (Bijeljic et al., 2011). For the range of Péclet number considered

here, l∗ = 9−90 and l = de ≈ 0.26. This gives the required characteristic lengths, l∗×de ≈ 2−25

mm, which lie well below the length of the sample used (L = 103 mm). A summary of the

optimum model parameters obtained from the different modelling scenarios discussed in Section

7.4 is shown in Table 7.4. As expected, the MRMT-based scenarios provide a better fit to

the experimental effluent profiles compared to ADE. This is apparent by a smaller value of

objective function obtained (numerical values shown in the caption of Table 7.3). However,

we also note that the J value for MRMT-1 (J = 0.059 mCi/mL) is much higher than that of

MRMT-2 (J = 0.024 mCi/mL). The latter produces a narrow range of dispersivity, αL, that

show a general increase over system flow rate. An analysis of the correlation between velocity

and dispersion coefficients is provided later in Section 7.6.

Table 7.4: Optimum model parameters obtained from fitting experimental breakthrough curves on Ben-
theimer Sandstone (BS) using two transport models, namely ADE and MRMT. Details of the modelling
approaches applied are summarised in Section 7.4. The optimum values obtained for the global fitting
variables are: αL = 0.051 cm and φp = 0.006 (MRMT-1). The following value of objective function were
attained for each modelling scenario, i.e. ADE: J = 0.068 mCi/mL, MRMT-1: J = 0.059 mCi/mL,
MRMT2: J = 0.024 mCi/mL.

ADE MRMT-1 MRMT-2

q DL αL ko DL DL αL

[mL/min] [cm2/min] [cm] [min−1] [cm2/min] [cm2/min] [cm]

2.0 0.019 0.048 0.030 0.020 0.018 0.044

4.0 0.038 0.048 0.762 0.041 0.033 0.041

10.0 0.104 0.053 0.998 0.101 0.097 0.048

15.0 0.182 0.062 1.489 0.152 0.162 0.054

19.0 0.240 0.064 1.169 0.193 0.214 0.056

The BTCs measured on the BS core are shown in Figure 7.3, for the flow rates ranging be-
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tween 2 − 19 mL/min (corresponding to Péclet numbers, 17 ≤ Pe ≤ 163). In the figure, the

plotted values are normalised by the feed concentration, co. The symbols are the experimental

measurements collected from radio-tracer injections while the solid lines are the corresponding

predictions obtained for the optimum model scenario (i.e. MRMT-2). In general, we observe

that the selected modelling approach provides a good description of the measured BTCs over all

the flow rates. The model yields a narrow span in the asymptotic dispersivity (αL = 0.041−0.056

cm), giving an average of about αL = 0.049 cm. In this case, the model takes the optimum pa-

rameter obtained from MRMT-1, giving a single value of intra-granular porosity for the entire

dataset, i.e. φp = 0.006, that corresponds to about 2% of the total pore space in the BS core.

This indeed provides a verification on the existence of modest microporous clay minerals (∼ 3%,

as explained in Section 6.3) that contribute towards only a small proportion of the total porosity.

This consistency suggests that the proposed MRMT approach can correctly capture the influ-

ence of the small-scale microporosity from the experimental measurements of 1-D breakthrough

curves; this does not only confirm the rigorousness of the proposed experimental and modelling

approach (which involves fitting the effluent profiles for the entire dataset covering a wide range

of Péclet numbers), but also proves the high sensitivity of the measurement technique for resolv-

ing the modest features. Nevertheless, small discrepancies still persist between the experiment

and model predictions particularly in the concentration tails at late times, as highlighted in

the double-logarithmic plot of the BTCs presented in Figure 7.3(b). Interestingly, we note that

introducing a very small amount of microporosity does not have a pronounced impact on the

dispersivity value obtained (αL = 0.049 cm), as the latter is similar to the corresponding ADE

dispersivity (i.e. αL ≈ 0.055 cm) and the value found in the open literature, i.e. αL = 0.048

cm (measured using NMR techniques) (Singer et al., 2016) where no microporosity was as-

sumed. These dispersivity values are generally smaller than that measured on more structurally

correlated sandstones, such as Berea (αL = 0.04− 0.4 cm) (Pini and Krevor, 2019),

In Figure 7.3 are shown the 1-D internal concentration profiles plotted along the axial direction

of the BS core. The results are presented for three representative flow rates, i.e. q = 4, 10

and 19 mL/min (corresponding to Pe = 34, 86 and 163), with 6 distinct time intervals in

each sub-plot that represent an average of ±0.06 PVs. The symbols are the experimental data

measured by PET, that has been computed from averaging the voxel concentration values in
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Figure 7.3: (a) BTCs obtained from the PET experiments for BS at flow rates q = 2, 4, 10, 15, 19 mL/min
(corresponding to Pe = 17, 34, 86, 129, 163). The symbols represent radio-tracer measurements, while
the solid lines refer to the optimum MRMT fits (MRMT-2, fitted values reported in Table 7.4). The
values of concentration are normalised by feed concentration, c0. (b) log-log plot of (a) to emphasise the
concentration tails of the BTCs.

each cross-sectional slice (0.8 mm thickness) over the entire length of the core. The dashed

lines correspond to the fully predicted concentration plumes produced by using the optimum

model parameters obtained from fitting the effluent curves using MRMT-2. As can be seen in

the figure, the model provides an accurate description on the migration of tracer plume over all

time intervals at each flow rate. The observation is also consistent for all the flow rates tested.

Similar to the dynamic profiles observed within a homogeneous beadpack (presented in Chapter

5), we indicate that the BS is characterised by a small degree of mixing, as evidenced by the

modest change in the concentration peak over distance travelled. The inlet effect is persistent

in the results with BS, and is proved to be insignificant, as the early tailing diminishes when

the tracer plume propagates over the core sample at later times.

7.5.3 Ketton Limestone

A summary of all tests conducted on KL is given in Table 7.3. The dataset includes nine pulse-

tracer tests with the radiotracer ([18F]FDG) and four control test conducted with the brine tracer

(KI). The results from the latter (q = 8, 10, 15, 19 mL/min) are shown in Figure 7.5 alongside

the curves measured with the radiotracer and show an excellent agreement. Interestingly, we
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Figure 7.4: Slice-averaged (1-D) internal concentration profiles plotted along the longitudinal direction
of the BS core. The curves are shown for six distinct time frames. The experimental results for three
flow rates are shown, i.e. q = 4, 10 and 19 mL/min (corresponding to Péclet numbers, Pe = 34, 86, 163).
The symbols are the experimental data obtained from PET and the solid lines are the corresponding
MRMT-2 model predictions. The experimental profiles have been computed from averaging 0.8 mm
thickness cross-sectional (x-y plane) slices of the 3-D PET dataset and each curve represents an average
of ±0.06 PVs

observe a systematic increase in the difference between the expected (τ) and the measured (τexp)

mean residence time of the system with increasing Pe, reaching relative deviations of up to ∼ 8%.

While deviations are generally less than 1% for Pe < 80 (corresponding to q < 4 mL/min), in all

the other cases τexp < τ . This suggests that there is an apparent and increased inaccessibility of

some of the pore space with increasing Pe. This behaviour can, in principle, be reproduced by the

MRMT model, by using the fraction of stagnant pore space as a fitting parameter (in addition

to the dispersivity and the mass transfer coefficient) and by letting it be dependent on the flow

rate. The obtained values of this base case are reported in Table 7.5 (case MRMT-0 with one
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7. Tracer Tests on Rock Cores

grain class, J = 49×10−4 mCi/mL, φp = 9.0−7.7%, αL = 0.134−0.178 cm). This approach has

been applied systematically in the literature when fitting tracer curves measured on carbonate

rocks (Baker, 1977; Batycky et al., 1982; Bretz and Orr, 1987; Honari et al., 2015). We contend

that it lacks of physical significance and that this apparent decrease in the microporosity reflects

the presence of a distribution of grain sizes in KL, as demonstrated in the following section.

Figure 7.5: Measured RTD function, E(t) for experiments carried out on KL at flow rates q = 8, 10,
15, 19 mL/min, corresponding to Pe = 214, 267, 401, 507. At each flow rate, measurements have been
carried out using both brine(KI)- (triangles) and radio(18F)-tracers (squares). Time is presented using a
logarithmic scale.

BTCs measured on KL are shown in Figure 7.6 for the range of Péclet numbers, Pe = 50− 500,

by using a linear (Figure 7.6(a)) and a logarithmic scale (Figure 7.6(b)) for the concentration.

For the sake of clearer representation, only the data acquired with the radiotracer are given.

We note that when using radiotracers, we can measure concentrations up to four orders of

magnitude smaller than the inlet concentration, i.e. c/c0 ≈ 1× 10−4, as shown in Figure 7.6(b).

This concentration range is comparable, if not wider than values reported in the literature for

BTCs measured experimentally (Berkowitz et al., 2006; Vogler et al., 2018). While radiotracers

provide a higher sensitivity to low concentrations as compared to conductivity measurements (as

also demonstrated in 7.5.1), other tracers (e.g., Uranine (Gouze et al., 2008a)) allow extending

this range even further and resolving concentration tails at late times, which can be extremely

important for rocks containing microporosity (Gjetvaj et al., 2015).
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Figure 7.6: Effluent concentration breakthrough curves obtained from the PET experiments on Ketton
Limestone for the flow rates ranging between 2 mL/min and 19 mL/min (corresponding to Pe = 53,
80, 107, 214, 267, 401 and 507, respectively). Figure (a) is presented using a linear scale (for the
concentration), while (b) shows the same curves plotted on a double logarithmic scale. The symbols
represent experimental data, while solid lines refer to model results (MRMT-1, fitted values reported in
Table 7.5).

In Figure 7.6, it can be seen that experimental (symbols) and model results (solid lines, case

MRMT-1) are in very good agreement. The latter have been obtained upon solving the one-

dimensional MRMT model, by considering two characteristic grain sizes and by treating (i)

the volume fraction of one grain class (f1), (ii) the intragranular porosity (φp) and (iii) the

longitudinal dispersivity (αL) as global fitting parameters, in addition to fitting the flow-rate

dependent mass transfer coefficient, km. The values of all fitted parameters are summarised in

Table 7.5 (case MRMT-1, J = 51 × 10−4 mCi/mL). The fitted longitudinal dispersivity (αL =

0.15 cm) is roughly one order of magnitude larger than the measured transverse dispersivity

in KL (Boon et al., 2017), and compares favourably with estimates reported in the literature

for carbonate rocks, such as Indiana Limestone (αL = 0.38 cm) (Gist et al., 1990) and, most

significantly, KL (αL = 0.16 cm) (Honari et al., 2015).

It can be demonstrated that in these experiments, the time- (or length-) scale has been estab-

lished for the dispersion coefficient to reach its asymptotic value. In fact, solute transport in

KL has been shown to be characterised by a rather narrow spread of pore velocities (Bijeljic

et al., 2013), thus resembling the behaviour observed in rocks with a highly connected pore space

and with only moderate heterogeneities. For the experiments on Ketton Limestone, l∗ = Pe/2,
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where l ≈ 0.320 mm (Bijeljic et al., 2013) and Pe = vl/D. The dispersion coefficient reaches

therefore an asymptotic value after the solute travels an average distance of 5 − 50 mm for

Pe = 30 − 300, which is again below the length of the sample used (L = 100 mm). The model

uses a constant value of intra-granular porosity, which accounts for roughly 30% of the total

pore space in Ketton. This value is in excellent agreement with the independent estimate by

mercury intrusion porosimetry (see Chapter 6). Most significantly, the mass transport resistance

that is introduced by the presence of microporosity no longer needs to be compensated by an

apparent decrease in its volume fraction; rather, access to this porosity is controlled by the mass

transfer coefficient, which in the MRMT-1 model takes a different value depending on the grain

class considered, i.e. 6km/de,j . The obtained fractions of the two representative grain classes

(f1 = 0.22 for de = 220 µm and f2 = 1 − f1 = 0.78 for de = 660 µm) compare favourably

with our analysis performed on the micro-CT scans acquired on a smaller sister plug. This is

demonstrated in Figure 7.7, where the two binned bar plot illustrating the proportion of the

selected two grain classes are shown (f1 ≈ 0.19 and f2 ≈ 0.81).

We note that the MRMT-1 model provides a fit to the experimental data that is as good as

the MRMT-0 approach, despite the significant reduction in the number of fitted parameters

(F11,479 = 1.78, p > .05). Moreover, the application of MRMT-1 model with only one grain

class (f1 = 1) resulted in a significantly larger value of the objective function (J = 160 ×

10−4 mCi/mL), emphasising the importance of capturing heterogeneities associated with the

grain size distribution of rocks. However, we also show that introducing additional flexibility

in fitting the measured profiles by considering αL that depend on the flow rate (case MRMT-

2, in Figure 7.1) does not provide a marked improvement in describing the experimental data

(MRMT-1: J = 51 × 10−4 mCi/mL, MRMT-2: J = 43 × 10−4 mCi/mL, with fitting values

reported in Table 7.5).

To better emphasise the inadequacy of the ADE to describe solute transport in KL, simulations

were also run using this model and a longitudinal dispersivity that depends on the flow rate, in an

attempt to capture the additional transport mechanism between inter- and intra-granular pore

space. The parameter values obtained from this fitting exercise are also reported in Table 7.5

(case ADE) and the results are depicted in Figure 7.8 in terms of absolute deviations normalised

by the tracer concentration in the feed as a function of the reduced time. In general, we
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f1 =18.9 %

f2 =81.1 %

Figure 7.7: Histogram illustrating the proportion of two grain classes, dp,1 = 220 µm and dp,2 = 660 µm
in KL. The dataset was obtained from the grain size distribution analysed in Figure 6.4b, by considering
2 bins with a defined threshold of de = 440 µm.

notice that the application of the ADE results in a much larger dispersivity (αL ≈ 0.4 − 0.7

cm) as compared to the value obtained from a model of the form of the MRMT equation

(αL = 0.15 cm). Most significantly, the ADE produces a much poorer description of the measured

effluent profiles. As shown in Figure 7.8, the two models perform comparatively well at low flow

rates (q = 2 mL/min). At larger flow rates, the fit of the ADE deteriorates, i.e. it misses both

the early breakthrough of the tracer and the long-time tailing, with deviations as large as 40%

relative to the actual measured values. On the contrary, the agreement between the MRMT

model predictions and the experimental data is consistently good over the whole range of flow

rates.

One-dimensional concentration profiles along the length of the Ketton core are shown in Fig-

ure 7.9 for each flow rate tested at four distinct times. The latter correspond to the time at

which 0.15, 0.3, 0.5 and 0.75 PV have been injected into the sample. In the plots, symbols

refer to measurements that have been obtained from the reconstructed PET scans by averaging

voxel concentration values within each 2.3 mm-thick slice and over a given time frame, which

has been chosen so as to always represent t/τexp = 0.16 PV. Simulation results are given by the

dashed lines and represent predictions by the MRMT-1 model. It can be seen that the latter

is able to capture the temporal evolution of the solute plume as it moves through the rock at

all flow rates. The overall agreement between experiment and model predictions is satisfactory,
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Figure 7.8: Deviations between measured tracer concentrations at the effluent and predictions by the
ADE (empty circles) and MRMT-1 (filled circles) models for the experiments with KL. The deviation is
computed as ∆c = (cexp − cmod)/c0, where c0 is the feed concentration, and is plotted as a function of
the reduced time, Θ = t/τexp.

considering that the model is applied here in a fully predictive manner and the wide range of flow

rates tested (53 < Pe < 507). Nevertheless, discrepancies exist, particularly at early times, that

may reflect a systematic flaw in the adopted modelling approach. In particular, we note that the

model predictions are less dilute than the experimental data. As discussed further in Chapter

9, the solute plume in the rock sample is significantly spread out by the presence of small-scale

(mm) heterogeneities and has limited uniformity in the solute concentration. Accordingly, the

numerical averaging of the experimental concentration values to produce the 1-D profiles shown

in Figure 7.9 leads to an overestimation of the actual extent of mixing (dilution).

7.5.4 Edwards Brown Carbonate

As indicated in Table 7.3, the experiments with EB reveal a notable difference in the residence

time between the experimental value (τexp) and the theoretical counterpart (τ). Similar to that

shown in KL, we generally observe a larger deviation with increasing flow rate, that varied

between −0.9 and 1.7%. This apparent dependency of flow rate on the total pore space of the

flow field can again be attributed to the mass transfer limitations in the micropores. As compared

to KL, we note that such characteristic behaviour is weaker (see Table 7.3), primarily because
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7.5 Results

the volume fraction occupied by the intra-granular pore space (i.e. ∼10%, as demonstrated in

Chapter 6) is significantly less than KL.

Table 7.6: Optimum model parameters obtained from fitting MRMT to the BTCs measured on EB
(model results plotted in Figure 7.10). Details of the modelling scenarios considered in this work can
be found in Section 7.4. MRMT-1 produces a single set of following variables: αL = 0.225 cm and
φp = 0.118. The following values of objective function were obtained for each scenario, i.e. J = 0.0146
mCi/mL (MRMT-1) and J = 0.0134 mCi/mL (MRMT-2).

MRMT-1 MRMT-2

q ko DL DL αL

[mL/min] [min−1] [cm2/min] [cm2/min] [cm]

2.0 0.583 0.067 0.067 0.228

4.0 0.837 0.134 0.140 0.237

10.0 1.303 0.333 0.338 0.229

15.0 1.429 0.499 0.469 0.211

19.0 1.753 0.632 0.595 0.212

The BTCs measured for the EB core are presented in Figure 7.10 again using (a) a linear-scale

for the concentration and (b) double-logarithmic scale to highlight the concentration tails. Also

plotted in the figure are the corresponding model predictions (solid lines) that were obtained

from fitting the measured curves using the MRMT-1 approach; the latter closely predicts the

experimental BTCs over the entire dataset (q = 2 − 19 mL/min). In figure(b), we show that

the model is also capable at capturing the tailings of the BTCs. The model yields a single

value of dispersivity, i.e. αL = 0.225 cm that is significantly larger than the corresponding

values obtained for KL (αL = 0.15 cm) and BS (αL ≈ 0.05 cm), thus reflecting the pronounced

effects of heterogeneous features observed in EB, such as vuggy porosity, complicated grain/pore

structures and subcore-scale porosity heterogeneity. Again, the obtained dispersivity coefficient

in this system corresponds to an asymptotic value as the length of the core used (i.e. L = 103

mm) is significantly larger than the characteristic length scale required to evolve into a “Fickian”

regime (i.e. l∗ × de ≈ 4 − 40 mm, with de ≈ 0.39 mm). The output of the MRMT-1 model

gives an intra-granular porosity, φp = 0.118, which corresponds to about 28% of the total pore

space. While this is consistent with the reported values in the literature, i.e. φp = 0.10 (Lai

et al., 2015), it is noticeably higher than our independent MIP estimates (φp/φT ≈ 10%). For

EB, we show that letting dispersivity depends on the flow rate is unnecessary due to the small

differences in the objective function between MRMT-1 (J = 0.0146 mCi/mL) and MRMT-2

(J = 0.0134 mCi/mL). Accordingly the presented results provide more consistency because the
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7. Tracer Tests on Rock Cores

proposed modelling approach minimises the use of fitting parameters. The optimum model

parameters obtained for the different fitting approaches proposed are summarised in Table 7.6.
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Figure 7.10: BTCs obtained from the radioactivity measurements on EB for q = 2− 19 mL/min (corre-
sponding to Pe = 19, 38, 96, 144 and 182, respectively). Figure (a) is presented on a semi-logarithmic
scale, while (b) shows the same curves plotted on a log-log plot. The symbols are experimental measure-
ments, while solid lines refer to the corresponding model fits (i.e. MRMT-1, model parameters reported
in Table 7.6).

To evaluate the predictive capability of the MRMT-based models to describe the dynamic be-

haviour of the displacement process within the rock core, the 1-D internal concentration profiles

obtained from the PET dataset are plotted along with the MRMT-1 model predictions (shown in

Figure 7.10). The results are presented for five time frames (with each time frame corresponding

to an average of about 0.12 PVs) at three distinct flow rates, q = 4, 10 and 19 mL/min. In gen-

eral, we notice that the internal dispersion behaviour is similar to that presented in KL. First,

we observe that the displacement of the tracer plume is characterised by a significant mixing,

as demonstrated by the rapid broadening of the concentration profiles over time. In the figure,

we notice that the deviations between experiment and model are much larger when the tracer

is first entered into the core, and is gradually reduced over time/length scales. This observation

in fact highlights the establishment of Fickian regime as the solute plume propagates along the

core.
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Figure 7.11: Internal concentration profiles plotted along the axial direction of the EB core. The curves
at four distinct time frames are shown, with each represent an average of ±0.06 PVs. The symbols are
the PET data and the solid lines are the corresponding MRMT-1 model predictions. The results are
presented for the experiments carried out at three distinct flow rates; q = 4, 10 and 19 mL/min. This
corresponds to Péclet numbers, Pe = 38, 96 and 182, respectively

7.6 Discussions

7.6.1 Dependency of dispersion coefficients on fluid velocity

To examine the suitability of a power law correlation (DL ∝ vm) to describe hydrodynamic

dispersion for the range of Péclet number considered (Pe = 20− 500), the obtained longitudinal

dispersion coefficients, DL are plotted as a function of the (pore) velocity, v, in Figure 7.12.

The dataset is presented on a double-logarithmic scale in each sub-plot, and the obtained values

of DL are shown for the two modelling approaches tested, namely MRMT-1 (empty circles, no

dependency) and MRMT-2 (filled triangles, dependency). The lines correspond to the best-fitted
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curves for measured dataset that have been regressed to a power law function. As expected,

for MRMT-1, we obtain a pure linear dependence of dispersion coefficient on fluid velocity (i.e.

m = 1). Notably, small deviations in the exponents, m = 0.95− 1.12 (depending on the porous

media) are observed when αL is fitted to each experimental flow rate (case MRMT-2). Recalling

that even homogeneous bead- and sand-packs produces a large discrepancy in the exponent

m ≈ 1 − 1.2 (discussed in Chapter 5), we contend that this narrow span in the exponent can

easily lie within the experimental uncertainties of dispersion measurements. In fact, when the

dispersion dataset obtained from MRMT-2 is correlated using a linear regression (i.e. by forcing

m = 1), an excellent fit is also obtained (shown in the inset of Figure 7.12), with an average

R-squared value of R2 ≈ 0.997. Based on the analysis carried out in this section, we note

that the obtained experimental dispersion complies with the theoretical definition of dispersion

coefficient, DL = αLv (for Pe > 15) (Dullien, 1992), leading to an intrinsic dispersivity value

characteristic of a porous medium.
FigDispCorrelation

Figure 9. A comparison of correlation obtained from difference approaches for the core samples considered in this study.
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Figure 7.12: Comparisons of the power law correlation between interstitial velocity and longitudinal
dispersion coefficient, i.e. DL ∝ vm. The circles are the results from MRMT-1, whereas the corresponding
dataset obtained from MRMT-2 is given as triangles. The solid lines are the best-fit to each dataset with
a power-law function. In the inset of each sub-plot is presented the MRMT-2 dispersion data that has
been regressed to a linear function.

7.6.2 Correlating longitudinal dispersion coefficients

Figure 7.13(a) presents an updated dispersion plot (compared to the one presented in Chapter

5), that includes experimental dataset measured on four porous media, including beadpacks (BP,

squares), Bentheimer Sandstone (BS, triangles), Ketton Limestone (KL, circles), and Edwards

Brown Carbonate (EB, diamonds). The results are shown in terms of DL/D as a function of
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Péclet number (Pe = vde/D) on a double logarithmic scale, so as to cover a wide range of dataset

measured. Again, the empirical correlation proposed by Sahimi et al. (1986) is applied here to

describe our experimental measurements on geologic core samples;

DL/D = 1/
√

2 + σPem (7.10)

where σ and m are the constant and exponent used to describe inhomogeneity of a porous

medium. In this study, m = 1 applies to all the cases, as demonstrated in the previous section.

Since the experiments carried out here lie in the advective-dominated regime (Pe > 15), the

diffusive term in Eq. 7.10 (i.e. 1/
√

2) can be neglected. Combining Eq. 7.10 with the definition

of dispersivity, i.e. αL = vDL, it can be shown that αL = σde. The strength of heterogeneity, as

measured from the σ parameter (sometimes referred to as the “inhomogeneity factor” (Perkins

and Johnston, 1963)), can be related to the transport property obtained from pulse-tracer tests

(αL) and the microscopic property of a porous medium, de. The results obtained from Eq. 7.10

are indicated by the solid lines in Figure 7.13. For a homogeneous medium, such as granular sand-

and bead-packs, the inhomogeneity factor takes a smallest value σ = 0.5 (i.e. αL = 0.5 × dp),

as suggested by the Random-Walk theory (Gist et al., 1990) (dashed line). As evidenced in

the figure, the inhomogeneity factor for rocks takes much larger values than uniform beadpacks,

even for a relatively homogeneous system, such as BS. The latter gives σ that is almost four

times larger, i.e. σ = 1.9. For the core samples considered in this work, the heterogeneity

increases in the order BP (0.5) < BS (1.9) < KL (2.8) < EB (5.8). Remarkably, this sequence

follows nicely with the structural heterogeneity of the core samples, as indicated in Chapter

6. The agreement provided here presents an independent verification that transport properties

can be used to quantify the strength of heterogeneity of the rock. Results from Honari et al.

(2015) are also plotted in Figure 7.13 as empty symbols alongside the dataset from this study,

and confirm the excellent agreement with Eq. 7.10 for 0.1 < Pe < 1000 and over a range of

dispersion coefficients that span four orders of magnitude. It is worth noting again that our

modelling approach uses m = 1 in Eq. 7.10 and that we don’t observe here the weak nonlinear

dependence of the dispersion coefficient on the Péclet number (DL/D ∼ Pe1.2−1.4) that has been

reported in previous studies on carbonate rocks, including Ketton Limestone (Bijeljic et al.,

2011; Honari et al., 2015).
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Figure 8. Normalized longitudinal dispersion coefficient, DL/D plotted as a function of Peclet number. The filled symbols are the

experimental data obtained from this work, the empty circles are the literature data on Ketton Limestone (Honari., 2015), and the solid

lines are the commonly used empirical correlation –
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2 , where 1 and m are the inhomogeneity coefficients. Here m has

been set to unity in order to be consistent with the theoretical models used in this study (ADE/MRMT). The dataset also include the

results obtained from the previous work measured on Ketton Limestone (circles) and beadpacks (squares) (Kurotori et al., 2018). In
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Figure 7.13: Normalised longitudinal dispersion coefficient, DL/D plotted as a function of Péclet number.
The filled symbols are the experimental data obtained from this work, namely BS (triangles), KL (circles),
EB (diamonds) and BP (squares); the empty circles are the available literature data found on KL (Honari
et al., 2015), and the solid lines are the commonly used empirical correlation (Sahimi et al., 1986), i.e.
DL/D = 1/

√
2 +σPem, with σ and m being the inhomogeneity coefficients. In Figure (a), the equivalent

diameter, de was used as characteristic length scale in the Péclet number definition (Pe = vde/D), whereas
the longitudinal dispersivity, αL (Peα = vαL/D) were used in Figure (b).

In order to better interpret the correlation between dispersion and Péclet number amongst

porous media, our dispersion data is also evaluated by means of defining the Péclet number as

Peα = vαL/D, therefore using αL as the characteristic length scale l (results presented in Figure

7.13b). We observe that the dispersion measurements follow one single curve (with σ = 1),

irrespective of the rock sample. The inhomogeneity factor, i.e. σ determined in this Chapter is

summarised in Table 7.7.

7.6.3 Characteristic RTD functions

Figure 7.14 presents the normalised RTD function EΘ(Θ) plotted over reduced time (Θ = t/τexp)

for all the tracer experiments carried out in this study. As a reference, the result obtained for

beadpacks (BP) is also shown in the figure. As indicated in the figure, while we observe a

symmetric (with peak of the curves at Θ = 1) and single characteristic RTD curve in the

case of BP (irrespective of the system size and flow rate), the profiles measured on rocks are

characterised by the typical features of anomalous (‘non-Fickian’) transport, namely an early

152



7.6 Discussions

breakthrough and a long-time tailing. This is evident, as the peak of the curves deviate from

Θ = 1. For BS, this deviation is quite small, and the RTD functions are characterised by a very

narrow distribution (Θ ≈ 0.7 − 1.4) that approaches a single reference BTC. On the contrary,

the BTCs for the carbonate cores are much more dispersed and are characterized by a significant

early breakthrough, Θ ≈ 0.4, followed by a much more pronounced tailing at later times (up to

Θ ≈ 2.0 − 3.0). Despite of being a more heterogeneous rock core, we note that EB produces

a curve that is more ‘Fickian’ than KL, which is apparent by the sharper decay in the BTC

tailing. This highlights the relative importance of microporosity on controlling the anomalous

behaviour observed, particularly towards the long-time tailing of the BTCs. Interestingly, for

the two carbonate rocks, both experimental data (symbols) and model predictions (solid lines)

no longer collapse into a single characteristic EΘ(Θ) curve. Instead, they indicate a clear trend

with the late-time tailing of the breakthrough curve becoming more pronounced with increasing

Pe. We note that in this study this behaviour has been observed irrespectively of the tracer used

(see Figure 7.5), taking the order of EB<KL. As discussed in the next section, this characteristic

flow-rate effect is to be traced back to the intra-granular transport processes in the microporous

rocks.
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Figure 7.14: Normalised RTD function, EΘ, as a function of the reduced time, Θ = t/τexp, for all
the experiments carried out in this study on (a) BP (25 < Pe < 250, taken from Chapter 5), (b) BS
(20 < Pe < 160), (c) EB (20 < Pe < 180) and (d) KL (50 < Pe < 500). The symbols correspond to the
experimental data, while the solid lines refers to the numerical solution of the ADE (BP) and MRMT
models (MRMT-1 for EB and KL, MRMT-2 for BS).
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7. Tracer Tests on Rock Cores

7.6.4 Mass transfer limitations in microporous rocks

A key distinctive feature of carbonate rocks is the presence of a significant amount of intra-

granular porosity, which in KL and EB, can account for about 10 − 30% of the total pore

volume. To access this microporosity in a regime dominated by advective flow, the solute

particles need to diffuse through the boundary layer that surrounds the rock grains and whose

thickness ultimately depends on the hydrodynamic conditions. This external fluid film resistance

is often described using a simple linear rate expression of the form of Eq. 7.5 with an overall

mass transfer coefficient, ko. For the experiments with KL, the latter can be transformed to

the intrinsic mass transfer coefficient by assuming spherical particles, i.e. km ≈ kode/6. This

conversion is corrected by the sphericity index (Ψ = 0.53) for EB, i.e. km = ko/a ≈ Ψkode/6

(where the specific surface area, a ≈ 6/(Ψde)), to account for the non-spherical nature of the

grains. In Figure 7.15 the mass transfer coefficient obtained from fitting the tracer breakthrough

curves in terms of the Sherwood number, Sh = kmde/φD, is plotted as a function of the Reynolds

number, Re = ρude/µ for the result obtained on KL (filled circles) and EB (empty circles). In

the inset of the figure, the same data are plotted, but in terms of km as a function of the

Péclet number, Pe = vde/D. As expected, the Sherwood number increases with increasing Re

(or Pe), which reflects the thinning of the boundary layer with increasing flow rate. Notably,

the observed variation of the mass transfer coefficient for KL closely follows the widely applied

empirical correlation for packed beds (Wakao and Funazkri, 1978):

Sh = 2 + 1.1Sc1/3Re0.6 (7.11)

where the Schmidt number is defined as Sc = µ/(ρφD) and, accordingly, Re = Pe/Sc. For

EB, the mass transfer data falls somewhat below the correlation curve and instead, it can be

described by imposing the lower limit of the Eq. 7.11 with 0.5, rather than 2 (dashed line in

Figure 7.15). Such deviation can be attributed to the geometric complexity of the EB core,

in contrast to an ideal system, e.g. a uniformly packed bed. In fact, literature data reveals

a significant scatter in the experimental measurements even on packed beds, where Sh < 2 is

generally observed at low Re (Ruthven, 1984). As anticipated in the previous section, the inter-

action between the two transport mechanisms, (i) mechanical dispersion through inter-granular
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pores and (ii) molecular diffusion through the intra-granual (micro)pores, is quite complex and

produces a characteristic flow-rate effect in the EΘ plot. In fact, the two transport parameters

both increase with increasing Péclet number, albeit with a different strength: DL ∝ Pe and

km ∝ Pe0.6. At low Péclet numbers, the boundary layer surrounding the rock grains is large, to

the extent that diffusive mass transfer across inter- and intra-granular pores enables achieving a

more uniform transport of solute. With increasing Péclet number, the diffusive boundary layer

becomes thinner, corresponding to a larger value of km that enables the solute to still probe

the intra-granular pore space of the rock. However, the difference between the rates of the

two transport mechanisms is now much larger and the delayed diffusion of the solute from the

micropores causes long-tailing in the elution profiles and, accordingly, anomalous transport.

We also note from Eq. 7.11 that for Re→ 0, the mass transfer coefficient approaches the limiting

values km = 0.0032 cm/min (KL) and km = 0.0026 cm/min (EB), which can be related to an

effective diffusion coefficient in the porous medium:

for KL : Deff = km
de

2
≈ 1× 10−4 cm2/min (7.12a)

for EB : Deff = km
de

0.5
≈ 2× 10−4 cm2/min (7.12b)

The common perception is that in a porous medium Deff = D/X, where X is a correction factor

that accounts for the obstructions presented to diffusion in a tortuous pore space (Dullien, 1992).

Because of the definition of the Sherwood number given above, in this study Deff = φD, which

corresponds to X ≈ 6.2 (KL) and X ≈ 3.0 (EB). Notably, this value is much larger than the

typical estimate for well-sorted sand (X ≈
√

2 (Sahimi et al., 1986)) and more comparable

to the value reported for rocks with a fractional volume of micropores similar to the samples

studied in this work (X ≈ 4.7 for Bandera Sandstone with 34% microporosity (Dullien, 1992)).

Accordingly, when total porosity is used in the definition of the effective diffusion coefficient,

Deff = φTD/b, a tortuosity coefficient is recovered for both KL and EB, that takes the value

b = 1.4 and 1.2, respectively.

155



7. Tracer Tests on Rock Cores

10-4 10-3 10-2 10-1 100

Reynolds number

10-1

100

101

102

103

Sh
er

w
oo

d 
nu

m
be

r
101 102 103

10-3

10-2

10-1

k
m

 [cm
/m

in]

10-1

10-2

10-3

Péclet number

Figure 7.15: Mass transfer data for KL and EB plotted as Sherwood number, Sh = kmde/(φD), as
a function of the Reynolds number, Re = ρude/µ, where km is the intrinsic mass transfer coefficient,
de is the equivalent grain diameter, φ is the inter-particle porosity, D is the molecular (bulk) diffusion
coefficient, ρ and µ are the fluid density and viscosity, respectively. Symbols corresponds to values of km

obtained upon fitting the MRMT-1 model to the experimental tracer breakthrough curves for KL (filled
circles) and EB (empty circles). The solid line represents a widely used correlation for mass transfer

packed beds Wakao and Funazkri (1978), i.e. Sh = 2 + 1.1Sc1/3Re0.6, where Sc = µ/(ρφD). The dashed
line is the correlation plotted when the limiting value is 0.5. In the inset, the same data are plotted in
terms of km vs. Péclet number, Pe = vde/D, where v is the interstitial velocity (v = u/φ). Constant
parameter values: ρ = 1000 kg/m3, µ = 0.001 Pa.s and D = 1× 10−9 m2/s.

7.7 Concluding remarks

We have undertaken a study in which solute transport in three rocks has been investigated over

a wide range of Péclet numbers (Pe ≈ 15−500). Miscible displacements were conducted by com-

bining classic pulse-tracer tests with the simultaneous imaging of the transport of radiotracers

using PET. The experimental protocol is validated by comparing results obtained with brine-

and radio-tracers. The signal-to noise ratio (SNR) analysis indicates that radio-tracer measure-

ments provides a much higher sensitivity as compared to the classical measurement technique

involving conductivity measurements. The former presents a promising technique for the study

of solute transport in heterogeneous porous media due to its ability to quantitatively obtain

the dynamic evolution of entire tracer plume. Two transport models, the Advection Disper-

sion Equation (ADE) and the Multi-Rate Mass Transfer (MRMT) model, have been thoroughly

evaluated with both the tracer effluent history and the internal concentration profiles measured
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by PET.

In all the systems, we observe a linear dependence of the dispersion coefficient on the Péclet

number (DL ∝ Pe) over the range of flow rates investigated. The analysis of the residence time

distribution functions reveal mass transport limitations in the microporous carbonate rocks in

the form of a characteristic flow-rate effect, which was not present in Bentheimer Sandstone. The

MRMT model has been successfully applied to describe the breakthrough curve measurements on

the rock samples by considering various classes of grain sizes (depending on the sample), and by

using single dispersivity and intra-granular pore space that is independent of the fluid velocity. In

this study, the extent of heterogeneity was quantified from dispersivity measurements in terms

of “inhomogeneity factor”, which increases in a order that is consistent with the geometric

heterogeneity of the rocks, as characterised in Chapter 6 (BS < KL < EB). By comparing

the results obtained from the ADE with MRMT models, we demonstrate the use of MRMT is

essential particularly for highly microporous rocks (i.e. EB and KL). This is not only because

the latter provides a better description of the effluent profiles, but also gives much smaller

dispersion coefficients, as a consequence of decoupling the effects of microporosity from “Fickian”

dispersion. Mass transfer between the flowing fluid and the porous particles is well described

using an external fluid film resistance model and the obtained mass transfer coefficients scale

favourably against a widely used correlation for packed beds (km ∝ Pe0.6). These results provide

a more consistent picture than what the current literature may suggest regarding the use of the

MRMT model to carbonate rocks.

Table 7.7: A comparison between equivalent grain diameter, de, longitudinal dispersivity, αL and in-
homogeneity factor, σ measured in this study. The latter was obtained from (σ = αL/de. αL for BS
corresponds to an average value obtained from the MRMT-2, over the Péclet numbers studied.

de αL σ

[mm] [mm] [–]

Beadpack 0.570 0.29 0.52

Bentheimer S 0.257 0.49 1.90

Ketton L 0.541 1.53 2.83

Edwards B 0.391 2.25 5.75
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Chapter 8

Modelling Anomalous Transport

Using CTRW Framework

8.1 Introduction

While the MRMT approach provides an insightful perception of anomalous transport by intro-

ducing microscopic mass transfer due to the presence of dual-porosity (i.e. intra- and inter-

granular porosity), it does not explicitly consider the influence of spatial heterogeneity. In this

chapter, the same breakthrough curve (BTC) dataset on the three core samples analysed in the

previous chapter is re-evaluated by implementing the continuous time random walk (CTRW)

theory. By using a stochastic formulation, the latter accounts for the presence of small-scale het-

erogeneities in the porous medium (Cortis and Berkowitz, 2004; Berkowitz et al., 2006), thereby

enabling the quantitative description of a broad range of anomalous behaviours observed in the

effluent profiles (Kosakowski et al., 2001). The objective of this study is therefore two fold; first,

the CTRW theory is applied for the first time to the analysis of measurements on laboratory

carbonate samples. Secondly, by analysing different rock samples, the aim is to achieve a better

understanding of the obtained model parameters and their variation with flow rate. In addition

to comparing the suitability of the CTRW model to describe the measured BTCs, the obtained

parameters are compared to those estimated using the MRMT model.
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8.2 Modelling

The transport equation of the one-dimensional CTRW model, in its general form, is written as

follows (Berkowitz et al., 2006; Heidari and Li, 2014):

∂c(z, t)

∂t
= −

∫ t

0
M(ti)

[
vψ
∂c(z, t′)

∂z
−Dψ

∂2c(z, t′)

∂z2

]
dt′ (8.1)

where c is the concentration normalised by the feed, co. vψ and Dψ are the ‘transport velocity’

and ‘generalised dispersion coefficient’ in the CTRW framework, respectively. The model con-

siders the movement of solute particles as a stochastic (random) process that can be described

from a series of transition events with displacements z and time steps ti = t− t′. The displace-

ment events are governed by a memory function, M(ti) (Berkowitz et al., 2006). The latter

plays a central role in the CTRW model to capture anomalous transport, because it accounts

for the unresolved heterogeneities at the subcore-scale (Cortis and Berkowitz, 2005). In the

mathematical formulation of the CTRW theory, the Laplace transform of the memory function,

M̃(ω) is often used:

M̃(ω) = t1ω
ψ̃(ω)

1− ψ̃(ω)
(8.2)

where t1 is the mean transit time of solute particles to traverse between two sizes, z and z′.

L[ψ(z, t)] = ψ̃(ω) is the probability density function (PDF) that determines the distribution of

tracer transition times. Various definitions of ψ̃(ω) are provided in the open literature to better

describe ‘anomalous’ behaviour observed in the BTC measurements. In this study, we apply

one of the most common types of density function, the so-called “truncated power law” (TPL):

ψ(t) =

[
t1τ
−β
2 exp(τ−1

2 )Γ(−β, τ−1
2 )

]−1 exp(−t/t2)

(1 + t/t1)1+β
for 0 < β < 2 (8.3)

where t2 is the “cutoff” time that corresponds to the the time when power-law (anomalous)

behaviour ends (Heidari and Li, 2014). τ2 = t2/t1 and Γ is the incomplete gamma function

(Abramowitz and Stegun, 1970). The extent of non-Fickian behaviour is measured by β (0 <

β < 2), with larger values referring to more homogeneous systems. The applications of the TPL-

based CTRW framework has been successfully demonstrated in various experimental works on

well-defined porous media, including (both homogeneous and heterogeneous) bead-/sand-packs,
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as well as soil columns (Berkowitz et al., 2000; Cortis and Berkowitz, 2004; Bijeljic and Blunt,

2006; Deng et al., 2008; Berkowitz and Scher, 2009; Heidari and Li, 2014; Muniruzzaman and

Rolle, 2017). On the contrary, very limited studies are reported where the CTRW has been

applied to describe observations in rocks: Berea sandstone (Cortis and Berkowitz, 2004; Bijeljic

et al., 2011) (Berea sandstone), Portland limestone (Bijeljic et al., 2011) and fractured till

(Kosakowski et al., 2001).

To account for the presence of microporosity, an alternative model, known as the CTRW sorption

model (Cortis et al., 2006) has been used. This model treats the microscopic diffusion of solute

particles by a series of adsorption and desorption events through the use of an additional density

function γ(ω),

γ(ω) = ω + Λ− Λϕ̃(ω) (8.4)

such that the overall PDF of a single particle transition in Laplace space becomes:

ψ̃(ω) = ψ̃0(γ(ω)) (8.5)

where Λ is the average sorption (‘sticking’) rate. ϕ̃(ω) is the probability function of ‘sticking’

time in the Laplace domain and ψ̃0 is the distribution function associated with the heterogeneity

of the pore space. As the rock samples considered in this study show a great extent of geometric

heterogeneity at the pore scale (see Chapter 6), the TPL model (Eq. 8.3) has been used in

ψ̃0 to account for the microscopic complexities. Cortis et al. (2006) proposed a combination of

two expressions to represent the PDF of ‘sticking’ times of a solute particle; this consists of a

power-law tailing (with exponent n), and a uniform distribution function, given by the following

expression:

ϕ̃(ω) = W
1

1 + ωn
+ (1−W )

1

Tω
(8.6)

where W is the weight fraction given to each function, T is the truncation time for the distri-

bution. For our dataset, as the tailings of the BTCs do not indicate a power-law behaviour (as

seen in Chapter 7), Eq. 8.6 can can be simplified to ϕ̃(ω) = 1/1 + ω, with W = 1, n = 1. This

is equivalent to the classical ADE for the sorbing tracer transport.

Similar to the MRMT model, the Danckwerts boundary condition can be applied at the inlet
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(also referred to as Robin inlet condition) and outlet (also known as Neumann exit condition)

face of the core to solve Eq. 8.1:


for z = 0 : co = M

(
c− Dψ

uψ

∂c

∂z

)∣∣∣∣
z=0

for z = L : 0 =
∂c

∂z

∣∣∣∣
z=L

(8.7)

where co is the normalised solute concentration just before it enters the inlet face of the core.

The latter is described by a square input function fitted to the experimental concentration curve

measured by the inlet detector.

The transport equation of the CTRW model (Eq. 8.1) is solved in the Laplace domain using the

MATLAB toolbox provided by Cortis and Berkowitz (2005) and the concentration profiles are

then converted numerically to the time domain using the inversion algorithm (de Hoog et al.,

1982).

8.2.1 Modelling methods & optimisation protocol

In this work, a 2-step fitting approach is proposed to obtain the CTRW parameters. In the first

fitting cycle, the transport parameters [vψ, Dψ], the TPL parameters [β, t1, t2] and the sticking

rate, Γ (if needed) were taken as the adjustable variables. Hereby, these parameters are fitted

independently to each experimental flow rate to give the best match between the measured and

predicted BTCs. The ‘theoretical’ intrinsic parameters of the medium, i.e. β, αψ and t2 (as

indicated in Berkowitz and Scher (2009)), averaged over the entire dataset are then taken as the

model input for fitting cycle 2 where the following parameter are fitted to each BTC: [t1, vψ]

(CTRW-TPL) and [t1, vψ, Λ] (CTRW-sorption). For all cases, the following objective function,

J is minimised:

J =

Np∑
j=1

(
C

mod
j − C exp

j

C
exp
j

)2

(8.8)

where Np is the total number of experimental points in each BTC. C
mod
j and C

exp
j are the con-

verted concentration values obtained from experiment and model prediction at each experimental

point j, respectively (where Cj = 1− cj). The objective function takes least-squared regression

of the relative difference in the concentration values to ensure equal weight is assigned to each
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measured point in a breakthrough curve. Accordingly, the conversion (Cj = 1 − cj) is applied

to avoid dividing 0 (baseline) values in the objective function. The Single-Objective Genetic

Algorithm, ga solver in MATLAB global optimisation toolbox has been used in the optimiser.

The population size has been set to 100 times the number of adjustable parameters, with a total

of 100 generations. The following range of constraints were imposed for the model parameters:

vψ(cm/min) = [v × 0.5, v × 2.0] (where v is the interstitial velocity), vψ/Dψ(cm−1) = [2, 70],

β = [1.1, 1.7], log10(t1) = [−3,−0.1], log10(t2) = [0.1, 1.5] and Λ = [0.0, 0.3]. In this study, the

CTRW-TPL model is applied to capture the experimental BTCs on all the rock cores, whereas

CTRW-sorption model is evaluated for the microporous rocks only, i.e. EB and KL. A schematic

diagram illustrating the proposed modelling approach is presented in Figure 8.1.

CTRW models
TPL/sorption Fitting cycle 1 Fitting cycle 2

Experimental  parameters:
[ ̅#! $ , ̅#!"# $ ]

Model outputs:
' $ = [)$, )%, *, +&, ,&, Λ]

Experimental parameters:
[ ̅#! $ , ̅#!"# $ ]

Model input:
*'()*

Model outputs:
' $ = [)$, ,&, Λ]

)%, '()*
+&, '()*

Figure 8.1: Fitting scenarios considered for the CTRW-based models. The proposed method considers
an integrated approach where the measured BTCs are first fitted for each experimental flow rate inde-
pendently (fitting cycle 1). The averaged model parameters (i.e. βmean, αψ,mean, t2,mean) obtained in
cycle 1 are then taken as model inputs for fitting cycle 2. With the latter, t1, vψ and Λ are fitted to each
flow rate.

8.3 Results

8.3.1 Evaluation of different CTRW approaches

A summary of the optimum parameters obtained upon application of the CTRW model with the

sorption and TPL functions are given in Tables 8.1 and 8.2, respectively. The values of objective

function (corresponding to the sum of all the individual values of J over the entire experimental

flow rates of each porous media) are reported in the captions of Tables 8.1 and 8.2. The results

represent the output values from fitting cycle 2. For Edwards Brown (EB), it can be seen that
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the use of sorption model does not provide a better description of the measured breakthrough

profiles, as evidenced by the small difference in the objective function (CTRW-sorption: J =

9.99 × 10−5 and CTRW-TPL: J = 7.80 × 10−5). As noted in Chapter 6, while the proportion

of sub-micron size pores is not negligible, their size is very small (∼ 0.01 µm) and the extent

of diffusion may therefore be limited, as compared to advection. Accordingly, the observation

of anomalous transport in EB is largely due to the presence of sub-core scale heterogeneities.

On the contrary, in the case of Ketton Limestone (KL), the fit is significantly improved by

going from the TPL model (J = 9.73 × 10−4) to the sorption model (J = 3.76 × 10−4). This

observation confirms the need to account for the influence of intra-particle pores on transport.

Notably, the model requires only a small value of ‘sticking rate’ to describe the experimental

observations. This is because the measured profile for KL does not exhibit a strong power-law

behaviour, but rather decays like an exponential tail (shown in Figure 7.6).

Table 8.1: Optimum model parameters obtained from fitting radio-tracer breakthrough profiles using
CTRW-sorption model for the experiments with Ketton Limestone (KL) and Edwards Brown Carbonate
(EB). The reported values correspond to the model outputs from fitting cycle 2, as demonstrated in Figure
8.1. For each system, the model takes the following TPL variables: β = 1.53, αψ = Dψ/vψ = 0.068 cm,
t2 = 101.30 (19.7) min (KL, J = 3.76 × 10−4), β = 1.44, αψ = 0.21 cm, t2 = 100.89 (7.8) min (EB,
J = 9.99× 10−5). The values of objective function correspond to sum of all the flow rates.

Ketton L Edwards B
q vψ Dψ log10(t1) Λ vψ Dψ log10(t1) Λ
[mL/min] [cm/min] [cm2/min] [−] [−] [cm/min] [cm2/min] [−] [−]
2.0 0.607 0.041 -0.377 0.050 0.423 0.087 -1.139 0.009
3.0 0.925 0.063 -0.462 0.034 – – – –
4.0 1.316 0.089 -0.658 0.027 0.885 0.182 -1.313 0.005
8.0 2.903 0.196 -1.118 0.010 – – – –

10.0 3.893 0.264 -1.356 0.032 2.469 0.508 -1.840 0.000
15.0 6.212 0.420 -1.662 0.038 3.857 0.794 -2.079 0.005
19.0 8.104 0.549 -1.830 0.054 5.034 1.037 -2.283 0.009

8.3.2 Analysis of effluent breakthrough curves (BTCs)

This section compares the measured effluent curves and the corresponding description obtained

upon application of the CTRW model using the values reported in Tables 8.1 and 8.2. The

results are presented in Figure 8.2 for the three rock samples and for all the flow rates tested

(Péclet numbers, Pe = 15− 500). The model predictions are plotted for the best scenario that

have been chosen based on the evaluation performed in the previous section (TPL model for

BS and EB, sorption model for KL). It can be seen that, an excellent agreement is obtained for
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8.3 Results

all the experimental measurements. In general, we observe an improvement in capturing the

overall extent of the solute plume as compared to the MRMT model for more heterogeneous core

samples (i.e. KL and EB), particularly at the peak of the BTCs. Remarkably, for all the rock

cores investigated in this study, the anomalous behaviour of the solute plume under varying flow

conditions can be well-described by using a single set of model parameters: t2, αψ and β. The

values of β decrease in the order from BS (1.62) < KL (1.53) < EB (1.42), which is in agreement

with the measured extent of spatial heterogeneity, as characterised in Chapter 6 (in terms of

correlation length) and in Chapter 7 (in terms of inhomogeneity factor). The obtained value

for BS (β = 1.62) is only slightly lower than the reported value for a homogeneous sandpack,

i.e. β = 1.66 (Berkowitz and Scher, 2009), thus confirming the relatively ‘Fickian’ nature of

the flow field. Nevertheless, the differences in β amongst these geologic core samples are quite

small, and are comparable to a “homogeneous” core measured in the literature, i.e. Berea

sandstone, β = 1.59 (Cortis and Berkowitz, 2004). This implies that our systems are only

weakly to moderately heterogeneous and thereby, supports the argument about the asymptotic

behaviour discussed in the previous chapter. In fact, these β values are much higher than the

fractured media obtained from field-scale tracer tests, for instance, a fractured till yields β < 0.7

(Kosakowski et al., 2001). In this work, the ‘cut-off’ time, t2 increases from BS, EB to KL,

taking up the value of 2.8, 7.1 and 19.7 mins, respectively. This order is in accordance with the

amount of intra-particles pores present in each system. The value of t2 is the time at which

the power-law tail ends, and therefore ensures the transport evolves into a fast decaying Fickian

behaviour. This further suggests that the power-law tailings in the BTCs are strongly controlled

by the presence of micropores.

Figures 8.3, 8.4 and 8.5 present a more detailed comparison of the experimental BTCs (sym-

bols) and the corresponding model predictions obtained from different theoretical frameworks

(i.e. ADE: dash-dotted lines, MRMT: dash-lines and CTRW: solid lines) for BS, EB and KL,

respectively. The results are shown for three flow rates (i.e. q = 4, 10 and 19 mL/min) and

the concentration values are plotted on a logarithmic scale (to highlight the concentration tails)

over normalised time (Θ = t/τexp). For BS, it can be seen that the ADE under-predicts the

long-tailing in the BTCs, while the MRMT model results in its over-prediction. The results from

CTRW-TPL model lies somewhere in between the two predicted profiles and provide the best
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description of the experimental observations. This is evidenced by the plots presented on top of

Figure 8.3, where the absolute deviations (∆c = cexp − cmod) are shown over reduced time for

the three models. Hereby, the average standard deviation obtained for the three representative

flow rates for the CTRW model, i.e. 0.08 %, is significantly smaller than the corresponding vales

for ADE: 0.41 % and for MRMT: 0.26 %. On the contrary, for the microporous rocks (i.e. EB

and KL), we observe that both the CTRW and the MRMT models provide a good description

of the experimental dataset. While the CTRW model produces a slightly better fit, the absolute

deviations between the predicted (CTRW or MRMT) and the measured concentration values

are comparable; this is shown in the upper sections of Figures 8.4 (for EB) and 8.5 (for KL).
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Figure 8.3: Comparisons of measured BTCs (symbols) and the predictions obtained from the three
different transport models, namely ADE: dash-dotted line, MRMT: dash-line and CTRW(TPL): solid
line. The results are shown for EB at three flow rates, 4, 10 and 19 mL/min (corresponding to Pe =
34, 85 and 162). The figure is presented on a semi-logarithmic scale to emphasise the BTC tails. The
deviations between measured and the predicted tracer concentration (i.e. ∆c = (cexp − cmod)) are given
on the top of the figure. The results are presented in a normalised concentration, c = cout/co as a function
of reduced time, Θ = t/τexp.

8.4 Discussions

8.4.1 Correlating transit time, t1 in the TPL

Figure 8.6 presents the transit time, t1 plotted over the transport velocity, vψ for the three rock

samples. The solid lines correspond to the best fit of the data points to a power-law function,

i.e. y = axb. As demonstrated in the figure, a strong correlation persists for all the porous

media. In particular, we observe that t1 is inversely proportional to vψ, in accordance with

the observations indicated in the literature (Berkowitz and Scher, 2009, 2010). According to
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Figure 8.4: Comparisons of experimental BTCs (symbols) and the model predictions obtained from
MRMT: dash-line and CTRW (TPL): solid line for EB at q = 4, 10 and 19 mL/min (Pe =38, 96 and
182).
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Figure 8.5: Comparisons of experimental BTCs (symbols) and the model predictions obtained from
MRMT: dash-line and CTRW (sorption): solid line for KL at q = 4, 10 and 19 mL/min (Pe = 107, 267
and 508).

these literatures, the value of t1 can be associated with the ‘transport velocity’, vψ, by means of

t1 = s/vψ, where s is the characteristic displacement factor, which can be related for instance to

the the average grain sizes, dp. For BS, we find that t1 is directly proportional to the inverse of

vψ (i.e. b ≈ −1), with the constant, s = 0.0058 cm (corresponding to about 23% of the average

grain diameter). This is comparable to the the reported values for sandpacks, that gives about

15 − 38 % of grain size, depending on the system heterogeneity (Berkowitz and Scher, 2009).

Interestingly, for the microporous rocks, we observe a power-law correlation, with the exponent,

b = −1.2 (EB) and b = −1.4 (KL). This is somewhat different from that has been observed by

(Berkowitz and Scher, 2009, 2010), where t1 ∝ v−1
ψ . However, it should also be noted that the

latter were interpreted from three measurement points, and the relationship may be applicable

only to relatively uniformly distributed pore spaces (Berkowitz and Scher, 2009).
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Figure 8.6: Relationship between CTRW transition time (t1) and velocity (vψ) for BS (triangles), KL
(circles) and EB (diamonds). The symbols correspond to the optimum values obtained from fitting the
experimental BTCs using the CTRW model (i.e. CTRW-sorption for KL, CTRW-TPL for BS and EB).
The dashed lines are the best fitted power-law functions with the following constants, m and exponents:
b: m = 0.006, b = −1.0 (BS), m = 0.276, b = −1.4 (KL) and m = 0.051, b = −1.2 (EB).

8.4.2 Correlating CTRW dispersivity coefficients

As noted in the Results section, a constant value of ‘dispersivity’ (αψ = vψ/Dψ) has been

attained for each rock core studied. This parameter can be regarded as an intrinsic rock property.

In particular, the value of αψ increases in the same direction as subcore-scale heterogeneity, i.e.

BS (0.21 mm)<KL (0.68 mm)< EB (1.89 mm). In Figure 8.7 is presented the dispersion dataset

(symbols) determined from the CTRW theory for the three rock cores. The results are plotted for

the generalised dispersion coefficient normalised by the molecular diffusion coefficient (Dψ/D),

over Péclet number (defined as Peψ = vψde/D, where de is the equivalent grain diameter). Again,

the well-known empirical correlation, Dψ/D = 1/
√

2+σψPeψ (Sahimi et al., 1986) is used here to

describe the experimental dataset. The latter has been modified by accounting for the transport

parameters defined in the CTRW framework, where σψ is the inhomogeneity factor. As a

reference, the results obtained for the granular beadpacks (squares) are also shown in the figure.

The latter corresponds to the simplex case where the CTRW transport parameters are reduced to

the classical ADE framework, i.e. vψ = v and Dψ = DL, and thus σ = σψ = 0.5 applies (dashed

line). As given by the solid lines in the figure, the generalised dispersion coefficients determined
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8. Modelling Anomalous Transport Using CTRW Framework

for each rock core can be well-described by a single parameter σψ, that takes a value of 0.8,

1.3 and 4.8 for BS, KL and EB, respectively. The obtained inhomogeneity factor in the CTRW

framework can be directly linked to the correlation length, a measured for each system (see

Chapter 6, Table 6.3). For all the rocks investigated, it can be readily shown that σψ/a ≈ 0.35

mm−1. It is important highlighting that although both quantities (i.e. σψ and a) provide a

measure of the extent of heterogeneity associated with a porous medium, they were obtained

independently. The σψ is determined from the analysis carried out on the BTCs, and therefore

can be referred to as a transport property. On the other hand, a is the physical property that

has been characterised directly from the structural information of the porous medium.

10-1 100 101 102 103

Pe

100

101

102

103

D
L/
D
m

! "
/$

Péclet number, %&" = (")*/$

+" = + ≈ 0.5

Ketton L

Edwards B

Bentheimer S

Beadpack

+" = 0.8

+" = 1.3

+" = 4.8

!"
$ = 1

2 + +"%&

Figure 8.7: Dispersion data plotted in terms of normalised “dispersion coefficient” (Dψ/D) as a function
of Péclet number (Peψ = vψde/D). The results obtained from CTRW models are shown as filled symbols
while solid lines are the widely used empirical correlation by Sahimi et al. (1986), with the numerical
formulation given in the plot. The following values of inhomogeneity factors (σψ) were obtained for each
system, i.e. BS: σψ = 0.8, KL: σψ = 1.3, EB: σψ = 4.8. As a reference, the results for beadpacks are also
presented (where σψ = σ = 0.5).

8.4.3 Interpreting CTRW transport parameters

While extensive numerical studies exist in the literature, the experimental interpretation of so-

lute transport using the CTRW framework is very scarce as compared to the classical modelling

approaches (i.e. ADE or MRMT). Accordingly, this limits the current understanding of the

CTRW transport parameters. In this section, efforts have been made to correlate the ‘gener-
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alised’ transport parameters, i.e. vψ and αψ to the ‘classical’ fluid (pore) velocity, v and the

longitudinal dispersivity coefficient, αL. Figure 8.8 compares the inhomogeneity factors deter-

mined from the two numerical models, namely MRMT and CTRW for the three rock cores

studied. In the inset of the figure are shown the corresponding intrinsic dispersivity values.

Again, the dataset for beadpack (squares) together with the 1:1 line (where σψ = σ) is given in

the figure as a reference. In this work, we find that σψ < σ (or αψ < αL) for all three systems.

We argue that this is a result of decoupling the pore-level heterogeneities from the “CTRW”

dispersivity αψ by means of introducing the β parameter, in the TPL model.
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Figure 8.8: Comparison of inhomogeneity factors calculated from the MRMT (σ) and CTRW (σψ) models.
The symbols are the values obtained from for four porous media, thus including beadpacks (square), BS
(triangle), KL (circle) and EB (diamond). The dashed line refers to the 1:1 line. The corresponding plot
of dispersivity is given in the inset of the figure.

A comparison of CTRW transport velocity, vψ and the interstitial fluid velocity, v(= q/(Aφ))

is presented in Figure 8.9 for all the flow rates carried out in this work. As shown, vψ > v

applies to all cases; this is consistent with the results presented by Berkowitz and Scher (2009).

In the CTRW framework, a higher value is attained for vψ because the latter corresponds to the

average particle velocity, and thus accounts for the added small-range spatial variability in the

microscopic flow field (Berkowitz et al., 2006). As indicated by the linear regression lines in the

figure (dash-dotted lines), the measurements reported in this work follows a linear correlation

between vψ and v, with the slope increases by the order KL (1.4) < BS (1.6) < EB (1.9).

Our results on different systems give a consistent picture where the deviation (vψ − v) becomes
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8. Modelling Anomalous Transport Using CTRW Framework

smaller at lower flow rates, which will eventually lead to vψ = v at no flow condition. This is

evident by the constant b of the regressed slopes ≈ 0. Remarkably, the size of the characteristic

slope determined in each system is in alignment with the ‘geometric’ heterogeneity observed at

the pore-scale (shown in Chapter 6). Accordingly, the deviation between the two velocity values

is expected to be larger with increasing complexity of the pore/grain structures in a porous

medium.
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Figure 8.9: Correlation between ‘transport velocity’ (vψ) and pore velocity (v) for the three rock cores, BS
(triangles), KL (circles) and EB (diamonds). The dashed lines correspond to the linear regression line for
each dataset whereas the solid line is the 1:1 reference line. The values of the slopes are, m = 1.4, 1.6, 1.9
for KL, BS and EB, respectively. The intercept for all the lines are ∼ 0.

8.5 Concluding remarks

In this work, we applied for the first time, the CTRW model to interpret the rich dataset

obtained from the pulse-tracer tests on three rocks samples and over a wide range of Péclet

numbers (Pe = 15 − 500). To generalise the use of CTRW model, we propose an integrated

fitting approach that enables describing the entire set of experimental effluent profiles at varying

flow conditions using a single set of model parameters, i.e. t2, αψ and β. The numerical values of

the characteristic model parameters obtained for the three rock cores investigated in this thesis

are summarised in Table 8.3. These properties correspond to the transport parameters intrinsic

to a medium and accordingly, would lead to a more consistent picture of the characteristic

‘non-Fickian’ behaviours observed in the breakthrough curves. We contend that generalisation
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of the model parameters presented above also provide physical and predictive consistency in

the flow-rate dependent variables, such as the transit time (t1), the transport velocity (vψ) and

the generalised dispersion coefficient (Dψ). In this work, it was observed that the proposed

CTRW modelling approach does not only correctly describe the different strengths of long-

tailing indicated by the three characteristic rocks, but it also represents the best model for

describing the breakthrough curves, as compared to the classical transport models (e.g. ADE or

MRMT). However, it should be noted that a better fit to the experimental dataset is achieved

at a cost of introducing more adjustable parameters in the CTRW model. As emphasised in

the work by Kitanidis (2017), the application of Fickian models, such as ADE, to describe

tracer transport in heterogeneous media can be significantly improved by accounting for the

geometry at finer scales. An example of such application is given in Pini et al. (2016), where

a streamtube formulation of the ADE correctly described tracer transport in a sandstone with

a highly-correlated permeability field. In this context, advancing the use of Fickian models

can indeed provide strong physical basis in understanding the nature of anomalous transport

(Kitanidis, 2017).

Table 8.3: Summary of the characteristic transport parameters obtained from CTRW and MRMT models
for the three rock cores.

Bentheimer S Ketton L Edwards B

αL [mm] 0.49 1.53 2.25

αψ [mm] 0.21 0.68 1.89

β [–] 1.62 1.53 1.42

t2 [min] 2.8 19.7 7.1

To better understand the underlying mechanisms that influence anomalous transport in the con-

text of CTRW theory, the optimum model parameters were examined by relating them to the

structural heterogeneity of the rocks. Irrespective of the porous medium, a linear dependence

of the generalised dispersion coefficient (Dψ) over Péclet number (Peψ) was observed. It was

also shown that the ‘CTRW’ inhomogeneity factor, σψ is directly proportional to the correlation

length of the core samples (i.e. σψ/a ≈ 0.35 mm−1). Over the range of flow rates investigated,

the transit time t1 is proportional to the inverse of transport velocity (t1 ∝ v−bψ ). Such propor-

tionality is linear for the relatively homogeneous Bentheimer (b = 1), while a slight power-law

correlation is observed for the microporous rocks (i.e. b = 1.2 for Edwards and b = 1.4 for
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8. Modelling Anomalous Transport Using CTRW Framework

Ketton). In alignment with the theoretical interpretations, we obtain the values of vψ being

higher than v for all the systems. Specifically, the deviations become larger for systems with

stronger geometric heterogeneity at the pore-scale (i.e. Ketton < Bentheimer < Edwards).
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Chapter 9

Uncovering the Spatial Structure of

the Concentration Field in Rocks

During Solute Transport

9.1 Introduction

Although hydrodynamic dispersion represents a useful parameter to quantify mixing during

transport of solute in porous media (Dullien, 1992; Sahimi, 2011), as highlighted in Chapter 2,

its practicability for the characterisation of heterogeneous systems has often been questioned.

Hydrodynamic dispersion originates from the combined action of molecular diffusion (result-

ing from concentration gradients) and advection (resulting from velocity variations at the pore

scale). The concepts of ‘spreading’ and ‘dilution’ have been introduced to describe the resulting

mixing process: while the former alters spatial extent of the solute plume, the latter increases

the total volume of the solute occupied by the plume (Kitanidis, 1994; Le Borgne et al., 2010).

For a homogeneous system, spreading and mixing can be lumped together because the solute

uniformly occupies the plume to its “full spatial extent”; this was clearly shown in Chapter

5. However, the distinction between these two mechanisms is necessary in porous rocks and

natural systems in general. In fact, the presence of multi-scale heterogeneous features in these

environments contributes strongly to the non-uniform spreading of the solute plume, thereby
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introducing a key control on transport (Steefel and Maher, 2009). Examples of such hetero-

geneities are the characteristic laminations of sedimentary rocks (Murphy et al., 1984) or the

microporous facies that are often encountered in limestones (Bijeljic et al., 2013). Understand-

ing the interplay between spreading and dilution is important, because while they both provide

the driving force for physical interactions between the fluids and the rocks (e.g., adsorption and

chemical reactions), they do so over distinct time- (or length-) scales (Le Borgne et al., 2015).

Quantifying the distinction between spreading and dilution in heterogeneous porous media re-

mains a scientific and technical challenge, because these mechanisms act simultaneously, giving

rise to anomalous phenomena in the breakthrough curves (BTCs), as demonstrated in Chapters

7 and 8. One of the main contributions to the current uncertainty in the analysis of misci-

ble displacements in laboratory core-floods is the lack of direct observations of the processes

of spreading and dilution. By limiting the analysis to the interpretation of BTCs, the disper-

sion mechanisms cannot be unambiguously identified and the validity of the adopted modelling

approach cannot be fully verified.

In this study, we deployed PET to observe the spatial and temporal evolution of the full tracer

plume, thus providing the tools to investigate microscopic controls on mixing and spreading

in three dimensions. While X-ray Computed Tomography has been applied in this thesis to

characterise structural heterogeneity from micrometre to centimetre scale (see Chapter 6), in

this chapter, we demonstrate how the use of PET enables uncovering the complex flow and

transport processes observed at the subcore-scale, caused by the heterogeneities. A schematic

diagram that illustrates the experimental workflow presented in this study is given in Figure

9.1. As indicated in the figure, the combined imaging techniques allow resolving both structural

and dynamic features of the solute plume that would be otherwise not possible using classic

pulse-tracer tests. We argue that the ability to directly visualise tracer concentration with such

level of observational detail is key to advance our understanding of solute transport in rocks,

and to account for heterogeneity in numerical models deterministically, that would ultimately

lead to better estimation of the so-called “anomalous” transport.

176



9.2 Methods

Time, ! [min]

Time, ! [min]

Figure 9.1: Schematic diagram that highlights the unique advantages of the proposed experimental
protocol that involves integrating 3-D PET imaging to the conventional pulse-tracer tests.

9.2 Methods

The reconstructed PET scans acquired during pulse-tracer tests produce a temporal and spa-

tial distribution of concentration values (at voxel resolutions of 4 − 12 mm3 depending on the

scanner used) within a rock sample. This 3-D dataset is utilised in this chapter to quantify

various measures of mixing and spreading; herewith, investigating the relationship between the

two fundamental measures of solute dispersion in the context of ‘non-Fickian’ transport. In the

following section, the mathematical expressions used to characterise the extent of solute mixing

and spreading are presented. Where appropriate, these quantities are also determined for the

three-dimensional reconstruction of the ‘Fickian-based’ transport models (i.e. ADE/MRMT),

so as to directly evaluate the application of the 1-D models to predict the spatial and tem-

poral behaviour of mixing at the sub-core level, in both homogeneous (i.e. BP and BS) and

heterogeneous cores (i.e. KL and EB).
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9.2.1 Mixing measures

Two global metrics of mixing is considered in this study. The first measure is known as the

dilution index, Γ, initially proposed by Kitanidis (1994):

Γ(ti) = Vvox exp
[
−

Nv∑
j=1

Pj(x, ti) ln(Pj(x, ti))
]

(9.1)

where Nv is the total number of voxels; Vvox is the voxel volume; x is the space coordinate,

x = (x, y, z); ti is the average time frame over which a given PET image has been reconstructed.

Pj is the probability distribution function of the solute mass, given by the following expression:

Pj(x, ti) =
cPET(x, ti)∫

V c
PET(x, ti) dV

(9.2)

where cPET is the solute concentration per unit voxel volume. In this study, the integral was

approximated using a trapezoidal method. The zero concentration values of the PET dataset are

given an ‘artificial’ value of very small concentration (i.e. 1 × 10−5 mCi/mL) to avoid passing

zero values to the natural logarithm in Eq. 9.1. The suitability of these assumptions were

confirmed by performing a synthetic case of a known dilution index, which results in the relative

errors of less than 0.2%. It is worth noting that Γ(ti) carries a unit of volume and the obtained

value is therefore a function of the system size. To eliminate this dependency, Γ(ti) is normalised

by the theoretical maximum value of dilution index, Γmax. This corresponds to the volume of

the core, Vcore = NvVvox (Kitanidis, 1994), i.e.

Π(ti) =
Γ(ti)

Γmax
=

Γ(ti)

NvVvox
with Π ∈ [0, 1] (9.3)

Π is referred to as the reactor ratio. By measuring the “reactor” volume occupied by the tracer,

this parameter determines the global state of mixing. In this work, the comparisons between

different systems were made by correcting the experimental values of Π(ti) by the volume of

tracer injected, Vinj (Π(ti) = Πexp(ti)−Vinj/(PV), where PV is the pore volume of the core). In

a porous domain, the effect of porosity can be accounted by simply scaling the reactor ratio by

the total porosity, φT i.e.

Π̃(ti) = Π(ti)φT (9.4)

178



9.2 Methods

In the literature, various modifications to the classical definition of dilution index have been pro-

posed, depending on a number of variables, such as the system configuration, the heterogeneity

of the porous medium and the conditions of the experiments performed. Some of the commonly

referred quantities are the flux-related dilution index (Rolle et al., 2009) and the mass-weighted

dilution index (Boon et al., 2017). While the former has been readily applied for continuous

injection processes under steady state flow conditions (Chiogna et al., 2011b; Rolle et al., 2012;

Chiogna et al., 2012; Rolle et al., 2013), the latter is typically used on a one-dimensional trans-

port problem (Boon et al., 2017). In this study, the dilution index is evaluated by using the

classical formulation (i.e. Eq. 9.1).

An alternative way to characterise the global state of mixing is to consider the second moment

of concentration (i.e. the concentration variance), ς2, defined as the intensity of segregation,

I(ti), originally proposed by Danckwerts (1952):

I(ti) =
ς2

ς2
max

with I ∈ [0, 1] (9.5)

where

ς2 = 〈cPET(x, ti)
2〉 − 〈cPET(x, ti)〉2 (9.6)

where the angle bracket denotes the average concentration of all the voxel values at time frame ti

(corresponding to the first moment of concentration). Note that Eq. 9.6 takes the concentration

that are normalised by the feed, co so that the resultant values yield a range between 0 and

1. For a binary system such as that considered in this work (tracer and carrier fluid), the

maximum variance is defined by ς2
max = 〈cPET(x, ti)〉(1− 〈cPET(x, ti)〉) (Kukukova et al., 2009).

The intensity of segregation decreases over time as a consequence of mixing, and measures the

deviation from concentration homogeneity. Accordingly, I = 0 corresponds to the system that

has evolved into a concentration equilibrium (i.e. concentration values are same everywhere in

the system).

9.2.2 Spreading measures

While the different mixing measures presented in the previous section determines the temporal

variations in the global mixing state, they do not provide direct information on the spatial extent
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of the plume. Le Borgne et al. (2010) proposes that the extent of spreading can be quantified

by the spreading length scale, K, which can be computed from the standard deviation of the

spatial distribution of concentrations:

K2(ti) =
1

L

∫ L

0
[z(ti)− 〈z(ti)〉]2cPET(z, ti)dz (9.7)

where 〈z(ti)〉 is the first moment (centre of mass), aligned with the direction of flow, i.e.

〈z(ti)〉 =

∫ L

0
zP (z, ti)dz (9.8)

where z is the space variable in the longitudinal direction; P (z, ti) is the concentration distribu-

tion function along the core length, L, and can be determined from Eq. 9.2.

In this study, we evaluate an additional quantitative measure to characterise the extent of

spreading; this approach is based on the classical expression of dilution index (Eq. 9.1), in

which the following formulation is proposed:

∆Π̃ = Π̃1D − Π̃3D (9.9)

where Π̃3D is the dilution index computed from the mass distribution function (i.e. Eq. 9.2)

based on a 3-D volume while Π̃1D is computed using slice-averaged properties (by assuming

complete mixing of the tracer plume in the radial direction). We note that both Π̃3D and Π̃1D

are normalised by the volume and the length of the core, respectively, so as to obtain the same

units. Accordingly, the extent of ‘anomalous’ spreading can be quantified by taking the difference

between the two variables, i.e. ∆Π̃. The application of this measure will be evaluated by means

of correlating it with other transport parameters that carry information on heterogeneity. To

this aim, the inhomogeneity factor is compared, which has been obtained from independent

analysis of breakthrough curve measurements; the result is presented in Section 9.3.4.

180



9.3 Results and discussions

9.3 Results and discussions

9.3.1 Three-dimensional imaging of solute transport

The dynamic PET data acquired during pulse-tracer tests are provided in Figure 9.2, for the

three rock cores, namely (a) Bentheimer Sandstone (BS), (b) Edwards Brown Carbonate (EB)

and (c) Ketton Limestone (KL). These are presented in the form of three-dimensional tracer

concentration maps at two distinct times, corresponding to the injection of 0.3 and 0.7 pore

volumes (i.e. t = 0.3τexp and 0.7τexp). The results are given for the PET experiments con-

ducted at q = 4mL/min and present the injection of a radio-tracer pulse (i.e. [18F]FDG) into

the cores saturated with (non-labelled) water (details of the experimental procedures are given

in Chapter 7). In the bottom panel, predictions by the Fickian-based model representing the

same time frames are also shown, which have been obtained upon reconstructing the solutions of

the one-dimensional MRMT equation in three-dimensional domains. Specifically, the displace-

ment profiles were computed by taking the optimum model parameters obtained upon fitting

the effluent breakthrough profiles presented in Chapter 7. As anticipated by the experimental

results, the displacement of tracer plume in the homogeneous BS is rather uniform, with a minor

contribution from spreading. The rock is also characterized by a comparatively small degree of

mixing; this is evidenced by the limited extent of the discoloration zone of the tracer plume.

The agreement between the experiment and MRMT confirms the application of using core-scale

properties to predict solute dispersion at the subcore-scale for the homogeneous BS. For the

carbonate rocks, the images from the PET experiments clearly show that the tracer plume

is significantly distorted through the action of preferential flow pathways, which are likely to

originate from the subcore-scale heterogeneities described in Chapter 6. The images also show

that the effects of these preferential flow pathways persist over time and enhance concentra-

tion contrasts between fluid parcels. The results presented in this study are the first direct

demonstration that both mechanisms (spreading and dilution) are present in carbonate rocks.

Interestingly, we observe that tracer mixing is much more pronounced in KL, despite of being

a less heterogeneous system than the EB core (see Chapter 6). This is primarily because, while

the concentration contrasts generated as a result of advective spreading lead to an enhanced

mixing (Le Borgne et al., 2011), the effects of microporosity contribute more significantly to the
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overall mixing process; this will be discussed further with the help of different mixing measures

in later sections.

Based on a comparison between the PET data and the 3-D representation of the 1-D MRMT

model, we also note that, the homogeneous model distributes the mass of tracer over a larger

volume of water within the plume, this being the consequence of lumping mixing and spreading

into a single parameter (Pini et al., 2016). The influence of subcore-scale heterogeneity is more

apparent when the PET images are reconstructed on a 2-D plane, as presented in Figure 9.3 for

X-Z plane sliced at the centre of the core and the X-Y cross-sectional slices at three different

positions of the tracer plume. In the figure, we can clearly see that the existence of solute

spreading, which gives rise to the so-called ‘incomplete mixing’ in the radial direction even

for the relatively homogeneous system (i.e. BS). This suggests that characterising the dynamic

process using an averaged quantity (i.e. concentration) may lead to erroneous conclusion as such

approach does not reflect the full spectrum of transport mechanisms (Cushman and Tartakovsky,

2016). In fact, this was clearly demonstrated by the mismatch in the slice-averaged internal

concentration profiles between the experiments and the 1-D transport models for the carbonate

rocks, as shown in Chapter 7.

9.3.2 Characteristic behaviour in the concentration probability density func-

tions

Figure 9.4 presents the temporal evolution of the concentration probability density functions

(PDFs) for the three rock cores, together with the results obtained on the granular beadpack

(BP). The PDFs have been computed for three distinct time intervals (corresponding to t =

0.4τexp, 0.5τexp and 0.6τexp) and the plots are presented on a semi-logarithimc scale to emphasise

the tailing behaviour in the low concentration regions. The dataset is shown for the experiments

conducted at q = 10 mL/min for BP and q = 4 mL/min for the rock samples. Details associated

with the computation of the distribution functions are explained in the captions of Figure 9.4. As

anticipated in the figure, we observe that the bulk concentration of the tracer (which corresponds

to the maximum concentration values) decreases as a result of dilution process, as the solute

plume invades the porous medium. We also note that the large concentration behaviour in the

PDFs are characterised by an exponential decay for all the porous media. This observation
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9.3 Results and discussions

is in agreement with the numerical studies presented in Le Borgne et al. (2015), in which the

transport of solute was simulated in different strength of permeability fields. Interestingly,

characteristic behaviours in the concentration PDF are observed for the four porous systems

investigated. Specifically, the concentration distributions for BP are characterised by rather a

‘convex’ function, with the local minimum at around the mean concentration. This implies that

the system contains a large proportion of voxel concentration values at c ∼ 0 (where there is

no tracer) and c ∼ cmax (tracer bulk). Indeed, this behaviour is expected for a system with

little dispersion where there is a clear distinction between tracer and background fluid. While

this behaviour is still apparent in the homogeneous BS (but represent a more diluted case),

the results for the carbonate rocks yield significant probabilities of concentration around the

mean, i.e. c ∼ cm. As a consequence, the proportion of high and low concentration levels are

significantly reduced. This behaviour is characteristic of a medium that undergoes significant

mixing, primarily due to the strong action of smoothing out of the concentration gradients. This

highlights the pronounced effects of dilution caused by the characteristic feature of the carbonate

rocks, such as the presence of spatial heterogeneity and microporosity.

When the concentration PDF are compared at the same pore volume injected (i.e. Θ = 0.5), the

differences in the concentration levels between the four porous media become even clearer. This is

depicted in Figure 9.5, where we observe that the high concentration level reveals a span of almost

one order of magnitude between the four core samples. Such deviation in the concentration is

a direct manifestation of the structural complexities and reflects the consequence of the mixing

mechanism that occur in each system. This implies that, while BP still has a large probability

of high concentration solute to be diluted to the low concentration regime, the mixture in KL

has already evolved into much closer to uniformity (concentration equilibrium) at Θ = 0.5,

with majority of the voxel quantities having similar values as the mean, cm. The experimental

results presented in this work yield a scaling of 1/c for the low concentration region, which is

characteristic of profiles dominated by diffusion (Le Borgne et al., 2015). The corresponding

reconstruction of the PDF using the 1-D ADE model shows an excellent prediction of the

experimental distribution curve for the homogeneous BP, as can be seen in the inset of Figure

9.5. This verifies the reliability of PET to enable quantitative analysis of mixing during solute

transport in porous media. Note that the the concentration PDFs in the figure are weighted by
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Figure 9.4: Temporal evolution of the concentration probability density functions (PDF) for (a) BP,
(b) BS, (c) EB and (d) KL, represented with a logarithmic scale on the y-axis. For each system, three
distinct time intervals are shown: t = 0.4τexp, 0.5τexp and 0.6τexp. The PDFs have been obtained from
computing the histogram of voxel concentration values (bin size: 100) obtained from 3-D PET dataset,
with reconstructed voxel size: 2.3×2.3×2.4 mm3 (preclinical PET) and 1.4×1.4×2 mm3 (clinical PET),
giving a total of about 20, 000 voxels for each calculation. The voxel values have been normalised by the
feed concentration, i.e. cPET/co. The results are presented for the experiments carried out at q = 10
mL/min for BP and q = 4 mL/min for the rock samples.

the total number of voxels (reported as concentration frequency) to allow comparisons between

the dataset with different number of counts.
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Figure 9.5: Log-log plot of concentration PDFs for the four porous media at time interval corresponding
to t = 0.5τexp. To allow comparisons, the PDFs have been normalised by the total number of voxels in
each system. The inset shows the experimental dataset for BP (circles) together with prediction obtained
from the one-dimensional ADE (solid line, using αL = 0.029 cm) for the same scale.
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9.3 Results and discussions

9.3.3 Insights from mixing measures

Figure 9.6 shows the evolution of the normalised dilution index (Π, Eq. 9.3) plotted as a function

of the square root of the reduced time (Θ) for the four porous media. The experimental data for

each system is denoted by different symbols in the plot and represent the time intervals when

the total amount of injected tracer is in the system. Also shown in the figure are the values

of dilution index predicted from the corresponding 1-D transport models (lines). The solid and

dashed lines represent the regions where the full solute plume is in the core and entering/exiting

the system, respectively. As expected, we observe that dilution index increases over time for all

the systems until breakthrough, as a result of the dispersion process. At the times when all the

tracer is in the sample, we also observe that the dilution index varies linearly with t1/2 (or Θ1/2).

This scaling behaviour is consistent with the numerical estimates (solid lines) obtained using

the Fickian-based models (i.e. ADE or MRMT), as well as the analytical expressions derived

in the literatures (e.g. (Kitanidis, 1994; Boon et al., 2017)). The close match between the

experimental and the theoretical prediction of the dilution index suggests that the solute plume

has (quickly) evolved into a Fickian behaviour on a length-scale O(l) ∼ 10 cm (corresponding

to the length of the samples used) in all the core samples investigated in this work. While the

latter is expected for the homogeneous systems (such as BP and BS), this behaviour is less

intuitive for the heterogeneous carbonates. Although these rock cores exhibit heterogeneous

environment at the subcore-scale, as can be clearly seen by the considerable development of

plume spreading depicted in the 3-D PET images (Figure 9.2), they possess relatively short

correlation lengths (in the range between 0.2 − 1.2 cm, as characterised in Chapter 6). In

other words, these rocks cores (L ≈ 10 cm) are long enough for the spatial heterogeneity to be

considered randomly distributed in space. In that respect, the results presented in this study

suggest that the timescale to reach Fickian behaviour is governed primarily by the extent of

structural correlations of the spatial heterogeneity, rather than the strength of the heterogeneity

itself (which is rather weak). Moreover, the presence of microporosity in carbonates plays a

significant role in ‘homogenising’ the effects of spreading (see Figure 9.2), thus acting as a

catalyst to speed up the time scale to reach asymptotic (Fickian) regime. In this study, we

demonstrate that the 1-D Fickian models provide a reasonable estimate of the global mixing

process at the subcore-scale as long as the correlation length of heterogeneity is less than the
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9. Uncovering the Spatial Structure of the Concentration Field in Rocks During Solute Transport

experimental observation scale. It is worth noting that the scaling of the experimental dilution

index obtained in this study, i.e. t1/2 does not show the expected dimensionality effect indicated

by the numerical work presented in the literature, i.e. Π ∝ tn/2 where n is the dimension of

the domain (Kitanidis, 1994). A possible explanation for this is that the boundary condition

adopted in these column experiments limits any effect arising from transverse dispersion, making

the experiments effectively one-dimensional. A potential modification of our experimental set up

and protocol will be presented in Section 10.2.4. In the figure, we also notice that each medium

is characterised by different slopes, which in turn allows us to understand the different rates of

dilution in these systems. To quantify this, we take the derivative of dilution index (Π = bΘ0.5)

over reduced time, giving the following expression:

∂Π

∂Θ
= 0.5bΘ−0.5 (9.10)

where b is the power-law constant (corresponding to the slope of Figure 9.6, with the values

reported in the captions of the figure). From Eq. 9.10, it can be deduced that, while the dilution

rate gives a decay with the scaling Θ−0.5 for all the systems that satisfies the Fickian scale

behaviour, the dilution rate between the systems can be significantly different, that varies with

the constant 0.5a. For the experiments conducted in this study, the dilution rate increases in the

order BP(0.08)<BS(0.19)<EB(0.54)<KL(0.70), giving a span of about one order of magnitude.

The temporal evolution of the intensity of segregation, I, plotted over reduced time, Θ is pre-

sented in Figure 9.7. The symbols are the experimental results computed from PET whereas the

dashed-lines are again the corresponding Fickian-model estimates. Unlike the dilution index,

the value of intensity of segregation decrease over time, due to the reduction in the local con-

centration variances caused by solute mixing. For the results on BP and BS, the experimental

measurements closely follow the numerical counterpart, thus confirming the application of the

Fickian models in predicting the temporal behaviour of global mixing in homogeneous systems.

For the heterogeneous carbonates, the discrepancy between experiment and simulation increases.

Specifically, we note that the measured intensity of segregation gives a steeper decay than the

theoretical prediction. This is mostly because heterogeneity, which is not considered in the 1-D

model increases the concentration contrast due to plume deformation, which in turn enhances

mixing (Le Borgne et al., 2014). Such deviation is less noticeable in the dilution index because
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Figure 9.6: (a) Normalised dilution index (reactor ratio), Π plotted over square root of reduced time,
√

Θ
for the four porous media: BP (squares), BS (triangles), EB (diamonds) and KL (circles). The solid lines
are the corresponding 3-D reconstructions of the numerical solution of the 1-D transport models, namely
ADE for BP and MRMT for the rock cores. The model parameters used correspond to the optimum
values obtained upon fitting the effluent profiles (details can be found in Chapter 7). The dashed-lines
refer to the times when tracer distribution is not conservative (i.e. tracer is either entering or leaving
the core). The experiments were conducted at q = 10 mL/min for BP and q = 4 mL/min for the other
samples. A linear fit to each experimental dataset in the plot yields the following constants variables:
0.16 (BP), 0.37 (BS), 1.08 (EB) and 1.39 (KL). These were used to estimate the dilution rate in each
system.

the 1-D transport models used to compute the mixing measures indeed carries information on

rock property heterogeneity by distributing the solute mass over a larger volume of water. Di-

lution index utilises the same concept (Chiogna et al., 2011a; Rolle and Kitanidis, 2014) and

hence provides a good description of the experimental values as long as Gaussian regime has

established. On the other hand, we contend that the intensity of segregation is more sensitive

to local heterogeneity variations because it measures the degree of mixing by means of spatial

difference in the concentration gradients. Accordingly, the homogeneous models under-predict

intensity of segregation in systems that are characterised by significant spatial heterogeneity,

which are the cases for KL and EB.
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Figure 9.7: Log-log plot of intensity of segregation, I(t) over reduced time, Θ for the four core samples.
The symbols are the measured data whereas the dashed lines are the corresponding model reconstructions
of I(t). Details of the models used can be found in the captions of Figure 9.6.

9.3.4 Insights from spreading metrics

Figure 9.8 presents the experimental dilution index deviation (∆Π̃, Eq. 9.9) plotted as a function

of time (Θ = t/τexp), when more than 95% of the tracer injected is still conserved in the system.

We note that a Fickian-based model should yield ∆Π̃ = 0, because it assumes complete mixing

in the radial direction. When the experiments are considered, a systematic difference between

Π̃1D and Π̃3D is observed. Specifically, we show that the experimental values computed using

slice-averaged properties are higher, thus reflecting the artificial (“numerical”) mixing of the

solute plume that has been significantly distorted by the presence of subcore-scale permeability

heterogeneity. The sensitivity of this spreading measure is clearly demonstrated from the analysis

carried out on the BP, where we notice that even the experiment with a homogeneous core yields

a slight (but constant) deviation between the two computed quantities, i.e. ∆Π̃ ≈ 0.005. As

explained in Chapter 5, the subtle inhomogeneity is introduced at the core entrance. In contrast,

the results from the rock cores are characterised by a systematic increase in the ∆Π̃ over solute

travel times, indicating the continuous development of plume deformation along the cores. As

expected, we observe that the extent of plume spreading increases in the order BS<KL<EB,

which is in accordance with the inherent heterogeneity of the core samples. We also show that

190



9.3 Results and discussions

0 0.2 0.4 0.6 0.8 1
0

0.01

0.02

0.03

0.04

0.05

Δ" Π
=
(" Π

&'
−" Π

)'
)[
−]

Θ = ./0123

this study
All rocks

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

ali
se

d 
Di

lut
ion

 In
de

x [
-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

N
or

m
al

is
ed

 D
ilu

tio
n 

In
de

x 
[-]

0

0.2

0.4

0.6

0.8

1

this study
All rocks

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

ali
se

d 
Di

lut
ion

 In
de

x [
-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

N
or

m
al

is
ed

 D
ilu

tio
n 

In
de

x 
[-]

0

0.2

0.4

0.6

0.8

1

this study
All rocks

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

ali
se

d 
Di

lut
ion

 In
de

x [
-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

N
or

m
al

is
ed

 D
ilu

tio
n 

In
de

x 
[-]

0

0.2

0.4

0.6

0.8

1

this study
All rocks

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

ali
se

d 
Di

lut
ion

 In
de

x [
-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

No
rm

al
ise

d 
Di

lu
tio

n 
In

de
x 

[-]

0

0.2

0.4

0.6

0.8

1

Reduced time, t/=exp [-]
0 0.2 0.4 0.6 0.8 1

N
or

m
al

is
ed

 D
ilu

tio
n 

In
de

x 
[-]

0

0.2

0.4

0.6

0.8

1

BS
BP KL

EB Subcore-scale heterogeneity

Figure 9.8: Experimental deviation of dilution index (∆Π̃) plotted over reduced time (Θ) for the four

porous systems. The values of ∆Π̃ are computed as the difference between dilution index obtained on a
3-D voxel basis (Π̃3D) and the 1-D counterpart (Eq. 9.9). The dashed-lines refer to the best fitted linear
function with the following slopes: ∼ 0 (BP), 0.018 (BS), 0.021 (KL) and 0.059 (EB).

the rate of plume deformation is constant over time, as given by the linear increase of the dilution

index deviation. The following slopes are obtained from a linear regression to the experimental

dataset: 0.018 (BS), 0.021 (KL) and 0.059 (EB). Interestingly, we observe that the rate of plume

deformation of BS and KL are comparable, as evidenced by the similar slopes in the figure. This

is most likely caused by the pronounced mixing in the KL, due to the presence of microporosity,

which occupies about 30% of the total pore space. This helps to smooth-out the preferential

flow paths in the flow field. As a result, the rate of plume deformation can be largely moderated

by the enhanced action of mixing.

In order to verify the application of this spreading measure, we provide a connection between the

experimental dilution index deviation (∆Π̃) with intrinsic heterogeneity of the core samples. For

the latter, we consider the inhomogeneity factor (σ) that has been obtained from macroscopic

measurements of transport, i.e. by means of effluent breakthrough curve analysis (see Section

7.6.4 for details). Recalling that the inhomogeneity factor, defined as σ = αL/de (where αL is

the longitudinal dispersivity and de is the equivalent grain diameter) determines the strength

of heterogeneity in a porous medium and therefore should in principle control the deformation

191



9. Uncovering the Spatial Structure of the Concentration Field in Rocks During Solute Transport

of solute plume that is quantified from ∆Π̃. The results are plotted in Figure 9.9 for the four

distinct types porous media at a fixed time interval, t = 0.5τexp (corresponding to Θ = 0.5).

As shown in the figure, we obtain a linear relationship between the inhomogeneity factor and

the dilution index deviation; this is verified by the R-squared value: R2 = 0.99. To further

validate this relationship, ∆Π̃ is also calculated at other pore volumes where dilution index

can be computed (i.e. at Θ = 0.4 and 0.6). As a result, a linear correlation with consistent

R-squared values of R2 ≈ 0.98 − 0.99 is attained (for the sake of clear presentation, only ∆Π̃

computed at 0.5 PV is shown in the figure). This result reflects the fact that the spreading of

the tracer plume (measured by ∆Π̃) is directly proportional to the intrinsic heterogeneity of a

porous medium, with the latter being determined by means of inhomogeneity factor, σ. Most

importantly, the direct link between the two metrics provides an opportunity to better estimate

the behaviour of incomplete mixing from core-scale dispersivity measurements.
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Figure 9.9: Correlation between inhomogeneity factor (σ) and dilution index deviation (∆Π̃). The latter
is obtained from PET imaging dataset (snapshots also shown in the plot) at a constant time interval,
t = 0.5× τexp, for the experiments at flow rates, q = 10 mL/min (BP) and q = 4 mL/min (BS, KL, EB).
The inhomogeneity factors are calculated from σ = αL/dp, with dispersivities obtained from ADE for
BP, or MRMT models for other systems (numerical values are summarised in Table 7.7).

To correctly describe the anomalous behaviour of solute transport in natural systems, it is

very important to appropriately evaluate how quickly the plume has evolved into asymptotic

“Fickian” regime. The latter presents an essential means in characterising anomalous trans-
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port because it determines the critical time (or length-) scales at which the attained transport

parameter reaches an asymptotic constant value (Dentz et al., 2011). While this has been ap-

proximated by interpreting Continuous Time Random Walk theory based on solute transit times

(Dentz et al., 2004; Bijeljic and Blunt, 2006) in the previous chapters, we now evaluate this from

direct experimental observations using PET. With the latter, this can be studied directly by

means of computing the temporal evolution of spreading length scale, K, given in Eq. 9.7. The

results are plotted in Figure 9.10 over square root of reduced time,
√

Θ. As evidenced in the

figure, the time behaviour of the K plotted against
√

Θ generally follows a linear function over

majority of the temporal range investigated in this study. The latter indeed corresponds to a

characteristic spreading length of a Fickian plume (Le Borgne et al., 2010), implying that the

plume size of the core samples presented in this work evolved into asymptotic condition quickly

after the tracer has entered into the core. This observation indeed agrees well with the analysis

carried out on the dilution index as discussed in the previous section. In the figure, it is shown

that the result obtained with the BP core is initially non-Fickian, and translates into Fickian

scaling after about Θ = 0.2 (or
√

Θ = 0.45). This is again caused by the inlet effects, in which

the Fickian plume is then slowly established after propagating the homogeneous beadpack over

a certain distance. The clear distinction between inhomogeneity (at the inlet) and the homoge-

neous beadpack makes the transport of tracer in a way that is more “correlated” than the rocks

considered in this work, and thus requires slightly longer time to evolve into Fickian plume.

Nevertheless, this time scale, i.e. Θ = 0.2 is still very short as compared to the systems with

strong permeability fields (Le Borgne et al., 2015).

9.4 Conclusion

In this study, we have produced for the first time, experimental observations of the tempo-

ral behaviour of mixing and spreading during the dynamic injection of a tracer pulse in four

different core samples, including granular beadpack (BP), Bentheimer Sandstone (BS), Ketton

Limestone (KL) and Edwards Brown Carbonate (EB). The method presented here utilises the

3-D concentration maps acquired from PET imaging, which serve as proxies for the independent

characterisation of subcore-scale mixing and spreading.
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Figure 9.10: Spreading length scale, K(ti) plotted over square root of reduced time,
√

Θ for the four core
samples. The symbols are the experimental data obtained from PET whereas the dashed lines correspond
to the ‘Fickian’ scaling (∝ t0.5) as reported in the literature: Le Borgne et al. (2010).

For each porous system, the 3-D concentration maps of the tracer plume reveal distinct flow

behaviours, thus reflecting the intrinsic physical characteristics of the core samples. While BS

shows a uniform distribution of tracer plume along the core length, the PET images provide

direct evidence of macrodispersive spreading caused by the presence of subcore-scale hetero-

geneities in the carbonate rocks. With the latter, we demonstrate that the presence of micro-

porosity contribute significantly towards the overall mixing of the system. As a direct conse-

quence, this reduces the concentration gradients by introducing additional mass transfer within

the solute plume. To describe the spatial and temporal evolution of the plume, we utilise various

metrics, including the dilution index, the intensity of segregation and the spreading length scale.

It was observed that the dilution index and the spreading length scale increase with solute travel

time with a Fickian scaling for all the samples studied. This implies that the degree of hetero-

geneity in these cores are rather moderate and that the advancement of advective spreading is

minimised by the presence of microporosity. The intensity of segregation advances in the oppo-

site direction, as a result of the smoothing of local concentration fluctuations. In this work, all

the measures indicate that the mixing in the carbonate rocks is much more predominant. This
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9.4 Conclusion

is because of the additional mass-transfer resistance that arises due to the intra-granular pore

space, in addition to the Fickian diffusion. These mixing mechanisms are further intensified

by the presence of advective spreading in the heterogeneous carbonates. The development of

Fickian behaviour in the experimental observations of mixing has been verified by the reason-

able agreement with the corresponding numerical predictions based on the conventional Fickian

transport models (i.e. ADE/MRMT).

To investigate the time behaviour of incomplete mixing, we propose a new metric, namely the

dilution index deviation, ∆Π̃. While the homogeneous models predicts ∆Π̃ = 0, analysis from

experiments showed that inhomogeneity persists in all the core samples (where ∆Π̃ > 0). While

this is negligible in the uniform beadpack, the temporal extent of advective spreading shows a

linear increase in the rock cores, with the degree of incomplete mixing increasing in the order

BS<KL<EB. We successfully verified the application of this measure by correlating it with

the inhomogeneity factor, σ that was obtained from independent analysis carried out on the

breakthrough curve measurements.

In summary, we have presented a novel experimental approach where the time behaviour of

solute plume can be directly studied by means of mixing and spreading independently. The

methodology has been successfully demonstrated in four porous media with distinct physical

features. By incorporating different quantitative measures of mixing, we provide a detailed

observational basis to advance our understanding of miscible displacements in complex porous

media, thus providing a complement to the knowledge gained from 1-D breakthrough curve

analysis. While the study has been carried out here to investigate the time evolution of the

global mixing and spreading measures between different core samples at a selected flow rate, the

analysis will be extended over the entire flow range of the experiments (i.e. flow rate, q = 2−19

mL/min) to examine the flow rate dependency of these metrics.
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Chapter 10

Conclusions and Future Work

10.1 Conclusions

The presence of multi-scale heterogeneity in natural rocks results in a large variability of fluid

velocities and ultimately leads to the observation of the so-called ‘anomalous’ transport. This

limits our ability to accurately predict fluid transport in the subsurface and represents a major

challenge for the advancement of various large-scale technologies. Some examples include: (i)

the quantification of solubility trapping during geologic carbon sequestration applications in

deep saline aquifers, which relies on the mixing between CO2-saturated brine and the resident

fresh brine; (ii) the estimation of the extent of the mixing-zone during enhanced oil recovery

applications where a fully miscible solvent is used to displace hydrocarbons; (iii) the modelling of

the natural gas-CO2 displacement process in enhanced gas recovery operations. While laboratory

studies on this subject have been reported in the literature, most of them have focused on a

macroscopic description of transport (e.g., by means of analysing the one-dimensional tracer

breakthrough curves). Yet, limited knowledge exists on the role played by the inherent subcore-

scale structural heterogeneity of rocks on fluid spreading and mixing.

In this thesis, we have successfully demonstrated a new laboratory workflow to characterise dis-

persion, spreading and mixing during solute transport in rocks. The core of the workflow relies

on the use of Positron Emission Tomography (PET) to observe in real-time the distribution of

a tracer plume in three-dimensions. Because static properties, such as porosity, and their distri-

196



10.1 Conclusions

bution can nowadays be readily measured by X-ray Computed Tomography, this novel ability

to image a solute plume in an opaque porous medium represents the missing link to validate

numerical models of transport in heterogeneous porous media. A compact core-flooding system

has been designed and commissioned to allow unidirectional flow pulse-tracer experiments cou-

pled with simultaneous in situ imaging. The validity of the proposed experimental approach was

confirmed by means of a set of control tests carried out on an unconsolidated beadpack (BP) over

the range of Péclet numbers, 25 < Pe < 250. To this aim, the breakthrough curves measured

using a radio-tracer ([11C]NaHCO3) were compared against brine-tracer (KI) measurements. An

excellent agreement was observed between the experimental PET data and predictions from the

Advection Dispersion Equation (ADE) in terms of both 1-D and 3-D internal concentration pro-

files. Over the range of flow rates tested, the dispersion coefficient scales linearly with the Péclet

number, the estimated longitudinal dispersivity is constant and takes a value that is consistent

with theoretical predictions (i.e. αL = dp/2 ≈ 0.029 cm). This observation further demonstrates

the reliability of the measurement technique presented in this work for the characterisation of

solute transport during miscible displacements.

For the study of solute transport in rocks, three samples were considered, namely Bentheimer

Sandstone (BS), Ketton Limestone (KL) and Edward Brown Carbonate (EB). The three

rocks have been characterised using a range of analytical and imaging methods, including

helium pycnometry, mercury intrusion prorosimetry (MIP) and X-ray CT (micro- and medical-

instruments), to provide a distribution of baseline microscopic properties, such as skeletal

density, porosity, pore- and grain size distribution. Notably, the selected rock samples possess

distinct strength of sub-core scale heterogeneity (BS<KL<EB) and present characteristic

features, such as complicated grain structures and multiscale porosity. In addition to provide

guidelines in the identification of characteristic length-scales for the selected rocks, this infor-

mation is also used in the selection of the most appropriate model to describe transport in each

system.

Unidirectional pulse-tracer tests were carried out on each rock core (diameter: 5 cm; length: 15

cm) over a range of Péclet numbers (Pe ≈ 15− 500) and by simultaneously imaging the spatial

and temporal evolution of the full tracer plume at a resolution of approximately 8 mm3. The

measured solute concentration profiles are evaluated using three transport models: the Advec-
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tion Dispersion Equation (ADE), the Multi-Rate Mass Transfer (MRMT), and the Continuous

Time Random Walk (CTRW) model. While the ADE model fails at capturing the anomalous

behaviour manifested in the effluent profiles, both MRMT and CTRW models provide excellent

fits to the experimental measurements for all the systems and over the entire range of flow rates

studied.

The two modelling approaches provide consistent and complementary insight into the transport

properties of the three rocks. Using the MRMT model, a linear correlation between Péclet

number and the dispersion coefficient is observed over the range of flow rates and for the three

rocks (DL ∝ Pe). For the microporous carbonates (KL and EB), the additional mass transfer

between the ‘flowing’ fluid (present in the intergranular pore space) and the ‘stagnant’ fluid

(intragranular pore space) is captured using a first order rate expression, with the mass transfer

coefficient scales with the Péclet number as km ∝ Pe0.6. Accordingly, the characteristic flow rate

dependency observed in the residence time distribution curves of the carbonate rocks can be

traced back to the relative strengths of these two transport mechanisms. It is worth noting that

the MRMT model is applied in this study by considering the dispersivity and the microporosity

as global fitting parameters, rather than introducing an arbitrary flow-rate dependency as in

previous studies.

A major outcome of the CTRW theory is the determination of the characteristic length scale to

reach the asymptotic (Fickian) regime, which is below the length of the cylindrical core samples

used in this study. This result is important and supports the application of the Fickian-based

models (e.g. MRMT) with a constant dispersion coefficient. Also in this case, the CTRW model

is applied by considering a set of global parameters (i.e. t2, αψ and β) which depend on the rock,

but are independent of the flow rate. In this context, we provide what are, to our knowledge,

the first direct evaluation of the CTRW theory on the effluent tracer curves measured on (i)

various consolidated rock cores and over a (ii) wide range of flow rates.

The three-dimensional dataset obtained from the PET images on the three rocks has been used to

investigate mixing and spreading patterns in both space and time. These images provide direct

evidence for the impacts of subcore-scale heterogeneities on the transport of solute, including

incomplete mixing. The latter describes any behaviour that cannot be captured by the 1-D

transport models. The extent of mixing has been further quantified by means of dilution index
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and intensity of segregation, with both measures indicating that the mixing in the carbonate

rocks are much stronger than in the sandstone. Notably, the time evolution of both dilution index

and spreading scale follow a Fickian behaviour for all the three rocks. This further suggests the

strength of heterogeneity in these rocks are moderate and that the presence of microporosity

limits the degree of incomplete mixing. A new spreading measure based on the concept of

dilution index has been proposed in this work to quantify the temporal extent of incomplete

mixing. The latter increases in the order BP<BS<KL<EB, which is in alignment with the

observed spatial heterogeneity in the porosity of the core samples.

In summary, the analysis presented in this thesis provides a first demonstration that PET can

provide precise temporal and spatial concentration measurements in opaque porous media that

can be further used to quantify mixing and transport properties in complex systems, such as

rocks. The methods presented here represent a solid point of departure for studying more

complex transport processes, such as those associated with chemical reactions and multiphase

systems.

10.2 Suggestions for future work

As shown in Chapter 9, the degree of dispersion in the microporous carbonates is significant;

this limits the analysis carried out on the different measures of mixing and spreading, because

these metrics are applicable only when the entire plume is in the system. Accordingly, only few

data points could be extracted for the results obtained on the carbonate cores. This problem

can be effectively resolved by (i) considering longer core samples (e.g. 20 cm to fit within the

axial field of view of the PET scanner), and/or (ii) injecting a shorter pulse of tracer into the

system. The work presented in this thesis can be extended to investigate the following topics:

10.2.1 Subcore-scale heterogeneity and solute dispersivity

While the micro-CT images between the distribution of grains in the oolitic Ketton Limestone

(see Chapter 6) and the dense random packing of glass beads (see Chapter 5) reveal significant

similarity, we demonstrated that the dispersivity obtained for the limestone (αL = 0.15 cm) is

about five times larger than for the uniform beadpack (αL = 0.029 cm). This discrepancy is
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the direct consequence of the presence of sub-core heterogeneities, as indicated by the three-

dimensional porosity maps presented in Chapter 6. In the context of solute transport, the terms

‘spreading’ (Kitanidis, 1994; Le Borgne et al., 2010) and ‘macrodispersion’ (Steefel and Maher,

2009) are used to emphasise that there is a differential advection process associated with these

heterogeneities, which affects the degree of mixing. This effect is clearly visible in the 3-D con-

centration maps presented in Chapter 9. The larger dispersivity values obtained for the Ketton

Limestone and for the other rock samples, originate from lumping into a single coefficient both

effects of (Fickian) mixing and macrodispersive spreading, the latter being absent in uniform

beadpacks. It was shown that for a sample of Berea Sandstone, the estimated longitudinal dis-

persivity decreased to 50−70% of the original value upon using a streamtube formulation in the

numerical transport model to account for subcore-scale permeability heterogeneity (Pini et al.,

2016).

Inspired by the seminal work by Hulin and Plona (1989) on the reversibility of hydrodynamic

dispersion, we carried out a preliminary experiment using the so-called “echo” technique, in

which a tracer-pulse was injected into the sample and the flow was reversed after a finite time

(just prior to tracer breakthrough). The result of this experiment is shown in Figure 10.1 for a

test conducted at q = 4 mL/min on the same sample of Ketton Limestone. Qualitatively, we note

that the breakthrough curve looks more symmetric and the characteristic long-time tailing has

significantly reduced. This observation is supported by the comparison with predictions from the

numerical model (MRMT). In the figure, the dashed line refers to the solution produced by using

the same parameters obtained from the classic “transmission” experiments (αT
L = 0.15 cm and

kT
m = 0.054 mm/min, see Chapter 7 for details), while the solid line results from fitting the same

model to match the echo curve (αE
L = 0.09 cm and kE

m = 0.14 mm/min). In agreement with our

hypothesis, the dispersivity value required by the model is now significantly reduced (αE
L/α

T
L ≈

0.6), while the mass transfer coefficient has increased (kE
m/k

T
m ≈ 2.5). We attribute this behaviour

to the cancellation, upon flow reversal, of the distortion of the solute plume caused by the

presence of permeability heterogeneity. This distortion cannot be smoothed out by the effect of

transverse dispersion alone, because the latter is still limited in Ketton (αT/αL ≈ 0.1 Boon et al.

(2017)). A large portion of these ‘spreading’ effects can however be eliminated by reversing the

flow direction and the echo breakthrough curve appears therefore more diffusive. To validate

200



10.2 Suggestions for future work

this further, the next step should consider coupling the “echo” approach with simultaneous in

situ imaging by PET, thereby providing a direct evidence on the recovery of the plume spreading

due to subcore-scale heterogeneities. If this holds true, future efforts should look into measuring

hydrodynamic dispersion in laboratory core samples using the “echo” technique, because such

experimental approach enables decoupling the “macrodispersion” effects from Fickian dispersion.

This in turn allows estimating a dispersion coefficient that is more representative of a given rock-

type, rather than being a sample specific, and hence is better suited for up-scaling.
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Figure 10.1: Concentration breakthrough curve obtained from an ‘echo’ test on Ketton Limestone at a
flow rate q = 4 mL/min and by injecting a 1 mL pulse of the brine tracer (flow reversal was initiated
at about 4.5 min). Symbols represent conductivity readings, while the lines are numerical solutions of
the MRMT model: the dashed line is for a model that uses the parameters obtained from the classic
“transmission” experiments (αT

L = 0.15 cm and kT
m = 0.054 mm/min), while the solid line is obtained by

newly fitting the model to match the echo curve (αE
L = 0.09 cm and kE

m = 0.14 mm/min). Concentration
values are normalised by the feed concentration, c0. Figure taken from Kurotori et al. (2019).

10.2.2 Solute mixing and spreading in fractured rocks

Fractures are often found in the subsurface and are the result of tectonic movement (Berre et al.,

2018). The ability to transport fluids through a network of natural (pre-existing) or induced

fractures underlies many reservoir engineering technologies, including oil and gas extraction,

geothermal energy utilization and nuclear waste disposal. More recently, driven by the rapid

advancement of shale gas development, fractured rocks has shown an increasing interest in the
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oil and gas industry primary because the exploration process is readily governed by the tech-

nology, known as “hydraulic fracturing”, in order to improve the recovery rate of hydrocarbons

(Curtis, 2002). However, the fundamental understanding of solute transport within fractured

porous media is far from being well-characterised. This is primarily because the flow process

is additionally complicated by the (i) tracer diffusion from the fracture matrix into the sur-

rounding pore space of the rocks (Zhu et al., 2007), and (ii) the strong preferential flow paths of

solute through the very high permeable fractured zones (Chuang et al., 2016). Understanding

of the coupling between fracture and matrix flow requires direct characterisation of the spatial

distribution of the rock’s structural features at the subcore-scale, subject to different subsurface

stress conditions. While 3-D imaging techniques such as X-ray CT has been used to measure

the geometry of fractures (e.g. (Montemagno and Pyrak-Nolte, 1999; Deng et al., 2016)) and

to investigate saturation, porosity and permeability distributions (e.g. (Zhu et al., 2007; Lai

et al., 2017)), only few of them have experimentally investigated the corresponding flow be-

haviours that result from these complex physical characteristics of the fractured media (Hirono

et al., 2003; Kulenkampff et al., 2008; Brattek̊as et al., 2016) (which are mainly associated with

qualitative observations).

To fill this knowledge gap, the experimental workflow presented in this thesis can be extended

to fractured porous media. This can be systematically done by first considering a single fracture

matrix on a Ketton Limestone, as indicated in Figure 10.2. This work is currently ongoing, lead

by a PDRA in the research group.

24 cm 5 cm 

Figure 10.2: Snapshots of a fractured Ketton Limestone
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10.2.3 Mixing and spreading at “realistic” subsurface conditions

Although, in this study, we applied and successfully demonstrated a new experimental approach

to study solute transport in heterogeneous and microporous porous media, the analysis was

limited to single-phase miscible displacements at ambient conditions. While subsurface solute

transport can be subject to different miscible displacement processes in a number of situations,

such as the flooding of CO2 into natural gas and crude oil reservoirs at pressures above Minimum

Miscibility Pressure (MMP), and the displacement of dissolved CO2 into saline aquifers (Dullien,

1992; Bear, 1972), the real geological applications can be far more complicated.

First, most of the geological transport processes occur under reservoir conditions, with temper-

ature and pressure in the range typically higher than ∼ 50 ◦C and 10 MPa (Menke et al., 2015).

An example of this can be the covenctive dissolution of supercritical CO2 in the host brine.

Under these conditions, the properties of the fluids can behave very differently, which would ul-

timately impact the mixing and spreading behaviour within a given system. To better represent

the conditions in the subsurface, experiments should be extended to reservoir conditions. This

would not present a limitation in the PET scans because the detection signal is temperature

and pressure independent (Fernø et al., 2015a).

Another aspect that can be considered is the presence of a second, immiscible phase, as mixing in

geological processes typically occur during multiphase flows. In the recent works by Honari et al.

(2016); Zecca et al. (2017), it has been shown that the dispersivity measured during immiscible

displacement is higher than the corresponding single-phase dispersivity and that it increases

with saturations. While a higher value suggests an increased heterogeneity, questions remain

unanswered on how the presence of second phase alters the small-scale heterogeneities of the

system and more importantly, how these changes would consequently contribute to mixing and

spreading. As demonstrated in this thesis, 3-D imaging techniques, such as X-ray CT and PET

can provide answers to this.

As explained in Chapter 2, during solute transport in heterogeneous rocks, incomplete mixing

can also occur at the pore-scale. However, the spatial resolution of PET is in the order of few

mm3, which is significantly larger than the typical size of a rock grain. This limits the PET

observations of mixing and spreading processes to the core- and subcore-scale. The latter is done
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by averaging the local velocity variations at the pore scale within each voxel (i.e. by assuming

complete mixing in each voxel). To overcome this issue, we can scale-up the system such that the

size of the particles of the porous media is larger than the spatial resolution of the PET scanner,

as demonstrated in Figure 10.3. Depending on the geometry of the porous media considered,

the impacts of heterogeneity can be investigated by means of direct microscopic (pore-scale)

observations of mixing and spreading.

Effective grain diameter > PET spatial resolution 

(a) PET imaging of mixing 
at the subcore-scale

Scale up

~20 cm ~20 cm

Effective grain diameter ≪ PET spatial resolution 

(b) PET imaging of mixing 
at the pore-scale

Figure 10.3: Conceptual diagram illustrating how PET imaging of solute transport can be extended to
observations at the pore-scale

10.2.4 The effects of dimensionality on mixing in rocks

The classic approach of conducting breakthrough column experiments involves the injection of

the tracer across the entire inlet face of the sample. This protocol was also used in this study,

thereby minimizing any effect arising from transverse dispersion. Accordingly, the associated

macroscopic measures of mixing, such as the dilution index, may not reproduce the expected

dimensionaliy effect, even when computed from three-dimensional imagery. By agreeing with

predictions from the one-dimensional models, the experimental results presented in Section 9.3.3

confirm these expectation. To address this problem, experimental protocols have been proposed

in the literature where the tracer is injected only through the centre of the core inlet (e.g.

as point injection), while simultaneously injecting the carrier fluid from the surrounding fluid

ports (Ye et al., 2015). As illustrated by the schematic diagram of the solute plume following a

point injection (shown in Figure 10.4), such technique enables to maximise the multidimensional

transport of solute and therefore can be regarded as a true three-dimensional system. While

previous work has focused on investigations after establishing steady state transport conditions

(e.g. (Ye et al., 2015; Boon et al., 2017; Rolle et al., 2018)), these studies can be extended
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using PET imaging technique to provide insights into the dynamic behaviour of 3-D mixing and

spreading of a 3-D tracer plume.

Rock core
Central port 
(tracer fluid)

Injected 3-D solute plume

Flow direction

Figure 10.4: Schematic diagram of the three-dimensional solute plume within a porous medium following
a point injection of the tracer fluid.
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