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ABSTRACT
We report ground-based transmission spectroscopy of the highly irradiated and ultra-short period hot-Jupiter WASP-103b cover-
ing the wavelength range ≈400–600 nm using the FORS2 instrument on the Very Large Telescope. The light curves show signifi-
cant time-correlated noise which is mainly invariant in wavelength and which we model using a Gaussian process. The precision of
our transmission spectrum is improved by applying a common-mode correction derived from the white light curve, reaching typi-
cal uncertainties in transit depth of ≈2 × 10−4 in wavelength bins of 15 nm. After correction for flux contamination from a blended
companion star, our observations reveal a featureless spectrum across the full range of the FORS2 observations and we are unable
to confirm the Na absorption previously inferred using Gemini/GMOS or the strong Rayleigh scattering observed using broad-
band light curves. We performed a Bayesian atmospheric retrieval on the full optical-infrared transmission spectrum using the
additional data from Gemini/GMOS, HST/WFC3, and Spitzer observations and recover evidence for H2O absorption at the 4.0 σ

level. However, our observations are not able to completely rule out the presence of Na, which is found at 2.0 σ in our retrievals.
This may in part be explained by patchy/inhomogeneous clouds or hazes damping any absorption features in our FORS2 spectrum,
but an inherently small scale height also makes this feature challenging to probe from the ground. Our results none the less demon-
strate the continuing potential of ground-based observations for investigating exoplanet atmospheres and emphasize the need for
the application of consistent and robust statistical techniques to low-resolution spectra in the presence of instrumental systematics.

Key words: methods: data analysis – techniques: spectroscopic – stars: individual (WASP-103) – planetary systems.

1 IN T RO D U C T I O N

Transmission spectroscopy has proven to be a highly successful
method for probing the atmospheres of close-in exoplanets, allowing
us to infer the chemical composition and physical structure of
a planet’s atmosphere without needing to spatially resolve the
planet and star. During primary transit, when a planet crosses the
disc of a star from the point of view of an observer, a small
fraction of the stellar light is filtered through the annulus of the
planet’s atmosphere (Seager & Sasselov 2000; Brown 2001) with
the observed transit depth increasing at wavelengths corresponding

� E-mail: jwilson34@qub.ac.uk

to strong atomic and molecular absorption. The transit depth as
a function of wavelength (conventionally measured as a planet-
to-star radius ratio) is known as a transmission spectrum and is
sensitive to compositions along the day–night terminator of the
planet.

Transit and radial velocity surveys have revealed that a significant
subset of exoplanetary systems are surprisingly unlike anything
found in our own Solar System, and show a remarkably diverse
range of properties. This includes the discovery of highly irradiated
hot-Jupiters (e.g. Mayor & Queloz 1995; Charbonneau et al. 2000;
Henry et al. 2000) – gas giants with masses similar to Jupiter
orbiting extraordinarily close to their host stars – which exhibit a
wide variety of transmission spectra and a continuum from clear to
cloudy atmospheres (Sing et al. 2016).
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Substantial progress in the area of exoplanet atmospheric charac-
terization was first achieved using space-based instruments such as
the Hubble Space Telescope (HST) (e.g. Charbonneau et al. 2002;
Pont et al. 2008; Berta et al. 2012; Huitson et al. 2012; Pont et al.
2013; Kreidberg et al. 2014; Nikolov et al. 2015) and Spitzer Space
Telescope (e.g. Charbonneau et al. 2005; Deming et al. 2005; Barman
2007; Knutson et al. 2007; Demory et al. 2013), but ground-based
observations, utilizing multi-object differential spectrophotometry,
have been rapidly catching up with their own significant contributions
(e.g. Redfield et al. 2008; Snellen et al. 2008; Bean, Miller-Ricci
Kempton & Homeier 2010; Crossfield et al. 2013; Gibson et al.
2013b, a; Stevenson et al. 2014; Kirk et al. 2016; Lendl et al.
2016; Mallonn & Strassmeier 2016). The importance of ground-
based observations for exoplanetary science is set to continue well
into the era of the upcoming James Webb Space Telescope (JWST) by
complementing the newly acquired near- and mid-IR observations
with those obtained in the optical regime.

Here we report ground-based transmission spectroscopy results for
the ultra-hot Jupiter WASP-103b using the FOcal Reducer and Spec-
trograph (FORS2) mounted on the European Southern Observatory’s
(ESO) Very Large Telescope (VLT). FORS2 is a general-purpose im-
ager, spectrograph, and polarimeter (Appenzeller et al. 1998) which
has been shown to offer improved performance for exoplanet spec-
troscopy after undergoing an upgrade to its Linear Atmospheric Dis-
persion Corrector (Boffin et al. 2015), with detections of Na and K ab-
sorption and scattering by clouds and hazes in multiple exoplanet at-
mospheres (e.g. Sedaghati et al. 2015; Nikolov et al. 2016, 2018). Our
results are part of a large, ground-based, comparative survey which
aims to study the chemical compositions and occurrence rates of
clouds and hazes over the full range of mass and temperature regimes
(e.g. Nikolov et al. 2016; Gibson et al. 2017; Carter et al. 2020).

WASP-103b is an ultra-short period (P = 0.9 d), highly irradiated
(Teq ≈ 2500 K) hot-Jupiter discovered by Gillon et al. (2014). It
has a mass and radius significantly larger than Jupiter – 1.49 MJ

and 1.53 RJ respectively – and transits a late F-type (V ≈ 12.1)
main-sequence star. At a separation of less than 1.2 times the
Roche limit WASP-103b is expected to be in the late stages of
orbital decay and close to tidal disruption (e.g. Matsumura, Peale &
Rasio 2010; Patra et al. 2017). Staab et al. (2016) measured the
chromospheric activity of WASP-103 finding marginal evidence
that it was higher than expected from the system age (log(R′

HK)
= −4.57). Pass et al. (2019) found a dayside effective temperature of
≈3200 K using Gaussian process regression on WFC3 and Spitzer
secondary eclipse depth measurements. Meanwhile, Garhart et al.
(2020) calculated an effective temperature of ≈2500 K and measured
brightness temperatures in the 3.6 and 4.5 micron Spitzer bands of
≈2800 K and ≈3100 K, respectively.

Follow-up observations by Southworth et al. (2015) revealed
a strong wavelength-dependent slope in their broad-band optical
transmission spectrum which they concluded was too steep to be
caused by Rayleigh scattering processes alone. A re-analysis of the
same data by Southworth & Evans (2016) accounting for the flux
contamination of a previously unknown companion star (Wöllert &
Brandner 2015) instead showed a minimum around 760 nm and
increasing opacity towards both the blue and red. This overall
picture was subsequently confirmed by Delrez et al. (2018) from
an independent global analysis including a large fraction of the same
archival transit light curves. This surprising V-shaped transmission
spectrum cannot be easily explained by theoretical models and nor is
it confirmed by higher resolution observations with Gemini/GMOS,
which instead showed signs of enhanced absorption in the cores of the
Na and K features (Lendl et al. 2017) and no evidence for a Rayleigh

scattering signature, suggesting that WASP-103b might possess a
largely clear atmosphere at the terminator region. However, since
they did not have any data bluewards of 550 nm they were unable to
conclusively rule out the presence of a scattering slope.

In the near-IR, Cartier et al. (2017) found a featureless emission
spectrum using HST/WFC3 which was indistinguishable from that
due to an isothermal atmosphere and could be explained by either
a thermal inversion layer or clouds and/or hazes in the upper atmo-
sphere and suggested the need for additional optical observations in
order to differentiate between these possible explanations. Kreidberg
et al. (2018) observed a featureless transmission spectrum between
1.15 and 1.65μm with WFC3/Spitzer at the 1σ level after correcting
for nightside emission and determined that their phase-resolved
spectra were consistent with blackbody emission at all orbital phases,
attributing the lack of detection of dayside spectral features of water
to partial H2O dissociation.

This paper is structured as follows: we describe our observations
and data reduction steps in Section 2 and detail our light-curve
analysis and contaminant correction in Section 3; in Section 4 we
describe our atmospheric modelling approach and discuss our results
in Section 5. Finally, we offer our conclusions in Section 6.

2 FORS2 OBSERVATI ONS AND DATA
R E D U C T I O N

We observed a single transit of the hot-Jupiter WASP-103b during
the night of 2017 May 1 with the FORS2 spectrograph mounted
on the 8.2 m ‘Antu’ telescope of the VLT at the European Southern
Observatory, Paranal, Chile, as part of the large program 199.C-
0467 (PI: Nikolov). Our transit was observed using the GRIS600B
(hereafter 600B) grating covering the spectral range of 320–620 nm
with a total of 174 science exposures of 80 s each, covering a total
period of 310 min with a readout time of ∼30 s. FORS2 consists of
two 2k × 4k CCDs separated by a small detector gap with an image
scale of 0.25 arcsec pixel−1 in 2 × 2 binning mode, corresponding to
a field-of-view of 6.8 × 6.8 arcmin squared.

Observations of the target and two comparison stars were carried
out simultaneously in multi-object (MXU) spectroscopy mode. We
used a custom mask consisting of broad slits accurately centred on
the positions of WASP-103 and the comparison stars with a width
of 22 arcsec and length of 120 arcsec to reduce differential slit losses
from seeing variations and guiding inaccuracies. We found that one
of our comparison stars was significantly fainter than the other and so
we excluded this from our analysis and only used the brighter of the
two stars. Full width at half-maximum (FWHM) for the observations
was typically ∼3 pixels but reached a maximum of ∼7 pixels towards
the very beginning of the observations resulting in seeing-limited
resolution of R ≈ 450–1050, with airmass varying from a maximum
of 1.87 at the commencement of observations down to 1.18.

We used the FORS2 pipeline for standard bias and flat-field
corrections with relevant calibration frames taken before and after
the science exposures. However, we found that neither of these
corrections had a significant influence on our conclusions and
therefore we proceeded using only the raw frames for our final
analysis. Spectral extraction was performed in IRAF1/PYRAF2 using a

1IRAF is distributed by the National Optical Astronomy Observatory, which
is operated by the Association of Universities for Research in Astronomy
(AURA) under cooperative agreement with the National Science Foundation
2PYRAF is a product of the Space Telescope Science Institute, which is
operated by AURA for NASA
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FORS2 transmission spectroscopy of WASP-103b 5157

Figure 1. Example spectra of the target (black) and one reference star (red).
The coloured regions indicate the spectral bins used for extraction of the white
light curve (grey), spectroscopic light curves (blue), and the high-resolution
bins centred around the Na feature (magenta).

custom pipeline and summing an aperture radius of 15 pixels after
background subtraction (we found that a radius of 15 pixels resulted
in the lowest average uncertainties for our transmission spectrum).
We estimated the background contribution by taking the median
value in a region of pixels located 80–100 pixels either side of the
spectral trace. Example spectra of WASP-103 and the reference star
are shown in Fig. 1.

Wavelength calibration was performed using arc lamp exposures
with a calibration mask in place which is identical to the science mask
but with narrower 1 arcsec slit widths to obtain arcs with narrower
features for more precise calibration. We accounted for shifts in the
dispersion direction by cross-correlating the target spectra using the
H β line after normalizing the continua, and then cross-correlating
again between the target and comparison star using the same feature.
We then used the measured x-shifts to realign all spectra to the
reference spectrum’s wavelength scale. To check that our results
were not overly sensitive to the specific choice of feature we also tried
extracting the x-shifts by cross-correlating using the Na feature, but
found that this had little impact on our final transmission spectrum,
and therefore we present our results using only the H β alignment.

We found that the wavelength solution obtained from the reduction
pipeline resulted in small residual offsets between our target and
comparison star and so we decided to construct an alternative
solution using a set of well-resolved lines in the mean spectrum (after
realignment) and fitting Gaussians to each of these lines to accurately
determine the line centres. We used a Gaussian process (GP) to fit
the measured line centres. GPs are routinely used within the machine
learning community for Bayesian non-parametric regression prob-
lems and were introduced by Gibson et al. (2012) for the analysis of
systematics in exoplanet time series. We discuss our implementation
of GPs in Section 3.1. We also tried fitting using a second-order
polynomial but obtained near identical results. In principle, we could
fit with a higher order polynomial but this is unlikely to alter our
final transmission spectrum given that the changes are small when
compared to our bin widths and we proceeded using the wavelength
solution derived from the GP fit.

The time-series spectra were then used to construct the white light
curve by summing the flux of each stellar spectrum over a broad
wavelength range as shown in Fig. 1, and dividing the target star’s
flux by the comparison star’s flux, thereby correcting for the effects
of atmospheric transparency variations. We also constructed multiple

Figure 2. White light-curve of WASP-103b obtained with the 600B grism.
The red line shows the best-fitting model with blue shading indicating
plus/minus two standard deviations. The green line shows the systematics
model derived from the GP fit. Residuals are indicated below the light curve.
We clip any points over 4 σ from the fit, but preserve them for the common-
mode correction (shown in magenta, see Section 3.1).

‘spectral’ light curves by integrating over the narrower channels also
shown in Fig. 1 and discussed in Section 3.2. We tried varying the
total number of channels used in our analysis and found that, while
this altered the resolution and signal-to-noise of our results, it did
not significantly influence our conclusions. In the end we chose to
extract a total of 15 individual wavelength channels and the resulting
white light curve and spectral light curves are shown in Figs 2 and 3.

We also calculated the theoretical noise for our white light curve
and each of our spectral light curves, including the contributions
from photon noise, read noise, and the sky background. The average
electron counts per exposure for the white light curve was ≈9 × 107

for both the target and comparison star resulting in time-averaged
theoretical precision in the relative flux per exposure of ≈1.4 × 10−4.
The average electron counts per exposure for the spectral light curves
varied from ≈2 × 106 to ≈1 × 107 for the target star and ≈3 × 106

to ≈9 × 106 for the comparison. The time-averaged theoretical
precision in the relative flux per exposure for the spectral light curves
therefore ranges from ≈4 × 10−4 to ≈9 × 10−4.

Finally, we also extracted auxiliary measurements from the target
and comparison spectra, including the shifts in the dispersion and
cross-dispersion axes and the width of the spectral trace. Such
measurements can in principle be used to attempt to investigate the
cause of the instrument systematics in the light curves (e.g. Brown
2001; Gilliland & Arribas 2003; Pont et al. 2007; Swain et al. 2009;
Stevenson et al. 2010; Gillon et al. 2012; Huitson et al. 2013; Nikolov
et al. 2016), however in our case we found no obvious correlations
between the auxiliary measurements and the form of the systematics.

We used the PYLDTK toolkit (Parviainen & Aigrain 2015), which
uses the spectral libraries of Husser et al. (2013), to determine
the limb darkening parameters for the spectral response functions
(adopting the stellar values for WASP-103), and used the system
parameters and uncertainties for WASP-103b given in the discovery
paper (Gillon et al. 2014).

3 A NA LY SIS

3.1 White light-curve analysis

Rather than impose a pre-specified parametric form to describe
the unknown instrumental systematics, we follow the procedure

MNRAS 497, 5155–5170 (2020)
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5158 J. Wilson et al.

Figure 3. Spectral light curves for the 600B grism corresponding to the broad spectral channels shown in Fig. 1. The left-hand panel shows the raw light
curves before correction. The middle panel shows the light curves with best-fitting GP model after the common-mode correction. The right-hand panel shows
the residuals from the best-fitting model.

described by Gibson et al. (2012) and use a time-dependent GP3

to model the systematics as a stochastic process simultaneously
with a deterministic transit model derived from the equations of
Mandel & Agol (2002). This approach leads to a much more flexible
model for the instrumental effects, and being intrinsically Bayesian,
automatically helps mitigate against the possibility of overfitting. In
our case a GP defines a joint Gaussian probability distribution around
a transit mean function given by:

p( f |t,φ,θ) = N (T (t,φ), �(t,θ)) , (1)

where t is the vector of time measurements, T is the transit function
depending on t , and the transit parameters φ, f is the vector
of flux measurements and � is the covariance matrix which is
a function of t and the hyperparameters θ. GPs are capable of
including multiple inputs such as the optical state parameters which
describe the behaviour of the instrument, however given that we
found no obvious correlations between the instrumental systematics
and auxiliary measurements we proceeded to model the systematics
as time-correlated noise only. The instrumental systematics are fully
described by the covariance matrix which describes the correlation
between data points, and the covariance matrix itself is populated by

3For the implementation of our Bayesian inference, we made extensive use
of the PYTHON modules GeaPea and Infer which are freely available from
https://github.com/nealegibson

the covariance function, also known as a kernel (see Rasmussen &
Williams (2006) for a detailed discussion of kernels), with parameters
θ . For our analysis we used the Matérn 3/2 kernel defined as:

k(tn, tm|θ) = ξ 2(1 +
√

3 η �t) exp(−
√

3 η �t) + δnmσ 2, (2)

where ξ specifies the maximum covariance or height scale, � t is the
time difference of observations, η is the inverse characteristic length
scale, δnm is the Kronecker delta, and σ specifies the white noise
(assumed to be identical for all data points). The Matérn 3/2 kernel
can be viewed as a less smooth version of the more commonly
employed squared exponential kernel and our choice was mainly
motivated by the arguments outlined in Gibson et al. (2013b). As a
check we also ran the same analysis using the squared exponential
kernel but found that this had little effect on the final results. The
posterior probability distribution is then obtained by specifying
priors for the hyperparameters of the model and multiplying by
the marginal likelihood (in practice we use log priors and the log
marginal likelihood).

Our mean function is the deterministic transit model assuming a
circular orbit and the two parameter quadratic limb darkening law of
Claret (2000) with coefficients c1 and c2. In our analysis we held the
value of the period fixed to that reported by Gillon et al. (2014) and fit
for the central transit time (Tc), planet-to-star radius ratio (ρ = Rp/R�)
and a further two parameters of a linear baseline model of time (foot,
Tgrad). We chose to fix the values for the system scale (a/R�) and
the impact parameter b at the tightly constrained values reported in

MNRAS 497, 5155–5170 (2020)
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Table 1. Transit parameter values used in the fitting of the white light curve.
The orbital period, system scale, and impact parameter were held fixed and
Gaussian priors were placed on the following parameters with the mean and
standard deviations given below.

Parameter Value

P 0.925542 d (fixed)
a/R� 2.999 (fixed)
b 0.14 (fixed)
ρ 0.1127 ± 0.0009
c1 0.614 ± 0.004
c2 0.102 ± 0.005

Southworth et al. (2015) and set a Gaussian prior for the planet-to-star
radius ratio also using their reported value. This was to help facilitate
a direct comparison with the results from Kreidberg et al. (2018) who
adopted these parameter values for their analysis. This constrains the
white light curve parameters to previously derived values and enables
us to recover a more accurate systematics model. As a test, we also
performed an independent fit to our white light curve to check the
validity of our assumed parameter values. Both of the parameters
which we chose to fix in our analysis were found to be consistent
within 1 σ to those of Southworth et al. (2015), though the measured
planet-to-star radius ratio was found to be slightly higher (within 2 σ ).
However, since our retrieval accounts for an offset in the planet-to-
star radius ratio between the different data sets (see Section 4.2 for
a description of our atmospheric retrieval using AURA), we do not
expect this discrepancy to significantly affect our results. In addition,
common-mode corrections can lead to biases in the mean level of the
transmission spectrum for each instrument/transit if the correction is
inaccurate. This does not affect the relative transmission spectrum for
each individual transit observation, but can lead to offsets between
data sets which should be taken into account in the interpretation.

We also placed Gaussian priors on the limb darkening parameters
c1 and c2 with a mean and uncertainty determined from the best
fit values from PYLDTK, and additionally restricted their values to
ensure that the brightness of the stellar surface is positive with
a monotonically decreasing intensity profile using the following
boundary conditions (e.g. Kipping 2013):

c1 + c2 < 1,

c1 > 0,

c1 + 2c2 > 0. (3)

As another check we also repeated our analysis having fixed the limb
darkening parameters to their best fit values but found this did not
affect the conclusions of our study. We summarize the assumed values
for the white light curve in Table 1. The kernel hyperparameters are
variable in our fit but we fit for log ξ and log η with uniform priors in
log space which is the natural parametrization for scale parameters
(e.g. Gibson et al. 2013a,b). We also constrain the length scale to
be no smaller than the cadence of our observations and no larger
than twice the total duration with lower frequency systematics being
accounted for in the baseline function.

Our best-fitting model for the white light curve is obtained by
optimizing the posterior over the transit and kernel parameters using
a differential evolution algorithm with the values from Gillon et al.
(2014) and Southworth et al. (2015) as the starting point, and then
fine-tuning our estimated values using a Nelder–Mead simplex algo-
rithm. Due to some high-frequency systematics (most likely caused
by thin clouds), which occur before and at the beginning of ingress,
we clip any data points over 4 σ from our white light-curve fits,

to avoid biasing our systematics model towards short length scales.
Nonetheless, the clipped points are retained in the common-mode
correction, to correct similar high-frequency systematics also present
in the spectroscopic light curves. We verified that this process did
not significantly affect our final transmission spectrum by obtaining
near identical results when the points are included in the GP fit. We
then marginalize our posterior distribution using a Markov–Chain
Monte Carlo (MCMC) method to obtain uncertainty estimates for our
parameters. For each of our light curves we used four independent
chains of length 80 000, discarding the first 40 per cent of samples
in the chain and checking for mutual convergence using the Gelman–
Rubin statistic. We derive our best-fitting systematics model by sepa-
rating the mean of our GP (conditioned on the observed data) from the
transit model and use this for our common-mode correction for the
spectroscopic light curves. The best-fitting white light-curve model
and derived systematics model and residuals are shown in Fig. 2.

3.2 Spectroscopic light-curve analysis

For the spectroscopic light curves, we first extracted individual low-
resolution channels using uniform bins with a width of 150 Å as
shown in Fig. 1. In total we extracted 15 of these low-resolution
channels and the resulting light curves are shown in the left-hand
panel of Fig. 3. The spectroscopic light curves are corrupted by
significant systematics which are similar in shape to that seen for
the white light curve, and which are mainly invariant in wavelength.
This allows us to correct the spectral light curves prior to model
fitting by dividing through by the common-mode correction which
we derive from the white light curve. We also subtract the residuals
from the white light curve and its best-fitting model to remove any
remaining high-frequency systematics. This process removes much
of the common signal in the light curves and results in significant
improvements to the precision of our transmission spectrum without
affecting the relative value of the planet-to-star radius ratio.

After correction we fit each spectroscopic light curve using the
same method outlined above for the white light curve except we
fix the central transit time to the best-fitting value inferred from the
white light-curve analysis, and allow the planet-to-star radius ratio,
limb darkening parameters, normalization parameters, and kernel
hyperparameters to vary for each light curve fit. We set broad normal
priors for the limb darkening coefficients centred at the best-fitting
values determined using PYLDTK, but increased the uncertainties for
our prior to have a standard deviation of 0.1 in order to allow a
greater degree of flexibility in our model. We again optimize the
transit and kernel parameters using a differential evolution algorithm
and fine-tuned using a Nelder–Mead simplex algorithm. We clip any
outliers over 4 σ from our predictive distribution for each individual
fit (typically only 1–2 points for each light curve) before running the
same MCMC procedure to explore our posterior distribution as for
the white light curve.

The best-fitting GP models are shown in Fig. 3 and we summarize
the derived planet-to-star radius ratios and associated uncertainties
in Tables 2 and 3.

3.3 Investigation of sodium feature

Enhanced absorption from the alkali metals Na and K has been
detected for a range of exoplanets as pronounced features in their
transmission spectra (e.g. Charbonneau et al. 2002; Sing et al. 2011;
Huitson et al. 2012; Nikolov et al. 2014; Sing et al. 2015; Wyttenbach
et al. 2015; Nikolov et al. 2016, 2018), whilst many others have
shown only partially or highly attenuated features or even completely
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5160 J. Wilson et al.

Table 2. Transmission spectrum for WASP-103b recovered from the FORS2
low-resolution spectroscopic light curves.

Wavelength Radius ratio Limb darkening
Centre [Range] (Å) Rp/R� c1 c2

3943 [3868–4018] 0.11352 ± 0.00292 0.860 − 0.066
4093 [4018–4168] 0.11076 ± 0.00100 0.797 0.020
4243 [4168–4318] 0.11241 ± 0.00140 0.856 − 0.057
4393 [4318–4468] 0.11162 ± 0.00105 0.749 0.035
4543 [4468–4618] 0.11095 ± 0.00068 0.730 0.053
4693 [4618–4768] 0.11205 ± 0.00047 0.696 0.078
4843 [4768–4918] 0.11168 ± 0.00085 0.631 0.111
4993 [4918–5068] 0.11280 ± 0.00059 0.645 0.093
5143 [5068–5218] 0.11309 ± 0.00049 0.624 0.094
5293 [5218–5368] 0.11176 ± 0.00062 0.600 0.107
5443 [5368–5518] 0.11330 ± 0.00045 0.581 0.109
5593 [5518–5668] 0.11143 ± 0.00057 0.563 0.119
5743 [5668–5818] 0.11103 ± 0.00055 0.544 0.125
5893 [5818–5968] 0.11163 ± 0.00101 0.529 0.128
6043 [5968–6118] 0.11106 ± 0.00092 0.516 0.129

Table 3. Transmission spectrum for WASP-103b recovered from the FORS2
high-resolution spectroscopic light curves centred on the Na feature.

Wavelength Radius ratio Limb darkening
Centre [Range] (Å) Rp/R� c1 c2

5833 [5818–5848] 0.11154 ± 0.00117 0.535 0.130
5863 [5848–5878] 0.11240 ± 0.00105 0.525 0.131
5893 [5878–5908] 0.11329 ± 0.00137 0.535 0.121
5923 [5908–5938] 0.11187 ± 0.00117 0.528 0.130
5953 [5938–5968] 0.11112 ± 0.00177 0.524 0.129

featureless spectra due to the presence of clouds and/or hazes in
the upper atmosphere (e.g. Gibson et al. 2013b; Line et al. 2013;
Lendl et al. 2016). Despite possessing both a high temperature and
large radius, WASP-103b nevertheless represents a challenging target
for transmission spectroscopy observations, with the amplitude of
potential absorption features predicted to be intrinsically small due
to its high mass and density. However, signs of enhanced Na and K
absorption have previously been observed using Gemini/GMOS by
Lendl et al. (2017) and we attempted to confirm the Na feature in
our FORS2 data by extracting five additional high-resolution light
curves in addition to the low-resolution light curves described above.

For our high-resolution channels we used 30 Å bins with the central
bin placed at the mid-point of the Na doublet at 5892.9 Å and two bins
either side in the neighbouring continuum. Only Na is covered by the
600B grism and so we are unable to search for additional K absorption
using the FORS2 data set. The resulting light curves show similar
systematic features as for the white light curve and low-resolution
light curves and so we fitted each of these light curves following the
same steps as before, applying the same common-mode correction.
The narrow spectral bins used for extraction are shown in Fig. 1 and
the corresponding light curves in Fig. 4.

3.4 Correction for contaminant star

Previous observations (e.g. Wöllert & Brandner 2015; Ngo et al.
2016; Cartier et al. 2017) have revealed that WASP-103 harbours a
faint K5V companion star (Teff ≈ 4400 ± 200 K) within 0.24 arcsec
and it is likely that this pair is gravitationally bound. Flux contami-
nation from a blended companion has the potential to introduce addi-
tional wavelength-dependent effects in both transmission and emis-

sion spectra if not properly accounted for (e.g. Crossfield et al. 2012;
Lendl et al. 2016). At such a small angular separation both of these
stars are blended in our observations necessitating a contaminant
correction which we implemented as follows: first we obtained the-
oretical PHOENIX spectra (Husser et al. 2013) for WASP-103 and the
companion interpolated to the stellar properties reported in Cartier
et al. (2017). We then estimate the flux contribution integrated over
each of our wavelength channels due to the contaminant given by:

Fcont

FW103
=

(
Rcont

RW103

)2 (
Mcont

MW103

)
, (4)

where Mcont and MW103 are the integrated model fluxes for each
passband and Rcont/RW103 is the contaminant to target radius ratio.
Finally, we used the estimated flux contributions to apply dilution
correction factors to each spectral bin in order to account for the
contamination and the resulting flux ratios and decontaminated
planet-to-star radius ratios are shown in Table 4. Our estimated
values are consistent (over the overlapping wavelengths) with those
calculated by Lendl et al. (2017) who used a similar method to
obtain their estimates. For our analysis, we have simply applied the
correction factors to our measured radius ratios and uncertainties
and have not attempted to account for the small uncertainties which
are introduced by these factors. There are a number of other models
available which could be used to estimate the flux contamination, the
specific choice of which could potentially result in different spectral
shapes. Lendl et al. (2017) estimated the uncertainties introduced
by adopting the PHOENIX model of the K5V companion by carrying
out a large number of simulations and found that, while the entire
transmission spectrum may be subject to an overall offset of 0.0013
in Rp/R�, any introduced wavelength-dependent slopes are small and
therefore unlikely to significantly alter our results even in the most
extreme case. The overall effect of our contaminant correction is to
add a vertical shift to the transmission spectrum. An indication of the
applied contaminant correction is shown in the lower panel of Fig. 5.

Our decontaminated FORS2 transmission spectrum for WASP-
103b is shown in the top panel of Fig. 5. Our results are consistent
with a linear fit to the transmission spectrum with a χ2 value of 19.62
for 13 degrees of freedom or reduced χ2 of 1.51, and we calculate
a low significance for the Na feature (< 1.5 σ ). We discuss these
results further in Section 5.

4 ATMOSPHERI C MODELLI NG

4.1 Goyal forward models

We combined the optical data from the FORS2 and GMOS obser-
vations with those obtained by Kreidberg et al. (2018) using WFC3
and Spitzer in the near-IR to produce a complete, optical-infrared
transmission spectrum of WASP-103b. Our system scale and incli-
nation parameters are fixed to those assumed in the WFC3/Spitzer
analysis and we apply a small offset to the GMOS spectrum (≈–
4 × 10−6 Rp/R�) calculated using the overlapping FORS2/GMOS
region to stitch the spectra together in the vertical direction, account-
ing for the difference in white light-curve parameters. We compared
the full transmission spectrum with a generic grid of forward models
generated using the 1D radiative–convective equilibrium code ATMO

(Amundsen et al. 2014; Tremblin et al. 2015, 2016; Drummond et al.
2016; Goyal et al. 2018). Each model in the grid assumes chemical
equilibrium abundances and isothermal pressure–temperature (p–T)
profiles with the entire grid exploring 24 equilibrium temperatures
from 300 to 2600 K in steps of 100 K, six metallicities (0.1–
200 x solar), four planetary gravities (5–50 ms−2), four C/O ratios
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FORS2 transmission spectroscopy of WASP-103b 5161

Figure 4. Same as Fig. 3, showing the five additional light curves extracted using the high-resolution channels shown in Fig. 1 centred around the Na feature.

Table 4. Calculated flux ratios used to derive the correction factors for each
spectral bin and resulting decontaminated transmission spectrum.

Wavelength Flux ratio Radius ratio
Centre [Range] (Å) Fcont/FW103 Rp/R�

3943 [3868–4018] 0.019 0.11459 ± 0.00295
4093 [4018–4168] 0.021 0.11191 ± 0.00102
4243 [4168–4318] 0.024 0.11375 ± 0.00106
4393 [4318–4468] 0.028 0.11317 ± 0.00115
4543 [4468–4618] 0.034 0.11283 ± 0.00070
4693 [4618–4768] 0.035 0.11399 ± 0.00048
4843 [4768–4918] 0.038 0.11378 ± 0.00087
4993 [4918–5068] 0.035 0.11476 ± 0.00060
5143 [5068–5218] 0.031 0.11483 ± 0.00050
5293 [5218–5368] 0.043 0.11414 ± 0.00064
5443 [5368–5518] 0.044 0.11577 ± 0.00046
5593 [5518–5668] 0.048 0.11408 ± 0.00059
5743 [5668–5818] 0.051 0.11383 ± 0.00056
5893 [5818–5968] 0.052 0.11449 ± 0.00104
6043 [5968–6118] 0.053 0.11397 ± 0.00095

central high-resolution channel
5893 [5883–5903] 0.048 0.11598 ± 0.00140

(0.35–1.0) and four parameters each describing scattering hazes
and uniform clouds. The haze parameter defines the wavelength-
dependent Rayleigh scattering profile for small particles whilst
the cloud parameter defines the uniform grey scattering profile,
simulating the effects of a cloud deck from 0 to 100 per cent cloud
opacity across all wavelengths. Each of the models considers H2 -
H2, H2 - He collision-induced absorption (CIA) and opacities due to
H2O, CO2, CO, CH4, NH3, Na, K, Li, Rb, Cs, TiO, VO, FeH, PH3,
H2S, HCN, SO2, and C2H2. The source of these opacities and their
pressure broadening parameters can be found in Amundsen et al.
(2014) and Goyal et al. (2018) and we adopt the Na and K pressure
broadened line profiles from Burrows, Marley & Sharp (2000).

The generic model grid is baselined for a Jupiter radius planet
around a Solar radius star and each model in the grid can then
be scaled based on the planetary radius, stellar radius, and surface
gravity of WASP-103b using the scaling relationship derived in
Goyal et al. (2018). We note that since we fit for the tempera-
ture, we do not scale to the planetary equilibrium temperature in
the equation (i.e. the temperature terms cancel out). The generic
model grid has been developed for two different condensation
schemes: ‘local’ and ‘rainout’ condensation. In the ‘local conden-
sation’ scheme each model level is independent, with the chemical
composition depending only on elemental abundances and local
conditions of pressure and temperature. In this scheme, any con-
densates which form will deplete elements only within that layer
of the atmosphere. In the ‘rainout’ scenario, condensates which
form will also deplete elements in all layers above, in addition
to the local layer, and the chemical abundances of each layer
will therefore also be dependent on all other deeper layers of the
atmosphere.

Our best-fitting model is found after scaling to the parameters of
WASP-103b and using a least-squares minimization procedure with
free vertical offset in Rp/R� (see Goyal et al. 2018 for further details of
the grid parameters and implementation). Here we only consider the
rainout condensation scenario, although we note that using the local
condensation approach made little difference to our interpretation of
the observed spectrum. Our best-fitting model is shown in the top
panel of Fig. 6 along with full cloud/full haze models for comparison.
Our best-fitting model favours a clear atmosphere with T = 1700 K,
supersolar metallicity [M/H] = + 1.7, solar C/O ratio [C/O] = 0.56,
and planetary gravity g = 10 m s−2 corresponding to a χ2 of 81.46
for 44 degrees of freedom or reduced χ2 of 1.89. Our model shows
evidence of H2O at 1.4 microns and no evidence of either clouds or
hazes. We obtain a reduced χ2 of 3.01 and 1.99 for the full haze and
full cloud models, respectively (note that the models shown in the
top panel of Fig. 6 have been subsequently, and arbitrarily, shifted
for clarity).
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5162 J. Wilson et al.

Figure 5. FORS2 transmission spectrum of WASP-103b. The top panel shows the contaminant corrected spectrum. The blue points are the results for the
low-resolution light curves. The red triangle is the central high-resolution channel centred on Na and the grey triangles show the high-resolution channels located
either side. The grey dashed lines correspond to the mean of the transmission spectrum plus and minus 3 atmospheric scale heights. The gold line shows an
example model assuming a clear atmosphere at the terminator. We do not attempt to fit this model to the data, but simply over plot it for reference. The brown
dashed line in the lower panel gives an indication of the applied contaminant correction.

4.2 Atmospheric retrieval with AURA

In addition to the forward modelling described above, we performed
a Bayesian atmospheric retrieval on the full data set to try to constrain
the atmospheric composition and temperature structure at the day–
night terminator of WASP-103b. Our retrieval uses an adaptation
of the retrieval code AURA (Pinhas et al. 2018; Welbanks & Mad-
husudhan 2019), with the method having already been successfully
implemented for a number of transmission spectra (e.g. Pinhas et al.
2018; Pinhas et al. 2019; Welbanks & Madhusudhan 2019; Mad-
husudhan et al. 2020). Our atmospheric retrieval code consists of two
components: a forward model to predict the atmospheric spectrum
and an algorithm for statistical parameter estimation. The model
solves line-by-line radiative transfer for a transmission geometry
and assumes hydrostatic equilibrium, a plane-parallel atmosphere
and uniform volume mixing ratios. In addition to CIA we include
the sources of chemical opacity expected to be prominent in hot-
Jupiter atmospheres in the observed spectral range: H2O, Na, K,
TiO, VO, AlO, HCN, CO, and CO2. Cross-sections for these sources
are calculated by Gandhi & Madhusudhan (2017) from a range of
data bases (Rothman et al. 2010, 2013; Richard et al. 2012; Tennyson
et al. 2016) including EXOMOL (Yurchenko, Barber & Tennyson
2011; Barber et al. 2013; Yurchenko & Tennyson 2014; Tennyson
et al. 2016), HITEMP (Rothman et al. 2010), and HITRAN (Richard
et al. 2012). The model uses a parametrized, 1D p–T profile with
the atmosphere divided into three distinct zones defined by pressure
values P1, P2, and P3. T0 (in Kelvin) defines the temperature at the
top of the atmosphere, while α1 and α2 describe the gradient of
the profile. The model also includes the a priori unknown reference
pressure Pref at Rp. Our model also considers the contributions from
homogeneous/inhomogeneous cloud/haze coverage (MacDonald &
Madhusudhan 2017). This is parametrized with a cloud-deck altitude

(Pcloud, in bars), a Rayleigh enhancement factor (a, a linear scaling of
the opacity from H2 Rayleigh scattering), and γ , which describes the
Rayleigh scatting slope. Finally, we include a term φ̄, which describes
the terminator averaged cloud/haze contribution. This varies between
0 (clear atmosphere) and 1 (fully cloudy atmosphere), where the
forward model is computed both with and without the cloud/haze
model before being averaged (with weighting governed by φ̄). For
more details on these parameters and a detailed description of the
method see Pinhas et al. (2018).

A statistical sampling algorithm is used to infer the properties
of the exoplanetary atmosphere – i.e. the posterior distributions of
the forward model parameters and their credibility intervals. For
our retrieval we used the Nested Sampling algorithm MULTINEST

(Feroz, Hobson & Bridges 2009) implemented with PYMULTINEST

(Buchner 2014) which, in addition to robust parameter estimation,
also allows calculation of the Bayesian evidence term Z , facilitating
model comparison and the calculation of detection significances. Our
abundances are presented as the average terminator volume mixing
ratios Xi = ni/ntot. The normalized abundance is relative to a ‘solar’
value – that expected in equilibrium at the relevant temperature for
an atmosphere with solar elemental abundances (e.g. Asplund et al.
2009; Madhusudhan 2012). We employed a uniform prior between
800 and 2800 K for the temperature at the top of the atmosphere. We
follow a similar procedure to that outlined in Pinhas et al. (2018)
and set an upper limit on the prior for T0 to be a few 100 K above
the equilibrium temperature (Teq ≈ 2500 K). The reason for this
restriction is that the value for T0 is expected to be significantly below
the equilibrium temperature, and allowing for much higher values can
lead to unphysical solutions (see Table A1 in the appendix for the
full list of our assumed priors). We also include an offset between
the data sets as a free parameter in our retrieval to account for any
remaining discrepancies in the overall levels.
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FORS2 transmission spectroscopy of WASP-103b 5163

Figure 6. Combined optical-infrared transmission spectrum of WASP-103b obtained from FORS2, Gemini/GMOS, WFC3, and Spitzer observations. The blue
points are the results from the low-resolution FORS2 light curves. The green and orange points are the results from Lendl et al. (2017) and Kreidberg et al.
(2018), respectively. The red triangles show the result for our high-resolution bin centred on the Na feature. The magenta triangles show the high-resolution Na
and K measurements from Lendl et al. (2017) (Na measurement slightly offset for clarity). The top panel shows the best-fitting model (purple line) from our
forward modelling along with the best-fitting full cloud (crimson) and full haze (turquoise) models for comparison. Both of these models have been slightly offset
from the best fit for clarity. The middle panel shows the median fit (red line) from the retrieval analysis using AURA along with the 1 and 2 sigma significance
contours (red/light red). The lower panel shows the median fit (purple line) from the retrieval analysis using NEMESIS along with the 1 and 2 sigma significance
contours (purple/light purple). For all panels the dashed lines correspond to the mean of the transmission spectrum plus and minus 3 atmospheric scale heights.

Table 5. Retrieved terminator H2O and Na abundances, solar-normalized
abundances and detection significances using AURA.

Species Abundance Normalized abundance Significance

H2O −1.73+0.38
−0.55 40 4.0-σ

Na −3.02+0.98
−2.43 600 2.0-σ

Our retrieval indicates a detection of H2O with a significance
of 4.0 σ . We retrieve a terminator H2O abundance of log(XH2O)
= −1.73+0.38

−0.55, corresponding to a ∼40 × solar abundance
composition. We also constrain the Na abundance to log(XNa)
= −3.02+0.98

−2.43 though with a low significance (2.0 σ ) and constrain
the terminator-averaged cloud/haze fraction φ̄ to be 0.35+0.15

−0.15.
The retrieved H2O and Na abundance estimates, solar-relative
abundances and detection significances are listed in Table 5 and

the median fit along with the 1 and 2 sigma confidence contours
are shown in the middle panel of Fig. 6. The complete atmospheric
retrieval results including marginalized posterior probability
densities are presented in Table A1 and Fig. A1 in the appendix.

4.3 Atmospheric retrieval with NEMESIS

We also compared the results from our AURA retrieval to those
obtained using the NEMESIS radiative transfer and retrieval algorithm.
NEMESIS (Non-linear optimal Estimator for MultivariatE spectral
analySIS) was originally designed to model Solar System objects
(Irwin et al. 2008) but has since been modified for exoplanet
atmospheres (e.g. Lee, Fletcher & Irwin 2012; Barstow et al. 2013;
Lee et al. 2014; Barstow et al. 2017; Barstow et al. 2020; Bruno
et al. 2020). In its original form NEMESIS paired a fast correlated-
k (Lacis & Oinas 1991) forward model with an efficient optimal
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estimation algorithm for parameter estimation (Rodgers 2000),
though more recently this has been upgraded to take advantage
of the PYMULTINEST algorithm (Krissansen-Totton et al. 2018),
allowing for full exploration of non-Gaussian posterior distributions.
As with our AURA retrieval we also include CIA and the sources for
our opacities are found in various databases including those from
Borysow & Frommhold (1989), Borysow & Frommhold (1990),
Borysow, Frommhold & Moraldi (1989), Borysow, Jorgensen &
Zheng (1997), Borysow (2002), EXOMOL (Chubb et al. 2020), and
NIST (Kramida et al. 2019). We assume an isothermal p–T profile
and represent clouds with the cloud top and base pressures and index
of the scattering slope as free parameters in the model, along with
the total optical depth. We use similar prior ranges as for the AURA

retrieval.
We find our results from NEMESIS are in excellent agreement with

those obtained from AURA, with the log opacity of −3.98+3.72
−3.70 being

consistent with a clear atmosphere and terminator abundances for
H2O and Na of log(XH2O) = −1.33+0.22

−0.58 and log(XNa) = −3.25+1.43
−4.34,

respectively. The retrieved abundance estimates agree within 1 σ with
the corresponding AURA estimates, giving us further confidence in
the model fits. Our best-fitting retrieval model along with 1 and 2
sigma significance contours are shown in the lower panel of Fig. 6
and the complete retrieval results including marginalized posterior
probability densities are given in Table A2 and Fig. A2 in the
appendix.

5 D ISCUSSION

WASP-103b is an ultrashort period hot-Jupiter with a mass and radius
of 1.49 MJ and 1.53 RJ, respectively, it has an equilibrium temperature
close to 2500 K, a surface gravity ≈15 m s−2 and an atmospheric
scale height ≈600 km or 0.0006 Rp/R�. Southworth et al. (2015)
observed a strong (7.3 σ ) wavelength-dependent slope in the optical
and found that this held even after applying a correction for the
contaminant star (Southworth & Evans 2016). Conversely, Lendl
et al. (2017) observed signs of strong absorption in the cores of both
the alkali features using Gemini/GMOS but did not recover the V-
shaped pattern or any evidence for a Rayleigh scattering signature.
A study by Kreidberg et al. (2018) revealed a featureless nightside-
corrected transmission spectrum which was consistent with a flat
line fit within 1 σ across the WFC3 and Spitzer bands. Additionally,
they determined that their phase-resolved spectra were consistent
with blackbody emission and attributed the lack of detection of H2O
features to partial dissociation.

Several recent studies (e.g. Helling et al. 2019a,b) suggest that
the large temperature gradients expected for ultra-hot Jupiters such
as WASP-103b likely lead to cloud-free daysides but rather cloudy
nightsides. Furthermore, the regions probed by transmission spec-
troscopy observations may not be homogeneously cloudy and can
also feature strong morning/evening terminator asymmetries, with
similar asymmetries expected for the amount of observable gas in
these regions.

Staab et al. (2016) estimated the log(R′
HK) value for WASP-103

finding it to be ≈4.57 which was higher than expected from the
system age. However, despite this activity we do not expect the
corresponding stellar heterogeneity to result in a measurable offset
in our transmission spectrum given the spectral type (F8V) of the
host star. In Rackham, Apai & Giampapa (2019) the estimated
contamination for an F8 dwarf is a factor of ∼1.001 to ∼1.002,
corresponding to an offset in transit depth of ∼0.0025 per cent which
is within the error of our measurements.

5.1 FORS2 transmission spectrum

Our decontaminated FORS2 transmission spectrum is shown in Fig. 5
along with an example model which assumes a clear atmosphere at
the terminator. The horizontal lines show the weighted average and
plus and minus three scale heights, with one scale height corre-
sponding to ≈600 km or 1 × 10−3 in transit depth. Our uncertainties
range from ≈5 × 10−4 at the centre of the grism to � 2 × 10−3

at the edges showing that our applied common-mode correction is
most accurate over the central wavelength bands. We performed a
least-squares fit for a horizontal line using a Levenburg–Marquardt
algorithm and calculate a χ2 of 25.18 for 14 degrees of freedom or
reduced χ2 of 1.80 for the decontaminated transmission spectrum.
We find an improved fit for a linear model including an upwards
slope with a χ2 of 19.62 for 13 degrees of freedom or reduced χ2 of
1.51 and so we are unable to reject a featureless model. In both cases
the major contribution to the χ2 value stems from a single outlier
at ∼5500 Å which does not correspond to absorption from any of
the species considered in our retrieval. Masking this single point in
our calculation results in a reduced χ2 close to unity. We calculate
the significance of the central high-resolution Na measurement to
be < 1.5 σ . To facilitate a more direct comparison to the results
from Lendl et al. (2017), we also extracted an additional high-
resolution channel centred on the Na feature with a bin width of
20 Å (the smallest bin width used in their study). Whilst we do
observe a slightly higher value for the planet-to-star radius ratio when
compared to our 30 Å bin, we also recover a correspondingly larger
uncertainty and calculate a significance of ≈1.2 σ . We therefore
conclude that we do not detect strong evidence of Na absorption in our
FORS2 data set. Additionally, we find no evidence for a wavelength-
dependent slope towards the blue which would also appear to rule
out the strong Rayleigh scattering signature previously inferred. Our
measured value for the high-resolution Na channel is lower than
that reported by Lendl et al. (2017), though the measurements agree
within their 1 σ uncertainties. The significance of our measurement
is also slightly reduced (down from ≈1.7 σ for GMOS to ≈1.2 σ

for FORS2). One possible explanation for this systematic offset in
the narrow-band feature is the different methods used to treat the
instrumental systematics. In their analysis, Lendl et al. (2017) used
parametric baseline models along with a common noise model to
account for the systematic effects and they performed model selection
via the Bayesian information criterion (BIC) to optimally choose
from amongst the possible models.

The absence of a pressure broadened Na feature in our FORS2
transmission spectrum could most easily be explained by the presence
of a high-altitude cloud deck which acts to obscure the lower regions
of the planetary atmosphere and reduces the strength of the spectral
features. However, neither the results of our forward modelling
nor our retrieval analyses strongly support this conclusion, with
each favouring a relatively clear atmosphere at the terminator. Our
retrieved value (φ̄ = 0.35+0.15

−0.15) for the cloud/haze fraction parameter
using AURA is not consistent with a thick cloud deck acting as a
grey absorber, though it perhaps indicates some degree of patchy
or inhomogeneous clouds/hazes which may still contribute to the
muting of spectral features in the FORS2 spectrum. Furthermore, due
to a high mass and density, the amplitude of potential absorption fea-
tures in the atmosphere of WASP-103 is predicted to be intrinsically
small. Therefore the most likely explanation is that a combination of
inadequate signal-to-noise and a relatively small atmospheric scale
height makes the robust detection of Na in the atmosphere of WASP-
103b challenging to obtain from the ground. A further possible
explanation is that with such high temperatures Na is largely ionized
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in the part of the atmosphere that dominates the transmission light
curves, leading to low abundances and a small Na feature. This
scenario is similar to that found for WASP-18b (Helling et al. 2019a)
where the low-pressure part of the terminators show more Na+ than
Na. In principle, this could also be the case for K. A final possibility is
that Na is not present in the atmosphere, though given its equilibrium
temperature (≈2500 K) this explanation is less likely. Higher signal-
to-noise observations would be useful to definitively choose between
these possible scenarios whilst higher resolution observations will be
required to detect the Na core if clouds are present in the atmosphere.
With sufficient signal-to-noise (e.g. with MIRI on JWST), it may be
possible to verify the presence of cloud species in the mid-infrared
where the cloud spectral signatures are more distinct, and perhaps
even put constraints on their composition (e.g. Wakeford et al. 2018).

5.2 Combined transmission spectrum

Fig. 6 shows our full optical-infrared transmission spectrum for
WASP-103b incorporating the FORS2, GMOS, WFC3, and Spitzer
data. Our retrieval analyses indicate a detection of H2O absorption in
the near-IR with a significance of 4.0 σ . All of our best-fitting models
favour a relatively clear atmosphere at the terminator region. Our
best-fitting forward model has greater than solar metallicity ([M/H] =
+ 1.7) and solar C/O ratio ([C/O] = 0.56). The retrieved temperature
using AURA (∼ 2300 K) is significantly higher than the best-fitting
temperature from the Goyal grid (∼ 1700 K). One explanation for
this is that for higher temperatures the Goyal grid predicts prominent
TiO/VO absorption features in the optical and these features are
not well matched to the observed FORS2 and GMOS data sets.
Therefore the model tends to favour the highest temperature in the
grid which does not result in strong TiO/VO absorption. Another
possible explanation is that the Goyal grid uses isothermal p–T
profiles whilst the AURA retrieval uses a parametrized profile. The
majority of carbon bearing species in the atmosphere are covered
by the Spitzer observations and the significant uncertainties in these
measurements means that we are unable to put any meaningful con-
straints on the carbon abundance, with the low retrieved abundances
for CO/CO2 possibly reflecting the lack of data in the relevant parts
of the spectrum. It is important to acknowledge that the differing
paradigms used in the modelling, i.e. equilibrium models versus
free chemistry, lead to differing assumptions about the physical and
chemical properties of the atmosphere. On the one hand, equilibrium
models may lack the full flexibility required to model the wide range
of exoplanetary atmospheres which could deviate significantly from
equilibrium assumptions (Madhusudhan 2018), whilst on the other
it is possible that the free chemistry approach could result in some
un-physical combinations of parameters.

In their analysis Kreidberg et al. (2018) found that their nightside-
corrected transmission spectrum was consistent with a flat line fit at
the 1 σ level across the WFC3 and Spitzer bands and concluded that
they did not detect any evidence of H2O absorption. However, in that
analysis they also found that their corrected spectrum was consistent
with predictions from a general circulation model including H2O
features in the WFC3 bandpass and suggested that further high-
precision observations might render these features detectable. One
potential explanation for our contrasting result is that Kreidberg
et al. (2018) only had access to the WFC3 and Spitzer data and
their analysis did not include the additional optical data from
FORS2 and GMOS. Having access to the full optical-infrared data
is important for obtaining accurate retrievals as precise modelling of
the continuum is crucial for breaking degeneracies between model
parameters (Pinhas et al. 2018; Wakeford et al. 2018). Furthermore,

our retrieval method also includes the possibility of patchy cloud
coverage which can affect the shape of the H2O feature in the WFC3
bandpass depending on the degree of cloud coverage (e.g. Line &
Parmentier 2016). We calculated the χ2 value for a featureless
(flat) fit to the WFC3 data alone finding a reduced χ2 > 2. We
therefore conclude that our retrieval results provide reasonable
evidence for H2O absorption at the day-night terminator of WASP-
103b. Kreidberg et al. (2018) also demonstrated that WASP-103b
shows poor heat redistribution between the day and night sides and
so one possible explanation as to why they did not detect H2O in their
phase-curve observations is that the majority of H2O on the dayside
is thermally dissociated but still exists with measurable abundance
on the cooler nightside and terminator of the planet. For example,
this is the case for the similar ultra-hot Jupiter WASP-121b, which
shows H2O absorption at the day–night terminator (Evans et al. 2016;
Evans et al. 2018) and the same feature in emission on the dayside
hemisphere (Evans et al. 2017), although significantly weakened due
to thermal dissociation (Parmentier et al. 2018; Mikal-Evans et al.
2019).

We do not obtain particularly strong evidence for Na in our
retrievals. However, our detection significance of 2.0 σ , along with
the previous Na detection in the GMOS band, means that neither can
we definitively rule out its presence.

Finally, we should also note that a number of studies have recently
highlighted some of the challenges inherent for 1D retrievals of
ultra-hot Jupiters: in Pluriel et al. (2020) they show that thermal
dissociation and the strong day to night temperature gradient lead
to a chemical composition dichotomy between the two hemispheres
which can strongly bias retrieved abundances. MacDonald, Goyal &
Lewis (2020) demonstrates that 1D retrievals can significantly
underestimate the temperature – particularly for ultra-hot Jupiters
– and resulted in an overestimate of the H2O abundance and an
underestimate in the H− abundance, whilst in Irwin et al. (2020)
they found that their 2.5D retrieval approach was more reliable for
modelling phase curve observations of exoplanets compared to the
1D approach.

6 C O N C L U S I O N

We have presented ground-based FORS2 observations of the highly
irradiated hot-Jupiter WASP-103b covering one full transit and
extracting a transmission spectrum over the range ≈400–600 nm
using the technique of differential spectrophotometry. We used a
Gaussian process to simultaneously model the deterministic transit
component and the instrumental systematics avoiding the need to
specify a specific functional form for the systematics. We used the
derived systematics model to correct our spectroscopic light curves
using a common-mode correction to improve the precision of our
transmission spectrum, reaching a typical precision of ≈2 × 10−4 in
transit depth. We accounted for flux contamination due to a blended
companion by applying a dilution correction factor to each spectral
bin based on an estimate of the flux ratios derived from PHOENIX

model spectra of WASP-103 and the contaminant star.
Our analysis of the FORS2 data reveals a featureless spectrum

across the full range of the observations and we find no evidence for
either alkali metal absorption or Rayleigh scattering. The featureless
FORS2 transmission spectrum and absence of broad absorption
features could most easily be explained by either a low abundance
of Na in the atmosphere, or the presence of optically thick, high-
altitude clouds, or other aerosols which cause broad-band extinction,
masking the absorption signatures in the upper atmosphere either by
scattering or absorption across the full range of the observations.
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To investigate this further, we fit a grid of forward models
and performed an atmospheric retrieval on the full optical-infrared
spectrum incorporating the additional observations from GMOS,
WFC3, and Spitzer. Our retrieval indicates a detection of H2O at the
4.0 σ level and Na at the lower significance of 2.0 σ . We compared the
results from our AURA retrieval with those obtained using NEMESIS

finding excellent agreement between the two approaches. In all cases
we find that a relatively clear atmosphere at the terminator provides
the best fit to our data. We conclude that the most likely explanation
for our featureless FORS2 spectrum is due to a combination of low
signal to noise and the inherently small scale height of WASP-103b,
although patchy/inhomogeneous clouds or hazes may still play a
part in damping the absorption features in the optical. Additional
observations at high signal to noise might be able to resolve the Na
feature whilst high-resolution observations will be required to detect
the narrow Na core if clouds/hazes are present in the atmosphere of
WASP-103b.
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Figure A1. Marginalized posterior probability densities for the atmospheric retrieval performed using the AURA code on the full optical-infrared transmission
spectrum of WASP-103b.
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Figure A2. Marginalized posterior probability densities for the atmospheric retrieval performed using the NEMESIS code on the full optical-infrared transmission
spectrum of WASP-103b.

MNRAS 497, 5155–5170 (2020)

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/497/4/5155/5885344 by The O
pen U

niversity user on 28 August 2020



5170 J. Wilson et al.

Table A1. Retrieved atmospheric parameters using AURA.

Parameter Prior Value

log(XH2O) U (−12,−1) −1.73+0.38
−0.55

log(XNa) U (−12,−1) −3.02+0.98
−2.43

log(XK) U (−12,−1) −6.70+2.66
−3.06

log(XTiO) U (−12,−1) −9.59+1.38
−1.41

log(XVO) U (−12,−1) −9.25+1.38
−1.58

log(XAlO) U (−12,−1) −9.47+1.42
−1.52

log(XHCN) U (−12,−1) −6.57+3.33
−3.27

log(XCO) U (−12,−1) −6.81+3.05
−3.15

log(XCO2 ) U (−12,−1) −6.72+3.04
−3.16

T0 U (800, 2800) 2293+283
−266

α1 U (0.02, 2.0) 1.17+0.50
−0.50

α2 U (0.02, 2.0) 1.12+0.52
−0.53

log(P1)(bar) U (−6, 2) −1.75+1.56
−1.56

log(P2)(bar) U (−6, 2) −4.08+1.60
−1.23

log(P3)(bar) U (−2, 2) 0.53+0.94
−1.25

log(Pref)(bar) U (−6, 2) 0.99+0.61
−0.74

log(a) U (−4, 10) 5.01+2.73
−5.41

γ U (−20, 2) −9.70+7.16
−6.37

log(Pcloud)(bar) U (−6, 2) −3.08+2.85
−1.61

φ̄ U (0, 1) 0.35+0.15
−0.15

Table A2. Retrieved atmospheric parameters using NEMESIS.

Parameter Prior Value

log(XH2O) U (−11,−1) −1.33+0.22
−0.58

log(XNa) U (−11,−1) −3.25+1.43
−4.34

log(XK) U (−11,−1) −4.77+1.62
−2.73

log(XTiO) U (−13,−1) −9.46+1.64
−2.21

log(XVO) U (−13,−1) −10.63+1.55
−1.44

log(XAlO) U (−13,−1) −10.00+2.17
−1.89

log(XH-) U (−13,−1) −6.97+3.65
−3.78

log(Xe-) U (−13,−1) −6.95+3.61
−3.82

log(XH) U (−13,−1) −7.26+3.76
−3.61

RJ U (1, 2.2) 1.57+0.01
−0.02

Tstrat U (500, 3000) 1721.65+443.06
−264.84

log(Ptop)(atm) U (−8, 1) −4.57+2.47
−2.08

log(Pbase)(atm) U (Cloud top, 1) −0.68+1.10
−1.83

Scattering index U (0, 14) 7.62+4.07
−4.48

log(Opacity) U (−10, 20) −3.98+3.72
−3.70
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