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Atomic structures and properties of oxide interfaces

Bonan Zhu

Abstract

This thesis uses computational approaches, mainly first-principles methods, to study inter-

faces in oxide thin films. One of the difficulties in interface studies is the lack of definitive

atomistic models, yet they are essential input for any calculations. Here, this problem is

tackled by ab initio random structure searching (AIRSS), or more broadly speaking, ran-

dom structure searching (RSS). The initial work studies the interfaces in vertically aligned

nanocomposites (VANs) that consist of CeO2 pillars embedded in a SrTiO3 matrix. Enhanced

ionic conductivity has been found in these VANs in prior studies, but the role of vertical

interfaces is not explained. The initial interface searches are performed with interatomic

potentials due to the large size of the interface, followed by refinement first-principles cal-

culations. Based on the obtained structures, it is shown that the majority interfaces are

unlikely to directly enhance ionic conductivity. However, a parallel solid-state O17 NMR

study by our collaborators later obtained interface signals that suggest fast ionic conduction.

First-principles NMR calculations show the observed signals are not consistent with the

majority interface initially studied; instead, they can be assigned to the minority interfaces

that are in different orientations.

The following work studies the planar interfaces between epitaxial films of CeO2 and STO

substrates. A significant amount of research has been devoted to fluorite-perovskite interfaces

since the controversial report of colossal ionic conductivity enhancement in YSZ/STO

heterostructures. However, the exact atomic structures of these interfaces are not well

understood. AIRSS is used for finding stable CeO2/STO planar interfaces taking account

of different terminations and local stoichiometries. When the STO terminates with a TiO2

layer, a rock salt structured CeO layer emerges at the interface. On the other hand, with

SrO termination, the stable structure contains a partially occupied anion lattice, which gives

rise to lateral diffusion of oxygen anions in molecular dynamics simulations. In both cases,

the interfaces are found to attract oxygen vacancies, which hinders ionic transport in the

perpendicular direction.



vi

The subsequent work starts with addressing the perovskite-perovskite interfaces between

La0.1Ba0.9MnO3 (LBMO) and STO. LBMO is a ferromagnetic insulator with a relatively

high ferromagnetic transition temperature, which makes it an ideal material for spintronics

applications. However, thin films of LBMO are conductive except when the thickness is

less than eight unit cells. This has been attributed to the octahedral proximity effects, as

electron microscopy reveals that octahedral tilting in LBMO is suppressed near the interfaces.

Whist some experimental observations are successfully accounted for by the first-principles

calculations, the predicted tilt angle suppression is much weaker than that observed. By

studying the response of octahedral networks to corner perturbations, it is shown that a

competing LBMO phase with an alternative tilt configuration is stable as a result of interface

coupling.
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Chapter 1

Introduction and Overview

Oxides exhibit a wide range of fascinating properties, such as electronic/ionic conduction,

magnetism, superconductivity, ferroelectricity and catalytic activity. Their usefulness is

further enhanced by thin film deposition techniques, allowing single-crystal like materials

to be grown with precise orientation, composition, termination, and thickness [1]. This

creates an enormous playground for fundamental sciences as well as functional devices.

Current silicon based semiconductor technologies are reaching their physical limits. Oxide

materials provide a promising platform for not only replacing existing technologies, but also

incubating emergent applications of thin film devices where functional properties are tightly

integrated [2].

The quote the interface is the device by Nobel laureate Herbert Kroemer originally re-

ferred to the heterogeneous interfaces in semiconductors [3], which give them unique electric

and optical properties because of interface induced phenomena such as the depletion region,

band bending, and 2D electron gases (2DEGs). Similarly, interface induced phenomena

play pivotal roles in realising a wide range of functional properties with oxides [4, 5]. The

discovery of 2D electron gases at LaAlO3(LAO)/SrTiO3(STO) interfaces have sparked great

research interest in the field [6], and many other emergent effects have been found at oxide

interfaces including superconductivity [7, 8], ferroelectricity [9], magnetism[10] and ionic

conduction [11, 12]. Whilst these interfaces posses enormous potential thanks to the wide

structural and chemical spaces of oxides, their complexity makes it difficult to acquire mech-

anistic understandings. For example, even though bulk LAO and STO have the well-known

perovskite structures, finding the exact cause of the 2DEGs at their interfaces turned out to

be non-trivial, and significant research effort has been devoted to this subject [13–19].

Emerging interface phenomena are often attributed to subtle changes in the electronic

and ionic structures, such as charge transfer [20], orbital reconstruction [21], and cation inter-

mixing [16], but the small size and subsurface nature of interfaces make them challenge for
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experimental studies, and direct probing is often impossible. Theoretical and computational

approaches are hence of great importance for understanding interfaces. However, they require

exact atomic structures to be known to start with. Reliably getting this information can be

difficult experimentally, hence most existing theoretical works only considered structurally

simple interfaces. In this thesis, a different approach is used, as systematic computational

searches are performed to find possible low energy interface structures. Methods for predict-

ing structures of materials have been developed and successfully applied in various fields

of materials science [22–24]. Heterogeneous interfaces are challenging cases for structure

prediction, owing to their complexity and the requirement of large simulation cells, and

hence remain relatively unexplored.

Ionic conducting materials are needed for energy-related applications [25, 26], gas sen-

sors [26, 27], and resistive switching devices [28]. The possibility of enhancing ionic

conductivity through interface effects has attracted a significant amount of research in-

terest. For example, Garcia-Barriocanal et al. have reported an enhancement of eight or-

ders of magnitude in ionic conductivity (compard to the bulk) at yittra-stablised zirconia

(YSZ)/SrTiO3(STO) interfaces, although some argued that the effect has an electronic ori-

gin [29–31]. Enhanced ionic conductivity has also been observed in vertically aligned

nanocomposites (VANs) [32, 33], which have pillar-matrix nanostructures and abundant ver-

tical interfaces [34]. However, the cause of these enhancements is not fully understood, and

the roles of interfaces need to be clarified. In Chapter 5, the structures of vertical interfaces in

STO/CeO2 VANs are determined using random structure searching, and subsequent analysis

shows interfaces having the majority STO(100)/CeO2(110) orientation are unlikely to give

enhancements. Meanwhile, a solid-state NMR study carried out in parallel observed interface

signals that suggest the existence of fast ionic conduction. First-principles NMR calculations

show the observed NMR chemical shifts are consistent with the interfaces in the minority

STO(110)/CeO2(100) orientation, which are located at the corners of the CeO2 pillars.

The structures of fluorite-perovskite interfaces are non-trivial, as a result of mismatches

in both structure and chemistry of the two sides. One example is the YSZ/STO interface

mentioned above. The exact atomic structure at interfaces needs to be clarified before any

atomistic level theoretical studies can be carried out. In Chapter 6, low energy structures

of STO(001)/CeO2(001) interfaces are predicted, and their effects on oxygen vacancies

are subsequently studied. It is found that the stable interface structure contains a partially

occupied anion sublattice, which results in lateral diffusion of oxygen ions confined to the

interface.

Perovskite structured oxides with general formula ABO3 have attracted great research

interest, owing to their seemingly simple crystal structures and flexibility in chemical space.
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Most perovskite structured oxides have distorted structures due to the radii of species being

not fully compatible, giving tolerance factors not equal to one [35]. The vertex-sharing

BO6 octahedra have a range of possible tilt patterns [36]. Networks of different tilt pattern

and magnitude can be coupled via perovskite-perovskite interfaces, and hence affect the

electronic and magnetic degrees of freedom that are closely intertwined with the crystal

structure [4].

Perovskite structured ferromagnetic insulators are useful in spintronic applications [37,

38]. La0.9Ba0.1MnO3 (LBMO) is ferromagnetic and insulating as bulk material [39, 40].

Thin films of LBMO deposited on STO substrate are found to be strongly affected by

interfaces [41]. Ultra-thin films and superlattices of LBMO with a few unit cells in thick-

ness/periodicity are insulating and have much increased Curie temperatures. This was

experimentally found to coincide with the suppression of octahedral tilting, which is not

present in thick LBMO films that are conductive [42]. In Chapter 7, the LBMO/STO het-

erostructures are studied using first-principles methods, giving theoretical insights for the

experimental results. The flexibility of the octahedral network is found to be highly dependent

on its tilt pattern, and that the experimentally observed tilt suppression may be explained

by an alternative phase being stabilised due to the pinning of the octahedral corners at the

interfaces.

The rest of this thesis is structured as follows. Chapter 2 gives the background of oxide

interfaces and literature reviews of related topics. In Chapter 3, the computational methods

used in this thesis are introduced. Chapter 4 describes structure prediction techniques and how

they can be applied to interfaces. The main results are given in Chapters 5-7 as mentioned

above. Chapter 8 summarises additional work carried out during the PhD research. Finally,

conclusions and outlooks are given in Chapter 9.





Chapter 2

Oxide interfaces: background and

literature review

This chapter provides a description of oxide thin films and interfaces, as well as giving

an account of existing work in the literature relevant to this thesis. The first section in-

troduces the growth of oxide films. The second section briefly reviews existing studies

investigating the effects of planar interfaces on ionic conductivity. Following this, vertically

aligned nanocomposites (VANs) are introduced, whose vertical interfaces are investigated

in Chapter 5. Section 2.4 gives a review of prior interface structure prediction studies, and

discusses the connections to the work completed in this thesis. The final section gives

background on octahedral tilting in perovskites. The coupling of tilted octahedral networks

at perovskite-perovskite interfaces is studied in Chapter 7.

2.1 Growth of oxide thin films

High quality epitaxial films are required for studying interfaces. Oxide thin films concerned

in this work are mostly fabricated using physical vapour deposition (PVD), where different

species arrive at the surface in vapour phases. This process typically happens in ultra high

vacuum (UHV).

The substrate acts as a template and controls the crystallographic orientation of the film

grown. They are often chosen to have the same or similar structure prototype as the film, and

have certain surface orientations. Their surface terminations can be controlled by various

chemical or physical treatments. A simple model of the growth process is that the high

energy ad-atoms arrive at the surface, diffuse around and settle down at preferred sites after

some time. The microstructure and surface topology of the resulting film depends on the
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growth mode, which is controlled by several parameters, including: surface energy of the

film σ s
f , surface energy of the substrate σ s

s , interface energy of the film-substrate σ f s , and

the strain energy density vs. Several possible growth modes are listed below [43]:

Volmer-Weber growth Islands of the film grow initially and gradually join together. It

occurs when the interface energy is large, and hence the film does not wet the substrate

surface, e.g σ f s > σ s
f +σ s

s .

Frank-van der Merwe growth The film grows one layer after another, which is often the

preferred way for creating heterostructures. It takes place when the interface energy is

small, hence the film wets the substrate, e.g σ f s < σ s
f +σ s

s .

Stranski-Krastinov growth The film grows layer-by-layer in the beginning, but transfers

to 3D growth after a certain thickness. It usually takes place when the film is highly

strained, since the strain energy increases with the film thickness.

Step flow growth The film grows along the edge of pre-existing step-terraces, which have

good affinity with the ad-atoms. Density of the steps on the substrate is related to the

miscut angle. Step-flow growth can give rise to high quality films. However, the lack

of any change in surface topology during the growth make it difficult to monitor the

process in situ.

The requirements for each case listed above are for equilibrium conditions, whilst in

reality the growth process can be far from equilibrium. Frank-van der Merwe growth, also

referred as layer-by-layer growth, is required for creating high quality films with atomically

sharp and flat interfaces. The layer-by-layer growth should take place when depositing a

material the same as the substrate, since the interface energy σ f s is effectively zero. In

heteroepitxial growth, the mismatch of lattice constants between the film and the substrate

causes interface strain. The film may start with layer-by-layer growth, but the elastic energy

increases with increasing film thickness. Misfit dislocations become energetically favourable

to form after reaching a critical thickness. This gives rise to island growth. In addition,

surface/interface energies can vary significantly for different lattice planes, hence the growth

mode is also affected by the orientation of the substrate.

Pulsed-laser deposition (PLD) [44, 45, 1] is one of the PVD techniques that are commonly

used for oxide thin films. A schematic of typical PLD system is shown in Fig. 2.1. A high

power pulsed-laser is focused on a target, which is made of the same stoichiometry as the

desired film. The surface of the target is ablated by laser shots, typically lasting for tens of

nanoseconds. A plasma is created and subsequently expands, ejecting the species normal
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Fig. 2.1 A schematic of a PLD depostion system with RHEED monitoring.

to the surface. Visually, a plume can be seen in the UHV chamber. Ejected species interact

with the background atmosphere, and arrive at the substrate with high kinetic energies. PLD

is suitable for growing oxides since it allows an oxygen atmosphere to be used, which has

two functions. First, it helps the film to have the correct stoichiometry, since oxygen tends to

be lost in a high vacuum. Second, the background pressure influences the kinetic energies

of the atoms arriving at the film surface. The rate of collisions between the ejected species

and gas molecules increases with increasing pressure. If the kinetic energy is too high

the ejected species may sputter the existing surface and affect the final morphology. The

substrate is usually heated to 500◦C to 900◦C for promoting surface diffusion and formation

of crystalline phases.

Another advantage of PLD compared with other vapour deposition techniques is that high

supersaturation can be achieved [46], since ablated species arrive at the film at a very high

rate within a very short amount of time. Laser shots typically last tens of nanoseconds [47],

although the plume propagation takes longer. Supersaturation provides extra driving force

for the nucleation and the growth processes, thereby improving the film quality.

The process of film growth can be monitored using surface characterising techniques

such as reflection high-energy electron diffraction (RHEED) [48]. It is also shown in

Fig. 2.1. A camera is used to record the fluorescence of the diffracted electrons. The Ewald

sphere construction may be used to relate the diffraction pattern with the surface topography.
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Because the electron beam only interacts with a few surface layers, the reciprocal lattice

points turn into vertical rods, giving vertical streaks in the diffraction pattern if the surface is

atomically smooth. On the other hand, a rough surface with islands results in a 2D array of

diffraction spots. During layer-by-layer growth, the surface roughness is lowered initially,

but recovers when a single layer is completed. The periodic oscillations of the spot intensity

can be used for tracking the number of unit cells that have been deposited, which is essential

for making superlattices.

Thin film deposition is a complex process, and it is difficult to find out exactly how the

films are formed in situ. Practically, experimental procedures and parameters have to be

optimised, which include (but are not limited to): target composition; substrate temperature

and surface treatment; laser type, spot size, fluence and repeat rate; the type of background

atmosphere and partial pressures. The quality of the resulting films can be checked ex situ

using X-ray diffraction, atomic force microscopy and transmission electron microscopy.

Fabricating high quality films and interfaces requires a considerable amount of knowledge,

experience, and time.

2.2 Ionic conduction at planar interfaces

Ion conducting materials are widely used in energy applications, such as Li/Na ion batteries

and fuel cells. The continuing demand for highly ionic conductive materials for energy

applications has attracted great research interest. Sata et al. [49] reported orders of magnitude

enhancement in F− conduction in CaF2/BaF2 heterostructures, caused by overlapping space-

charge regions. This effect is, however, difficult to realise in oxygen ionic conductors since

they often have very small space-charge zones as a result of extrinsic doping.

In 2008, Garcia-Barriocanal et al. [11] reported an eight orders of magnitude enhance-

ment in ionic conductivity using yittra-stablised zirconia (YSZ)/SrTiO3(STO) interfaces.

YSZ adopts a cubic fluorite structure and is widely used as an oxygen ion conductor. This,

however, was a controversial claim, and the exact natural of the observed conductivity was

debated in subsequent studies [30, 29, 50, 51, 31]. It is likely that the original conductivity

enhancement observed was electronic in nature, caused by the STO substrate [31]. Nev-

ertheless, the possibility of having enhanced ionic conductivity at interfaces has sparked

theoretical and computational investigations of the fluorite-perovskite systems.

Thin film interfaces can induce a significant amount of lattice strain, and hence affects

a range of properties [52]. Lattice parameters between two different materials often do not

match fully. The elastic energy induced scales with the volume, and usually a few percent of

biaxial strain can be maintained in very thin films. In the fluorite structure, oxygen anions
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Fig. 2.2 A schematic of the vacancy hopping process. The oxygen anion (red) has to squeeze
through two metal cations. Its movement is opposite in direction to that of the vacancy.

are tetragonally coordinated with metal cations, as shown in Fig. 2.2. A single hop of the

oxygen vacancy to the nearest neighbour site requires the anion to squeeze through a gap

between the two metal cations, which involves overcoming an energy barrier. The process

is thermally activated, and the barrier height contributes to the activation energy Ea, hence

strongly affects the conductivity. Intuitively, tensile straining should make this process easier,

since the cations are further apart. Kushima et al. [53] studied the migration barrier in YSZ

using first-principles calculations and found that ionic conductivity does not monotonically

increase, but instead peaks at about 6% strain. This was explained by stronger oxygen-cation

bonding in the relaxed structure with large tensile strain applied. A similar trend with strain

was found by Souza et al. [54] for in-plane vacancy migrations in CeO2. They employed

a constant pressure empirical pair-potential model and showed that the migration volume

also increases with increasing strain, giving increased enthalpy of migration. In both cases,

the authors predicted possible enhancements of ionic conductivity of up to four orders of

magnitude.

Alternative phases can be stabilised via strain - a columbite phase of ZrO2 is found to be

more stable than the fluorite phase under 7% tensile strain [55, 56]. Thorough exploration of

the configuration space is need for theoretical investigations under unconventional conditions.

Ab initio molecular dynamics (AIMD) simulations performed using unstable phases may give

exaggerated results - the observed anion disordering and diffusion may in fact result from the
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phase transition [57–59]. AIMD calculations can be computationally very demanding, hence

simulations are mostly limited to small simulation cells and short timescales.

Studies of the strain effect usually neglect the atomic structure of the interface. The

fluorites and perovskites have different crystal structures, and reconstruction is highly likely

to occur in order to accommodate the mismatch [50]. Dyer et al. [60] used first-principles

methods to study the YSZ/STO interface. They found placing a rock-salt ZrO layer at

the interface could lead to structures of lower energies. However, their work examined

only a few of the many possible interface structures. A more rigorous way is to treat the

interface structure as unknown and systemically search for low energy structures. Cheah

et al. [56] studied ultra-thin ZrO2/STO superlattices using an interatomic potential based

genetic algorithm search method developed in their previous work of grain boundaries in

STO [61]. They found several new phases of ZrO2 emerging as a result of both structural

mismatch and strain. A later work from the same authors included yttria dopants in the

search, and found the stable structure did not promote ionic conductivity. However, the

ultrathin superlattice structures they studied can be very difficult to realised in experiment,

and the exact structure of conventional planar fluorite-perovskite is still not fully understood

to date. In Chapter 6, random structure searching is performed to predict the structure of

CeO2/STO planar (001) interfaces, which are more practical to make due to reduced interface

strain.

2.3 Vertically Aligned Nanocomposites

Planar epitaxial interfaces formed by functional oxides can induce unexpected properties [62,

4]. However, creating these interfaces requires delicately controlled conditions for layer-

by-layer growth. The strain state of the film is dominated by the substrate, because the

latter is orders of magnitude thicker. This limits the inter-layer strain coupling in multi-layer

heterostructures. In addition, thick films with high quality are difficult to fabricate, as a result

of inevitable lattice relaxation and increase of surface roughness during the growth.

Vertically aligned nanocomposites [63, 64] offer an alternative geometry to achieve

coupling of functional properties and emergent interface effects. They have been developed

in parallel with the continuing research on planar heterostructures. A comparison between

the conventional planar heterostructure and VAN films can be found in Fig. 2.3. VANs

are formed during deposition through self-assembly - a process that is commonly found in

organic solids [34]. Pulsed-laser deposition (PLD) is usually used for making VANs. In

contrast with their complex nanostructures, depositing VAN films is relatively straightforward

and only needs a single target with the desired overall stoichiometry. Growth monitoring
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Fig. 2.3 Schematics of planar heterostructures (a) and vertically aligned nanocomposites (b).

techniques, such as Reflection High Energy Eelectron Diffraction (RHEED), are not required

either.

2.3.1 Different nanostructured forms

The phases forming the pillar-matrix structure need to satisfy several criteria. They should

have different crystal structures, allowing well-defined phase boundaries (interfaces) to be

formed. The two phases should also be immiscible, i.e. they do not form solid solutions,

even at high temperature. This is required for the nucleation-and-growth mechanism. At the

beginning of the deposition, the phase that wet with the substrate grows layer-by-layer. The

other phase, being less compatible, often adopts the island growth mode. As a result, the

former makes the matrix, and the latter becomes the pillars. In practice, the matrix phase

is often chosen to have the same crystal structure as the substrate. It is also desirable to
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a) b) c)

Fig. 2.4 Plan-view TEM images of: a) CFO-BFO on STO(100); b) CFO-BFO on STO(111);
c) CFO-BTO on STO(100). Reprinted (adapted) with permission from a&b) Ref [67] and b)
Ref [68]. Copyright (2006) American Chemical Society. Copyright (2004) AIP Publishing.
Scale bar: 50 nm

chose compositions such that the elements from one are not common dopants for the other,

otherwise the formed phases may not be pure.

Spinodal decomposition allows VANs to be formed with two phases that are miscible only

at high temperatures [34]. This process results in highly ordered chequerboard pattens of

pillars. Example systems with this behaviour are BiFeO3/Sm2O3 and (La,Sr)MnO3/ZnO [65].

The shapes of the pillars are related to surface and interface energies of the pillar and

matrix phases. For example, in the BiFeO3(BFO)/CoFe2O4(CFO) VAN grown on STO (001)

substrate, CFO pillars are pyramid shaped and grow out of the plane. This can be explained

by their {111} surfaces having a lower energy [66]. Within the film, interfaces are formed

between CFO(110)//BFO(110), giving rectangular shaped cross-sections, which can be seen

in Fig. 2.4a. The nanostructure is also affected by the substrate orientation. When grown on

STO(111) substrate, BFO forms the prism shaped pillars embedded in the CFO matrix [67],

as shown in Fig. 2.4b. Replacing BFO by BaTiO3(BTO) removes the facets, and the CFO

pillars becomes cylindrically shaped [68], shown in Fig. 2.4c. This can be explained by

the kinetics during self-assembly. BTO has high melting temperature (1625◦C vs 1255◦C),

hence formation of facets is inhibited by the slow diffusion rate.

In planar heterostructures, the strain energy density is proportional to the thickness of

the film. As the film grows, it becomes energetically favoured to relax the strain at the

cost of increased interface energy (from misfit dislocations). The same principle holds true

in VANs, but the interfaces are vertically orientated. Hence, the effective "thickness" for

these interfaces is the lateral size of the pillars, which is independent of the actual film
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thickness. The ability to maintain strain throughout thick composite films can be utilised to

enhance superconducting Tc [69], ferroelectricity [70], magnetoelectric coupling [71] and

ionic conductivity [72].

VANs typically have much higher interface-to-volume ratios rs than planar heterostruc-

tures. To illustrate this, let’s consider a VAN film with two phases: A and B, where A is the

pillar phase, and B forms the matrix. For simplicity, it is assumed that the cross-sections of

the pillars are square-shaped with edge length a. The pillars take a volume fraction of f . For

a film with base area A and thickness H, the following equation can be written considering

the total volume of pillar phases:

AH f = Ana2H , (2.1)

where n is the number density of the pillars. The interface-to-volume ratio rs is given by:

rs =
An4aH

AH f
=

4an

f
. (2.2)

Rearranging equation (2.1) gives:
n

f
=

1
a2 . (2.3)

Substituting this into the expression of rs above gives:

rs =
4
a

. (2.4)

For comparison, a planar bilayer heterostructure of the same thickness has an interface-

to-volume ratio given by 1
H

. Hence, one can deduce the enhancement factor for the VAN

geometry as:

be =
4H

a
. (2.5)

The term H
a

is the aspect ratio of the pillars. The enhancement factors for a range of film

thicknesses and pillar sizes are tabulated in Table 2.1. Typically, an increase of one or two

orders of magnitude in the interface-volume ratio can be achieved in VANs.

2.3.2 Ionic conducting VANs

Ions carry charges and give rise to currents as they move collectively. However, the speed at

which ions can move in solids is often orders of magnitude smaller than that of electrons. The

demand of highly ionic conductive materials for energy applications has led to investigations

of the effects of planar heterostructure on ionic conductivity, described in section 2.2.
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Table 2.1 Typical enhancement factor of the interface area between planar and VAN films.

File thickness H (nm) Pillar Size a (nm) Enhancement be

100 20 20
200 20 40
300 20 60
100 50 8
200 50 16
300 20 24

The existence of exposed vertical interfaces, and the ability to maintain strain make

VANs ideal for studying nanoscale ionics with great potential for device integrations [73].

Tuning ionic conductivity via strain engineering was demonstrated in SrZrO3/RE2O3 VAN

films [72]. RE varies among Sm, Eu, Gd, Dy and Er, and changes the lattice parameter

of the RE2O3 pillars, hence controlling the out-of-plane strain of the SrZrO3 matrix phase.

The conductivity was found to increase with increasing tensile strain in consistent with

the theoretical studies [54, 53]. Yang et al. [33] studied Sm-doped-CeO22(SDC)/STO

nanocomposite films and reported enhancement of out-of-plane ionic conductivity of up to

two orders of magnitude [32]. A related work by Lee et al. [33] found similar enhancements

in YSZ/STO VAN films templated on a SDC/STO VAN film. In both cases, the enhancements

are attributed to the improved crystallinity of the pillar phases.

Ionic conducting VAN films also have promising applications in resistive switching

(RS) memory devices [74]. The current technology for random access memory (RAM)

in computers, namely the dynamic random access memory (DRAM), stores bits of data

in memory cells each consisting of a capacitor and transistor. Data stored by DRAM is

volatile. The electric charge leaks overtime, and periodic refreshes are required. The resistive

switching phenomenon can be utilised for making memory devices that are non-volatile, with

fast access speed and low energy consumption [75]. The movement of ions can open or close

electronic conducting channels [76]. However, the conducting channels must be created by

high voltage electro-forming processes, which leads to unpredictable device performance.

VAN films can realise forming-free RS devices. The vertical interfaces act as the conducting

channel, and the ionic movements tune the electronic conduction by altering the Schottky

barrier. This behaviour has been observed in SDC/STO and Sm2O3/STO VANs [77, 74].

Despite novel properties of VAN films being linked to the vertical interfaces, directly or

indirectly, they remain largely unexplored by theoretical and computational studies. The two

phases forming the interface have different crystal structures, and often significant lattice

mismatching exists. The lack of understanding of the vertical interfaces in Ref [33, 32]
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motivated the investigation presented in Chapter 5, where structures of STO(100)//CeO2(110)

vertical interfaces are determined using random structure searching and subsequently studied.

2.4 Current research on interface structure prediction

Knowing the atomic structures of interfaces is essential for any computational studies.

However, interface structures are often not known in the first place. Because interfaces

have small sizes, and they are buried inside the material, determining their structures can be

challenging experimentally. The conventional way is to use scanning transmission electron

microscopes to capture images that show columns of atoms. However, these micrographs

are 2D projections of the 3D lattices, and often do not have enough contrast to determine

the exact identities of the atoms. As a result, the images have to be backed up by atomistic

models that are constructed with human intuition, and then fitted to the images [78, 79]. An

alternative approach is to find interface structures directly using computational methods.

In this section, the existing studies involving predicting interface structures are described.

General details of structure prediction can be found in Chapter 4.

Many of the existing works investigate grain boundaries, whose structures cannot be

inferred trivially from that of the bulk phases. Silicon grain boundaries are relatively simple

but technologically important. von Alfthan et al. [80] proposed a protocol to study the twist

grain boundaries of silicon that involves randomly removing atoms within a slab containing

the interface, since the interfaces may have different atomic densities. It is followed by

molecular dynamics simulations under very high temperature to melt the interface region

and remove any initial ordering. Afterwards, the system is quenched to a lower temperature,

followed by a gradual reduction of temperature for reaching low energy configurations. Many

ordered low energy structures have been found using this approach. Chua et al. [61] studied

high angle symmetric Σ(111)[1̄10] and Σ(112)[1̄10] grain boundaries in SrTiO3 using a

genetic algorithm. Instead of defining a fixed region containing the interface structure, they

used an order parameter to quantify whether an atom is in a disordered environment, e.g.

near the interface. The order parameter controls the mutation and exchange steps, and hence

reduces the chance of altering the bulk regions. The interface stoichiometry was explored

by varying charge neutral units of TiO2 and SrO included in the initial structures. Both

Ref [61] and Ref [80] started with empirical interatomic potentials for searching or molecular

dynamics runs, followed by refinement of results using first-principles methods. This is for

practical reasons: DFT calculations are relatively expensive for large unit cells. Another

problem is that the energy/force evaluations have to be performed in serial, one time step

after another, in molecular dynamics simulations. This can result in long wall-times for the
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Fig. 2.5 A schematic to illustrate that additional local minima in the PES of DFT can be
missed if structure searching is performed using interatomic potentials.

molecular dynamics runs. Population based search methods, such as genetical algorithms,

can be parallelised within each generation, although the evolution of the generations is still

sequential and must be performed iteratively. In both cases the empirical potentials give

results that qualitatively agree with that of DFT refinements, which suggests the former are

reasonably transferable for interface environments. Methods involving machine learning

have also been proposed for predicting grain boundary structures [81–83].

The genetic algorithm method developed by Chua et al. was applied in a study of

ZrO2/STO ultra-thin supercells with 1.5 units of ZrO2 sandwiched between STO layers

[56]. The authors found a range of non-fluorite phases to be stabilised due to both strain

and the structural mismatch. ZrO2 is under about 7% biaxial tensile strain when one-to-one

matched to STO (001) surface. A columbite bulk phase is more stable under this strain

state [55, 59]. However, the anatase structured ZrO2 is found to be most stable in the

superlattice environment. A follow-up of this work studied YSZ/STO ultra-thin supercells

and found a ’quasi-cubic’ YSZ phase to be stable [84]. However, molecular dynamics

simulations suggest this phase does not give any enhancement in long-range ion diffusivity,

in contrast to what was claimed experimentally [11]. Ultra-thin supercells are an extreme

case in theoretical studies, as there is effectively no bulk region being included. In reality,

such heterostructures may not be practical to fabricate.

The protocol of performing searches with interatomic potentials followed by DFT re-

finement can potentially miss local minimum that are only present in the potential energy

surface of first-principles calculations, as illustrated in Fig. 2.5. Refining the results with
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DFT calculations only gives more accurate descriptions for the particular input structures. In

addition, there is no guarantee that interface potentials, which are typically fitted to individual

bulk phases, behave correctly at interfaces.

It is desirable to search directly on the potential energy surface (PES) using first-principles

calculations. Xiang et al. [85] studied Si/Al2O3 interfaces using the basin hopping algorithm

with first-principles calculations . However, their search only included a single interfacial

layer of Si atoms, and most of the structures are kept fixed during geometry optimisations.

An indirect approach is to adaptively fit the empirical potentials to DFT calculations, as

proposed by Zhao et al. [86] for predicting STO Σ(112)[1̄10] grain boundary structures.

Genetic algorithm searches using the potentials are repeated. The potentials are updated

at the end of each search using the results of DFT relaxation of the output structures. The

inclusion of two loops in the algorithm makes it complex and potentially sensitive to ad-hoc

parameters. The quality of fitted potentials and whether they are representative of the true

DFT potential energy surface is difficult to prove. Nevertheless, the algorithm appeared to

work well for STO.

Schusteritsch et al. [87] performed first-principles searches of grain boundary structures

for graphene and SrTiO3 using Ab initio Random Structure Searching (AIRSS). AIRSS is

the method that has been used in the studies presented in Chapter 5 and Chapter 6, and more

details can be found in Chapter 4. The authors found previously unknown stable interface

configurations of the graphene zig-zag boundaries. Interestingly, these structures were later

observed experimentally using electron microscopy [88]. The search for SrTiO3 Σ(111)[1̄10]

grain boundary structures found long-range distortions that propagate into the bulk, which

is not observed by Chua et al. [61]. Several new structures with lower energy were also

reported, highlighting the importance of performing first-principles searches directly. Note

that the interatomic potentials predict a cubic Pm3̄m ground phase for STO, while the stable

phase in DFT is tetragonal and have space group I4/mcm with a a0a0c− octahedral tilt

pattern.

The random searching method used by Schusteritsch et al. forms the foundation of inter-

face searching methods used in this thesis. Unlike grain boundaries, the thin film interfaces

studied in this thesis are formed by two materials with different chemical compositions and

crystals structures. This results in additional challenges for setting up the initial models, and

more interface terminations and stoichiometries need to be explored. The increased number

of chemical species means the configuration space is more complex. In Chapter 5, domain-

matched vertical interfaces are studied using random searching with interatomic potentials.

This is because the simulation cells embedding interfaces are too computationally expensive

for DFT calculations. Interatomic potentials are shown to give qualitatively correct results
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in similar systems [61, 56]. In Chapter 6, structures of planar epitaxial interfaces formed

between STO and CeO2 are predicted using first-principles random structure searching, as a

range of terminations and off-stoichiometry cases need to be included. More details about

the interface searching methodology used can be found in Section 4.3.

2.5 Octahedral tilting in perovskites

Moving away from interfaces related topics, this section gives a brief introduction about the

tilted octahedra in perovskites, which are closely coupled with their properties. Perovskite

structured oxides have a general formula of ABO3. The A and B sites are often occupied by

metal cations, whose charge numbers add up to six to balance that of the oxygen anions. The

A site can have an ionic charge of +1, +2, +3 with the corresponding B site charge being

+5, +4, +3. The B site is occupied by ions with relatively small radii, which are coordinated

by octahedra of oxygen anions forming a vertex sharing network. Cations at the A sites are

12-fold coordinated. It is common to view them as if they fill the voids between the octahedra.

A model of the perovskite structure is shown in Fig. 2.6. Note the radii of anions are reduced

for clarity.

The structural stability of perovskites can be quantified using the Goldschmidt tolerance

factor:

t =
rA + ro√

2(rA + rB)
, (2.6)

where the rA, rb are the ionic radii of the cations occupying A and B sites respectively, and ro

is the radii of the oxygen anion. The tolerance factor can be rationalised by considering an

idea perovskite structure with ions being hard spheres that are just touching each other, which

corresponds to having t = 1. The tolerance factor may deviate from one, giving distorted

perovskite structures. Having t > 1 implies that the B site ions are too small, or that the A

site ions are too big. This gives rise to displacements of B site ions away from the centre

of the octahedra, breaking the inversion symmetry, and results in a net dipole moment. An

example of this is BaTiO3. Structures with t < 1 usually have distortions making the lattice

orthorhombic or rhombohedral. The A site ions are not big enough to fill interstitials of the

octahedral network. This gives rise to octahedral tilting, which reduces the distances between

B site ions.

Classifications of tilted octahedra was pioneered by Glazer [36]. Using geometry argu-

ments, it was shown that there are 23 tilt systems. Because the primitive unit cell varies

with the tilt pattern, the notation describing the tilt is defined along the three pseudo-cubic

directions. The Glazer notation has a form "a+/−/0b+/−/0c+/−/0, where a, b and c represent
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Fig. 2.6 A model perovskite structure with a corner-connecting BO3 octahedra network.
Colour code: A-green, B-blue, O-red.

the magnitude of the rotation along the three pseudocubic directions. The superscripts de-

scribe whether the rotation is in-phase or out-of-phase while looking down the corresponding

directions, and 0 indicates there is no tilt. For example, the undistorted cubic case is written as

a0a0a0, and a0a0c− means octahedral tilt out-of-phase along only one pseudocubic direction.

Note that there can be redundancy regarding the use of Glazer notation. For example, a0a0c−

is equivalent to a0a0b−. Not all 23 tilt systems have been observed experimentally. It is

possible that some cases are too ideal, and in reality there are always extra distortion modes.

One of the significance of Glazer’s work is that it shows some space groups have only one

unique tilt pattern, which allows the determination of the distortion mode though x-ray

diffraction measurements, despite relatively weak contributions from oxygen atoms. A later

work by Howard et al. [89, 90] uses group theory analysis listing 15 distinct rotation patterns

and corresponding space groups . The group-subgroup relationships of different cases are

shown in Fig. 2.7.
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Fig. 2.7 Space group and sub-group relationships for a range of rotation patterns. Reproduced
with permission of the International Union of Crystallography from Refs [89, 90].

https://journals.iucr.org/


Chapter 3

Methodology

This chapter aims to give background on the theoretical and computational methods used in

this thesis. We start with the theory of ab initio materials modelling, which was the primary

tool for the investigations performed, due to its transferability. It is followed by a brief

summary of the interatomic potential methods, which are used in the works presented in

Chapter 5 and Chapter 6. Whilst being less transferable, these are very useful for investigating

large systems that are beyond the reach of first-principles methods due to computational

costs. The final section describes how interfaces are modelled and embedded in simulation

cells with periodic boundaries.

3.1 Ab initio theory of materials

Most of the quantum mechanics describing the microscopic world was developed in the

early part of the 20th century. While the theory was shown to be highly accurate [91],

directly solving the seemingly simple Schrödinger equation for everyday materials turns out

to be very challenging [92]. Approximations have to be made in order to keep problems

computationally tractable. The particular approach considered here is Density Function

Theory (DFT). While the mathematical foundations were laid in the 1960s [93], its wide

spread use has been more recent, thanks to the ever-increasing computational power, and the

development of computer codes that implements robust and efficient algorithms [94, 95].

DFT is a first-principles method that models a system directly through quantum me-

chanics. The input for a calculation are the identities and coordinates of the atoms in the

system, from which a vast number of physical and chemical properties can be obtained. The

method excels in transferability - all chemical environments can be treated under the same

framework, without free-parameters to adjust.
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In this section, the background of electronic structure theory and derivations leading to

the formulation of DFT are outlined. A full review of this field is, of course, beyond the

scope of this work. For more details, intrigued readers are referred to the literature [96–98].

3.1.1 The Schrödinger equation

The time-independent Schrödinger equation may be written as:

Ĥψ = Eψ , (3.1)

where Ĥ is the hamiltonian for the system of electrons and nuclei, ψ is the many-body wave

function, and E is the total energy of the system. The hamiltonian Ĥ contains several terms:

Ĥ =− ℏ
2

2me
∑

i

∇2
i −∑

i, j

ZIe
2

|ri −Ri|
+

1
2 ∑

i̸= j

e2

|ri − r j|
−∑

i

ℏ
2

2MI
∇2

I +
1
2 ∑

I ̸=J

ZIZJe2

|RI −RJ|
, (3.2)

where i and j index electrons and I, J index nuclei. Since the electrons are much lighter

and move much faster than the nuclei, the system can be decoupled. This is the Born-

Oppenheimer approximation [99], which states ions can be regarded as "frozen" in-place,

and the electronic structure adapts instantaneously to any motion of the ions. In this approxi-

mation, the electronic hamiltonian is:

Ĥ = T̂ +V̂ext +V̂int +EII , (3.3)

where T̂ is the kinetic energy of the electrons, V̂ext is the potential felt by the electron from

the nuclei, and V̂int is the energy due to electron-electron interactions. The last term EII is the

nucleus-nucleus Coulomb energy, which is included as a constant.

Analytical solutions of the electronic Schrödinger equation are limited to a few simple

cases, including hydrogen, H+
2 and homogeneous electron gas. This is due to the electron-

electron interaction (V̂int) term, which results in the probability of finding a given electron at

a position r to depend on the positions of all other electrons in the system. The many-body

wave function itself is also difficult to represent or even store. For an example, a system of N

particles needs a many-body wave function that has 3N dimensions. If the wave function is

stored on a 10×10×10 grid, 10003N floating-point numbers are needed. This exponential

scaling is referred as the curse of dimensionality [100].
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3.1.2 Hartree and Hartree-Fock approximations

Directly solving for the many body wave function is exceedingly challenging, and approxi-

mations have to be made. The Hartree method [101] uses an ansatz, stating the wave function

of N electrons can be written as the product of N single electron wave functions:

ψ(r1,r2, ...rn) = ψ1(r1)ψ2(r2)...ψn(rn) . (3.4)

It is assumed the electrons are independent, and interact only though a mean-field potential.

The one-electron Schordinger equation takes the form:

Ĥe f f ψi(r) =
[

− ℏ
2

2me
+Ve f f (r)

]

ψi(r) = εiψi(r) , (3.5)

where ψi is a single-particle wave function of electron i (omitting spin) and Ve f f (r) is an

effective potential:

Ve f f (r) =Vext +
∫

dr′n(r′)
1

|r− r′| . (3.6)

The first term of Ve f f is the external potential arising from the nuclei plus any other fields.

The second term is the Coulomb repulsion arising from the mean-field electron density.

Equations in this form will be revisited in the Kohn-Sham equation of the density functional

theory later*.

One major drawback of the Hartree approximation is that the wave function in (3.4) is

not anti-symmetric upon exchange of particle labels, e.g ψ(...ri...r j...) =−ψ(...r j...ri...),

which is required by the fermionic nature of electrons. The solution is to construct the full

wave function from the Slater determinant:

Φ =
1√
N!
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. , (3.7)

where φ(ri,σi) are single particle wave functions (spin-orbitals) with σ being the spin

variable. The Hartree-Fock method uses a single Slater determinant to represent the wave

*The electron-electron Coulomb term in the original paper [101] has orbital dependence. The later
Hartree-Fock method removed it, since the self-interaction is cancelled out.
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function[102]. Applying the electronic hamiltonian to the wave function Φ gives:

⟨Φ|Ĥ|Φ⟩= ∑
i,σ

∫

drψσ∗
i (r)

[

−1
2
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where the fourth term is the exchange energy, which accounts for the quantum mechanical

effect of the Pauli’s exclusion missing in the Hartree approximation. Note that the i = j

contributions cancelled between the third (pair-wise Coulomb interaction) and the fourth

(exchange interaction) terms, making this hamiltonian free from self-interaction.

The Hartree-Fock method includes the exchange effect through the anti-symmetrical

wave function, and is successful for a few cases. However, it still lacks the correlation effect

of truly many-body interactions. The correlation energy is generally defined as the energy

difference between the Hartree-Fock result and the exact energy of the interacting system.

The accuracy of the Hatree-Fock method can be improved by using a linear combination of

Slater determinants.

3.1.3 Density functional theory

The wave function describes the state of the quantum mechanical system, but it is not a

physical observable. The electron density, on the other hand, is a measurable quantity. For a

single electron i, it is given by:

ni(r) = ψ∗
i (r)ψi(r) , (3.11)

where ψi(r) is the single electron wave function. For systems with more than one elec-

tron, evaluation requires integration over the spacial coordinates of all other electrons. The

density has to satisfy N =
∫

n(r)dr, where N is the total number of electrons. The den-

sity n(r) much easier to handle computationally, because it only has three variables. The

Thomas-Fermi model [103, 104] is an early attempt to solve the electronic structure based

on electron density alone. Unfortunately, it gives poor predictions for realistic solids because

of the approximation for kinetic energy (using free electron gas), and the lack of exchange

contribution.

In 1964, Kohn and Hohenberg established two theorems forming the foundation of

density function theory [93]. For a system of interacting particles with hamiltonian of the
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form:

Ĥ =− ℏ
2

2me
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i +∑

i

V ext(ri)+
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2 ∑
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e2

|ri − r j|
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the following two theorems apply:

• Theorem I: For any system of interacting particles in an external potential V ext(r),

the potential V ext(r) is determined uniquely, except for a constant, by the ground state

particle density n0(r).

• Theorem II: A universal functional for the energy E[n] can be defined (in terms of

the electron density n(r)), valid for any external potential V ext(r). For any particular

V ext(r), the exact ground state energy of the system is the global minimum value of

this function, and the density n(r) that minimizes the functional is the exact ground

state density n0(r).

The proof of these two theorems are not complicated and can be found in literature, e.g. [96].

They are exact and apply to any interacting systems. The first suggests that there is a one-

to-one mapping between the ground state wave function (since the hamiltonian is uniquely

determined) and the electron density. The second implies that the electron density that

minimises the energy is the true ground state electron density.

These two theorems give the mathematical foundation for DFT, and show that the solution

of the Schrödinger equation can be found by varying the density until a minimum of the

total energy is reached. However, they only prove the existence of such universal energy

functional - its exact form remains unknown.

3.1.4 The Kohn-Sham equation

One of the difficulties in applying the Honhenberg-Kohn theorems is the lack of ways to

obtain the kinetic energy purely based on the electron density. This is tackled by the approach

proposed by Kohn and Sham [105], which replaces the interacting many-body system with

an auxiliary system of independent particles that reproduces the same electron density and

energy. Therefore, the kinetic energy can be obtained using single-particle wave functions

(orbitals). The hamiltonian of this auxiliary system is in the form:

Ĥσ
aux =−1

2
∇2 +V σ (r) , (3.13)

where V σ is some potential, and σ denotes the spin. The form of this equation is similar to

Eq. (3.5). The ground state of a system is obtained by finding Nσ occupied orbitals ψσ (r)
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with the lowest Nσ eigenvalues εσ
i . The density of this auxiliary system is obtained by

summing those of the individual orbitals:

n(r) = ∑n(r,σ) = ∑
σ

Nσ

∑
i=1

|ψσ
i (r)|2 , (3.14)

since orbitals ψσ (r) are orthonormal. The total kinetic energy of the system is:

Ts =−1
2 ∑

σ

Nσ

∑
i=1

⟨ψσ
i |∇2|ψσ

i ⟩ . (3.15)

The classical Coulomb interaction energy (Hartree energy) can be computed from the electron

density as:

EHartree[n] =
1
2

∫

drdr′
n(r)n(r′)
|r− r′| . (3.16)

Hence, the ground state energy of this auxiliary system can be written as:

EKS = Ts[n]+
∫

drVext(r)n(r)+EHartree +EII +Exc[n] , (3.17)

where Vext is the external potential, including contributions from the nuclei, and other external

fields. The first four terms are well-defined by the non-interacting system. The last term Exc

is the exchange-correlation energy that encapsulates all many-body effects. Since the ground

state energy and electron density are the same between the auxiliary and interacting systems,

the exchange-correlation energy may be written in a more revealing form:

Exc[n] = ⟨T̂ ⟩−Ts[n]+ ⟨V̂int⟩−EHartree , (3.18)

where ⟨T̂ ⟩ and ⟨V̂int⟩ are the kinetic and internal energy of the interacting system. The

exchange-correlation energy Exc[n] accounts the energy difference between the interacting

and non-interacting system.

Using the Honhenberg-Kohn theorems, the solution of the Kohn-Sham system can be

obtained by varying the electron density Eq. (3.14) to minimise the total energy:

δEKS

δψσ∗
i (r)

=
δTs

δψσ∗
i (r)

+
[ δEext

δn(r,σ)
+

δEHartree

δn(r,σ)
+

δExc

δn(r,σ)

] n(r,σ)

δψσ∗
i (r)

= 0, (3.19)
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under the orthonormalization constraints ⟨ψσ
i |ψσ ′

j ⟩= δi, jδσ ,σ ′ . This leads to Schrödinger-

like equations:

(Hσ
KS − εσ

i )ψ
σ
i (r) = 0, (3.20)

where the effective hamiltonian Hσ
KS is given by:

Hσ
KS =−1

2
∇2 +Vext(r)+VHartree +V σ

xc(r) =−1
2

∇2 +VKS . (3.21)

Eq. (3.20) is known as the Kohn-Sham equation.

3.1.5 Exchange-correlation functional

The Kohn-Sham equation yields the exact solution if the exact exchange-correlation func-

tional (Exc[n]) is used. A reasonable guess for the form of EXC[n] is that it is a local or nearly

local function of the electron density, written as:

Exc[n] =
∫

drn(r)εxc([n],r) , (3.22)

where εxc is the exchange-correlation energy density at point r, which has a non-local

dependency of the density n.

Local density approximation (LDA) The local density approximation, originally pro-

posed by Kohn and Sham [105], approximates Exc[n] using the exchange-correlation energy

of homogeneous electron gas. LDA removes the non-local dependency in εxc and make it a

local quantity:

ELDA
xc [n] =

∫

drn(r)εhom
xc (n(r)) . (3.23)

The exchange part of εhom
xc has an analytical expression [106], and the correlation part can be

computed by a high accuracy Monte Carlo method [107]. This approximation seems to be

crude at the first glance, but it works very well for solids. Lattice constants of crystals are

predicted to be within a few precent of the experimental values. This is because the exchange-

correlation effects are rather short-ranged for typical electron densities in solids [96].

Generalised gradient approximation (GGA) It is reasonable to expect that the exchange-

correction functional can be made more accurate by adding more ingredients to it. The

generalised gradient approximation tries to improve on LDA by including the local density

gradient:

EGGA
xc [n] =

∫

drn(r)εhom
xc (n(r))Fxc(n(r),∇n(r)) , (3.24)
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where εhom
xc is the same XC energy density as in LDA, and Fxc is a dimensionless exchange-

correlational enhancement factor, which depends on both the local density and the gradient.

This allows a more accurate description of systems where density varies quickly. GGA gives

better predictions of quantities such as absorption and formation energies. However, the

improvements are not universal. The degrees of freedom in the functional form is increased,

but it becomes difficult to satisfy all physical constraints. There are several forms of GGA

functionals with different Fxc, and each satisfies a subset of the constraints. The Perdew-

Burke-Ernzerhof (PBE) [108] functional is known to give almost identical results compared

to the earlier PW91 functional [109], but has a simpler parametrization. GGA functionals

are known to underbind solids, while LDA overbinds [110]. The PBEsol function [111]

is designed with solid materials in mind and often gives lattice constants closer to the

experimental values.

Meta-GGA and Hybrids The next step from GGA is to incorporate the second derivative

of the density and/or the kinetic energy density (of independent particles). There are sev-

eral proposed forms which have shown to improve binding and formation energies [112].

However, there are numerical instabilities for computational implementations that need to be

addressed [113].

The other direction is to include some non-locality into the XC functional via the Hartree-

Fock exchange. One of the problems in local and semi-local density functionals is that they

are not self-interaction free. The Hartree-Fock exchange term cancels the self-interaction in

the Hartre potential, but it lacks correlation. Thus, improvements can be made by mixing the

two [114–116], giving the so called hybrid functionals. These are also known to improve

the prediction of band gaps [117, 118], which are often underestimated with LDA and GGA.

However, the use of hybrid functionals incurs a great increase of the computational cost,

as result of the non-local exchange. In addition, some might argue that the inclusion of

empirical mixing and screening parameters makes them no longer fully ab initio.

3.1.6 Hubbard-U correction

The self-interaction error is small for most materials where the electrons are sufficiently

de-localized. However, transition metals are known to have localized d orbitals, where

the uncancelled self-interactions often lead to incorrect electronic and magnetic states.

One solution is to use hybrid functional, but this leads to orders of magnitude increase in

computational cost (especially for plane-wave DFT).

The Hubbard-U method provides a correction by coupling the energy of the Hubbard

Model with that from standard DFT [119]. The former is computed using the atomic orbital
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occupations given by the Kohn-Sham wave functions. Dudarev et al. [120] proposed a

simplified form, with the following expression for the total energy:

EDFT+U = EDFT +
Ue f f

2 ∑
σ

[Trρσ −Tr(ρσ ρσ )] , (3.25)

where ρσ
i j is the occupation matrix of the atomic orbitals. This biases the orbital occupation

towards having either fully occupied or unoccupied levels. Additional terms are also added

to the expressions for forces and stresses. The Hubbard-U correction has little computation

overhead. The value of Ue f f is often chosen empirically, but it is also possible to calculate it

from first-principles [121].

3.2 The plane-wave implementation of DFT

Materials in the macroscopic world involve large numbers of atoms and electrons, typically

exceeding 1023. Fortunately, most solid materials have long-ranged order,for example crystals.

The infinite crystal lattice can be represented using a unit cell containing a finite number of

atoms. The periodic nature of crystals makes plane waves the natural choice for expanding

the Kohn-Sham wave functions, in addition to their simplicity and being computationally

efficient. Other basis sets, such as Gaussian functions and atomic orbitals, are also popular

choices. The plane-wave pseudopotential code CASTEP [122] is used extensively in the

works presented in this thesis. This section serves as an introduction to a few the key aspects

of the plane wave formulation without diving deep into the numerical and algorithmic details.

3.2.1 Plane-wave basis set

The Kohn-Sham orbitals must be discretised for it to be handled by computers. Expansion

using basis functions has the advantage of being both a compact representation and allowing

high accuracy. The periodic boundary condition means that V (r) =V (r+ l) for any potential

V , where l consists of integer multiples of lattice vectors, i.e. l = n1a1 +n2a2 +n3a3. This

leads to the Bloch theorem [123], which states that an independent-particle wave function

φ(r) in a perfect crystal must take the form:

ψ(r)i = eik·rui(r) , (3.26)

where k is a vector in reciprocal space that can be expressed in terms of reciprocal lattice

vectors b1,b2,b3. The second part, ui(r), is a periodic function of the cell satisfying u(r) =

u(r+ l), and can be expanded using plane waves that have wave vectors consisting of integer
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multiples of the reciprocal lattice vectors:

ui(r) = ∑
G

ci,GeiG·r . (3.27)

Thus, the wave function can be written as:

ψi(r) = ∑
G

ci,G+kei(G+k)·r . (3.28)

Substituting Eq. (3.28) into Eq. (3.20) and integrating (leaving out spin labels) gives [97]:

∑
G′

[ ℏ

2m
|G+k|δGG′ +Vext(G−G′)+VHatree(G−G′)+Vxc(G−G′)

]

ci,G′+k = εici,G+k ,

(3.29)

where terms in the square bracket comprise the elements of the hamiltonian matrix HG+k,G′+k.

A notable advantage of using plane wave basis is that the kinetic energy term is diagonal

in reciprocal space. Transformations between real and reciprocal space can be done with

the Fast Fourier Transform (FFT) [124] algorithm. The Kohn-Sham orbitals and energies

are obtained by solving the matrix equation (3.29). The lowest Ne Kohn-Sham orbitals are

occupied, from which the electron density is obtained. The new electron density then gives

the new VHartree and Vxc. This process has to be repeated until a self-consistent solution is

obtained.

The k vector of the wave-like part in Eq. (3.26) spans over the reciprocal space and is

continuously varying. Because the reciprocal space is periodic, k outside the unit cell can

be wrapped back. Hence, only those within the first Brillouin zone need to be considered.

Formally, the total wave function is obtained by integrating k over the first Brillouin zone.

Since the electronic wave functions are known to be smooth varying with k, this integration

can be replaced by summation over a set of discrete k vectors. The volume of the first

Brillouin zone is inversely proportional to that of the unit cell in the real space. Therefore,

the number of k-points required decreases when the cell size increases. For very large cell, a

single gamma point (centre of the first Brillouin zone) may be sufficient.

A plane-wave basis set is only complete when an infinite number of G are included. In

practice, the coefficient cG+K is expected to decrease quickly with increasing |G+k|. The

basis set can be truncated using a cut-off so only those with |k+G| < Gmax are included.

This cut-off is often expressed as an energy:

Ecut =
h2

2me
G2

max (3.30)
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The size of the basis set directly affects the computational efficiency. The number of

plane waves also increases with the cell size, which results in a denser grid of G inside the

cut-off sphere. The hamiltonian matrix with a size NG ×NG may not even fit into the RAM

of a computer, and direct diagonalisation (which has a N3 scaling) is impossible. Several

methods has been developed to tackle the problem of solving the Kohn-Sham equations. Early

methods perform molecular dynamics of a fictitious system consisting the electronic degrees

of freedom [125]. Direction minimization algorithms were developed to search the minimum

of the Kohn-Sham energy using a conjugate gradient method with preconditioning [97].

The density mixing approach [126] is now the default method for solving the Kohn-Sham

equations in most plane-wave codes. It breaks the problem into obtaining the non self-

consistent eigenfunction and eigenvalues (under fixed charge density), and the mixing of the

charge densities to evolve the solution towards self-consistency. The former can be tackled by

an iterative matrix diagonalisation method, which only computes the lowest Nb eigenvectors,

without explicitly storing the full hamiltonian [127]. The latter is handled by algorithms that

compute new charge density using the history of input and output densities [128, 129].

3.2.2 The pseudopotential approximation

The effective potentials in Eq. (3.29) can have non-vanishing Fourier components even at

very high |G|. In particular, the strong Coulomb potentials of nuclei diverge as r → 0.

Electron wave functions are known to be fast varying close to the nuclei and can contain

nodes, increasing the cut-off energy required. On the other hand, the valence electrons are

of greater importance for bond formation and chemical reactions, and have smooth varying

wave functions. This can be attributed to the screening of nuclear Coulomb potential by inner

electrons.

In the pseudopotential approximation, an effective potential is constructed such that the

pseudised wave function and the potential itself are relatively smooth, hence fewer plane

waves are need to expand them. The eigenvalues of atomic states should be identical between

pseudo and all-electron calculations. The pseudo and all-electron wave functions are required

to be identical outside a cut-off sphere with radius rc. Early studies of pseudopotentials use

experimental data for construction [130–132]. The first widely used ab initio pseudopotentials

are norm-conserving [133, 134] potentials. The norm of the pseudo and all-electron wave

functions are constrained to be equal within rc. They are transferable to a range of chemical

environments. The orthogonality between valence and core electrons means the potential

should act differently with electrons in different angular moment channels. Such a potential
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is said to be non-local and takes the general form:

V̂nl = ∑
l,m

|Ylm⟩Vl(r)⟨Ylm| , (3.31)

where Ylm are the spherical harmonics and Vl(r) is the potential for l channel. The partial

waves of all-electron (dashed) and pseudised wave functions of the s, p and d channels for a

norm-conserving pseudopotential generated for Ti are shown in Fig 3.1, where the pseudised

wave functions are smoother and do not have nodes.

The norm-conserving requirement is lifted under the framework of ultrasoft pseudopo-

tentials (US-PP) [135], where augmented charges are introduced for compensation. This

form is more flexible and reduces the cut-off energy at a cost of increased complexity for

computational implementations. Two projectors are usually used per angular momentum

channel in ultrasoft pseudopotentials. Pseudo and all-electron wave functions are plotted in

Fig. 3.2 for an ultrasoft pseudopotential generated for Ti. The pseudo wave functions for the

d electrons are smoother than that in Fig. 3.1, as a result of the norm-conserving constraint

being lifted. A closely related formulation is the projector augmented wave (PAW) method,

which allows the full-electron wave function to be recovered [136, 137].

3.2.3 Convergence

One of the advantages of plane wave DFT is that the quality of the calculation can be

systematically improved. The two most important parameters are the plane wave cut-off

energy and the density of k-points sampling the reciprocal space. The former is closely

related to the pseudopotentials used. Hard pseudopotentials require higher cut-off energies,

but they are more transferable.

While under-converged parameters leads to erroneous results, overly converged settings

waste computational resources and lower the overall throughput. The convergence criteria

should be task-specific. For example, in structure searching it is preferable to start with

relatively low cut-off energies and soft pseudopotentials, only switching to high-precision

settings at a later stage.

3.2.4 Gauge-including projector augmented wave method

When a material is placed under a uniform magnetic field, induced electronic currents flow

throughout the material, generating an additional non-uniform magnetic field. This allows

different local environments to be resolved by nuclear magnetic resonance (NMR). For

non-magnetic insulating materials, the induced current j(r) is solely produced by the orbital
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Fig. 3.1 Partial all-electron (dashed lines) and pseudo (solid lines) wave functions of a
norm-conserving pseudopotential for Ti, computed using CASTEP’s on-the-fly generator.
The core radius is marked by the dashed vertical lines. There are two channels for s electrons
(3s and 4s).
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Fig. 3.2 Partial all-electron (dashed lines) and pseudo (solid lines) wave functions of an
ultrasoft pseudopotential for Ti. A single projector is used for the 3s channel (orange),
the other channels includes two projectors. The pseudo wave function of the d channel is
smoother than that in Fig. 3.1.
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motions of the electrons. The induced magnetic field is given by the Biot-Savart Law:

Bin(r) =
µ0

4π

∫

d3r′j(r′)× r− r′

|r− r′|3 . (3.32)

The shielding tensor σ(r) is defined as:

Bin =−σ(r)Bext , (3.33)

which is the quantity that needs to be obtained through first-principles calculations.

The energy levels of isolated atoms are known to shift when an external magnetic field is

applied, i.e., the Zeeman shift. Typical external fields only result in small contributions to

the hamiltonian, hence the orbital current may be computed using the perturbation theory.

To obtain the orbital current, one needs to evaluate the position operator r, which involves

some practical difficulties in extended periodic systems. Here, only give a brief summary is

given, and detailed derivations can be found in Refs [138, 139]. First, places far away from

r = 0 give large contributions, and r diverges in extended systems. This problem is solved by

cancelling out the two diverging terms from the paramagnetic and diamagnetic contributions.

After this, the expression of the orbital current still contains the Green’s function, but for

an insulator it is localised. Secondly, the position operator does not have the periodicity of

the unit cell. The solution is to consider the response of to a magnetic field with a finite

wavelength q, and the response for a uniform field can be recovered in the limit that q → 0.

As a result, six extra calculations at k±q are needed for each k point.

Both core and valence electrons contribute to the orbital current, whilst only the latter

are included in the pseudopotential approach. It can be shown that the core electrons have

contributions to shielding tensors that are chemically insensitive, given that the core and

valence electrons are partitioned in a gauge invariant way [140]. Because NMR measures

relative changes, the contributions of core electrons can be safely neglected. Another problem

is that the pseudolised wave function deviates from the all-electron wave function within the

cut-off sphere (Fig. 3.2), giving rise to significant errors in the computed shielding tensors.

The projector augmented wave (PAW) method [136] allows the all-electron wave functions

to be reconstructed from their pseudolised counterparts. However, the bare form of PAW

does not fulfil the gauge invariance, which makes it not suitable for extended systems, as

an infinitely large number of projectors are needed. This problem is solved by the gauge-

including projector augmented wave method (GIPAW) [138] proposed by Pickard and Mauri.

They introduced a modified transformation operator that ensures the translational invariance.
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An extension by Yates et al. [141] allows GIPAW to be used with computationally more

efficient ultrasoft pseudopotentials [135].

The NMR chemical shifts δ are measured against certain standards. In this thesis, only

the isotropic part of the shielding tensor is concerned, i.e., σ is treated as a scalar. Similar to

that in experiment, reference σ values can be obtained by performing calculations on the

standards compounds. However, the actual standards used in experiment are often in liquid

or gases states, which are not suitable for plane wave DFT calculations. In the context of

solid-state NMR, the common practice is to plot the computed shielding and measured shift

of a few known materials and obtain a linear fit δdft = ασdft +σ ref
dft . Alternatively, a single

secondary reference may be used assuming α =−1.

3.3 Interatomic Potential based methods

Interactions between atoms can be modelled using parametrized potentials. Their forms

depend on the nature of the interactions. The potential energy can be an expressed as [142]:

Vtotal =
N

∑
i

V1(ri)+
N

∑
i, j

V2(ri,r j)+
N

∑
i, j,k

V3(ri,r j,rk)+ . . . , (3.34)

where N is the number of atoms in the system, and V1, V2, V3 are the one-body, two-body

and three-body terms. In practice, V1 is usually zero in the absence of an external field. The

two-body term depends on the distance between atoms i and j ,and their identities. The

three-body term is necessary when the bondings are directional, for example, to describe

materials with covalent bonds.

3.3.1 The Buckingham potential

The Buckingham potential can be used to model oxides [143, 144], with pairwise contribu-

tions given by:

Φ12 = Aexp(−Br)− C

r6 . (3.35)

The first term represents the short range repulsion, which originates from the Pauli exclusion

principle between closed electron shells. The second term represents the van der Waals

interactions between the electron clouds, which is always attractive. The Buckingham

potential differs from the Lennard-Jones potential [145] in the form of the repulsive term,

which is exponential here, rather than 1/r12. The exponential term approaches a constant

value when r → 0. As a result, the potential becomes attractive at very short distances,
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which gives rise to problems for ill-defined input structures. For ionic crystals, the Coulomb

interaction is included in the expression:

Φ12 = Aexp(−Br)− C

r6 +
q1q2

4πε0r
, (3.36)

where q1 and q2 are the ionic charges. The Coulomb term decays with 1/r, and is treated

as long-ranged. A cut-off radius is used to truncate the short-range interactions, providing

improved computational efficiency. A typical cut-off value in this work is 15 Å.

3.3.2 Molecular dynamics

Molecular dynamics (MD) simulates the "evolution" of a system with time, from which a

range of physical properties can be extracted. Trajectories of each particle can be computed

using the velocity verlet algorithm [146]:

x⃗(t +∆t) = x⃗(t)+ v⃗(t)∆t +
1
2

a⃗(t)∆t2

v⃗(t +∆t) = v⃗(t)+
a⃗(t)+ a⃗(t +∆t)

2
∆t

The bare form of this dynamics represents an isolated system with constant energy, e.g. a

microcanonical ensemble. It is often more useful to simulate a system that can exchange

energy with a heat bath of constant temperature. The Nosé-Hoover thermostat couples the

system with a heat bath by adding an extra degree of freedom to its the hamiltonian [147].

Barostats can be implemented similarly for constant pressure simulations.

3.3.3 Computational implementations and applicability

Calculations using interatomic potentials are orders of magnitudes faster than those of DFT.

Efficient parallelisation can be achieved through spatial decomposition. Simulations of up to

tens of thousands of atoms are possible, far beyond what can be treated with DFT calculations.

The timescales accessible with molecular dynamics are usually in the order of nano seconds.

MD simulations can also be performed using ab inito molecular dynamics (AIMD), but they

are often limited to tens of picoseconds and relatively small cell sizes. Here, General Utility

Lattice Program (GULP) [148] is used to perform geometry optimisation in interatomic

potential based structure searches. GULP supports symmetry and has robust built-in local

optimisation algorithms. The LAMMPS [149] code is used for MD simulations due to its

speed and efficient parallelisation.
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It is important to keep in mind that interatomic potentials may perform poorly in chemical

environments that they are not designed for. Whilst the functional forms of such potentials

are backed with physical principles, they are fitted to reproduce specific properties, such as

the lattice constants. First-principles methods, on the other hand, are transferable and do not

have free-parameters to adjust.

3.4 Interface Modelling

Interfaces are intrinsically non-periodic along the direction normal to the interface plane.

The lateral directions are periodic but supercells are often needed to accommodate lattice

mismatch and reconstructions. Modelling interfaces is challenging for two reasons. Firstly,

the cell has to be sufficiently large to include both the interface and bulk regions. Embedding

non-periodicity in a periodic cell incurs additional costs in the model size. For plane wave

DFT calculations, which are usually cubic-scaling, this means the evaluation of energy, forces,

and geometry optimisations are much more costly in terms of computational resources and

wall-time. Secondly, the simulation cell has to be set up carefully. Factors such as orientation

of the bulk crystal, periodicity mismatch, and terminations have to be taken into account.

Unlike bulk materials, whose structures are readily available though various databases,

structures of interfaces are often unknown or ambiguous in the first place. In many cases,

the models have to be built by hand. A better solution is to systematically search for stable

interfaces, which will be discussed in section 4.3. Nevertheless, hand-built initial models are

still essential for setting up a search.

3.4.1 Lattice mismatch

In general, solid-solid interfaces can be classified into three categories:

Coherent Lattice planes from the two material are one-to-one matched at the interface, but

both lattices may be strained.

Semi-coherent Misfit dislocations appears at the interface to reduce the strain energy. Lat-

tice planes are often N/(N +1) matched.

Incoherent No lattice matching takes place at the interface.

The interface energy (per unit area) increases from coherent to semi-coherent to incoherent.

Fully matched interfaces often give rise to strain, since the two sides can have different lattice

constants. The blue and red lattices in Fig. 3.3a have different lattice constants. They are
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a) b)

d)c)

Fig. 3.3 Three possible types of interfaces formed from two crystals with mismatching lattice
constants depicted in (a). These are (b) coherent, (c) semi-coherent, and (d) incoherent.
Arrows indicate the sense of strain.

one-to-one matched in Fig. 3.3b, with the blue lattice being tensile strained. For ultra-thin

films, the interface energy is expected to dominate, and strain up to a few percent may be

maintained.

As films get thicker, it is energetically favoured to form misfit dislocations and relax the

strain [150, 151], since the strain energy is proportional to the film thickness. This result in

semi-coherent interfaces as shown in Fig. 3.3c. A critical thickness can be derived based on

energy cost associated with interface strain and dislocations [150, 152]. Mis-fit dislocations

typically nucleate at the surface and have to glide down to the interface.

The relationship between lattice parameters, matching periodicities, and residual strains

can be derived for a 1D interface. Consider two 2D crystals with lattice parameters a1 and

a2, one can write:

N1a1(1+ s1) = N2a2(1+ s2) , (3.37)

where N1, N2 are the matching periodicities, and s1, s2 are the residual strains. A pair of

integers N1,N2 can be chosen to minimise s1 and s2. Having an array of equally spaced

misfit dislocations gives N2 = N1 ±1. This is the case in Fig. 3.3c, for which N1 = 10. In

general, this happens with the lattice parameters only differ slightly, i.e. when a1/a2 ≈ 1.
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Fig. 3.4 Residual strains plotted against the periodicity N1 when matching two crystals with
a1 = 3.91, a2 = 5.41. The former is assumed to be rigid. Cases with small residual strains
are highlighted by red circles.

When two lattices have very different structures and lattice constants, the interface can be

"domain-matched", without having to satisfy N2 = N1±1. The domain matching is exploited

for growing epitaxial films on substrates with very different crystal structures [153]. To

illustrate this, the minimum values of s2 for a range of N1 are plotted in Fig. 3.4. The lattice

parameters of the two sides are a1 = 3.91 and a2 = 5.41, and the former is made to be rigid

with s1 = 0. The minimum residual strain is achieved by matching 18 units of a1 with 15

units of a2, although schemes with small N1 and N2 values may take place in reality due to

reduced interface energy.

Vanishingly small residual strain can be achieved by having very large N1 and N2, which

is shown by the asymptotic behaviour in Fig. 3.4. This happens when the elastic energy

dominates, or there is no way to form a low energy interface due to structural or chemical

incompatibilities. The resulting interface is incoherent, but strain-free, as shown in Fig. 3.3d.

The interfaces studied in this work are mostly one-to-one matched or domain-matched,

requiring relatively small supercells. Conventional semi-coherent interfaces also widely exist

in thin films. Since misfit dislocations are sparsely arranged when the lattice mismatch is

relatively small, very large supercells may be needed. These interfaces are often studied with

interatomic potentials, and a review of this topic can be found in Ref [154].
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3.4.2 Interfaces and periodic boundary conditions

Interfaces can be embedded in the periodic unit cells as slabs, as shown in Fig. 3.5a. The cell

contains two surfaces in addition to the interface of interest. Slab models are commonly used

for surface studies [155]. The vacuum separating the periodically repeated slabs should be

sufficiently wide that the interaction between surfaces are insignificant. One way of checking

is to plot the electron densities to confirm that they do not overlap. Another issue of the slab

model is that the slab may have a net dipole moment. Since the electrostatic potentials must

satisfy the periodic boundary condition, a fictitious electric field is added implicitly, giving

errors to both the energy and forces. This can be avoided by making the slab symmetrical.

Dipole corrections can be applied to asymmetrical slabs [156, 157]. In Fig. 3.5, A and B

themselves may be polar in the direction perpendicular to the interface. Nevertheless, the

dipole-related errors are expected to be cancelled when comparing relative energies of slabs

that only differ at the centre (i.e. at the interface). On the other hand, A and B should be

sufficiently thick that the interface is in an environment resembling that of the bulk.

An alternative scheme is to have two equivalent interfaces in a single unit cell. An

example is shown in Fig. 3.5b, where the dotted line indicates one of the mirror planes. The

other mirror plane occurs in A at the periodic boundary. The interface orientation is locked-in

by the mirror symmetry, but lateral translations are free to vary during relaxation. Both A

and B must already have mirror planes in their bulk phases. This construction is different

from that for symmetrical grain boundary models [87, 61], since the interface is formed by

two different phases.

3.4.3 Interface excess energy

The stability of interfaces can be quantified with the excess energy [61] per unit area, given

by:

σ =
1

2A
(Gtotal −

n

∑
i

niµi) , (3.38)

where 2A is the area of the two equivalent interfaces, ni is the number of atoms of species, µi

is chemical potential of i, Gtotal is the Gibbs free energy of the simulation cell containing the

interfaces, which is approximated using the DFT total energy [87, 144]. The species are not

necessarily elemental phases. For example, the excess energy of a grain boundary is usually

calculated with respect to the bulk phase. Relative stability between interfaces with different

stoichiometries can be compared using:

∆σ =
1

2A
(∆Gtotal −

n

∑
i

(ni −n
re f
i )µi) , (3.39)
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Fig. 3.5 Interfaces can be embedded in a periodic cell using a slab model (a) or a dual-interface
model (b).

where n
re f
i is the number of species in the reference structure, and ∆Gtotal is the difference

between the DFT total energies. Chemical potentials are approximated using the DFT total

energy for solids, neglecting entropy contributions. For a gas phase, this can be defined with

respect to a reference state µ0
g :

µg = µ0
g +µ ′

g , (3.40)

with the reference energy µ0
g given by the DFT energy of an isolated molecule at 0 K. The

value of µ ′
g depends on the partial pressure and the temperature, and the relationship can be

obtained using the NIST-JANAF thermochemical data [158].

The total energy of a slab model, shown in 3.4.2, also includes contributions from the

surfaces, which need to be subtracted away:

σ =
1
A
(Gtotal −

n

∑
i

niµi)−σsa −σsb (3.41)

Cleaving a crystal may expose two surfaces with different terminations and energies [159,

160]. As an example, cleaving the (001) plane of STO creates one surface terminated by SrO,
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and the other by TiO2. The energy of cleaving for a crystal is given by:

Ec = Eslab −Ebulk , (3.42)

where Eslab is the total energy of an unrelaxed slab with two surfaces labelled as m and n.

The surface energy of m is given by:

σm =
1
A
(
1
2

Ec +∆Erelax) , (3.43)

where ∆Erelax is the change of energy during surface relaxation.





Chapter 4

Structure prediction

4.1 Background

The knowledge of the exact atomic structure of a given material is invaluable for its theoretical

description and understanding. This information is essential for computational studies since

any model at the atomic level require the structure as the a priori input. The conventional

way of obtaining this information is through experimental characterisations, which requires:

(1) the material itself to have been synthesis with sufficient quantity, and (2) the existence of

a method to fully resolve the structure. In many cases, these two conditions can be difficult

to satisfy. An alternative approach is to search for stable structures computationally. This

requires the energy of any given structure to be calculated reliably, as well as a means to

systematically explore the high-dimension configuration space to locate the global minimum.

The former can be fulfilled by first-principles methods, in particular, DFT calculations.

Further details can be found in section 3.1 and 3.2. This chapter deals with the latter issue,

and describes how it can be tackled with random structure searching.

Predicting the structure of a material without any prior knowledge is challenging. The aim

is to find the global minimum of the potential energy function, which has atomic coordinates

as independent variables:

Et(r1,r2...rn) (4.1)

where ri is the vector of the ith atom. The surface formed by this multi-variable function is

known as the Born-Oppenheimer potential energy surface, or in short, the potential energy

surface (PES). The number of local minima on the PES can be shown to grow exponentially

with the number of atoms [161]. Consider a system of N atoms, which can be divided into M

sub-systems, each with N/M atoms. When these sub-systems are sufficiently large they may

have independent configurations. Hence, the total number of locally stable configurations
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should satisfy the equation:

ns(N) = nM
s (N/M) (4.2)

valid solution to this, by inspection, is in the form:

ns(N) = eαN (4.3)

where α is a constant. This means that the global minimum is extremely hard to find

reliably for large systems, since it requires locating all local minima. This make the global

optimisation problem non-determinestic polynomial hard (NP-hard). However, real materials

contain lots of atoms, in the order of 1023, and yet most of them do exist in their stable forms,

rather than being trapped in high energy polymorphs. This implies that function Et must

have certain features that one can exploit to efficiently locate the stable structure, as nature

does. For example, most inorganic materials are crystalline, with stable phases described by

unit cells containing a handful of atoms.

Before going into the details of Ab initio Random Structure Searching (AIRSS) - the

structure prediction method used in this work, a brief summary is given below for other

structure prediction approaches.

Simulated Annealing The simulated annealing [162] approach mimics the annealing

process that promotes re-crystallisation and removal of defects in alloys. In the basic form,

an existing structure is perturbed in some way. The new structure is accepted if the energy is

lowered, or if e−∆E/T < u where u is a random number sampled uniformly from 0 to 1. The

temperature T is gradually lowered in the search and in theory the global minimum can be

reached if the cooling rate is slow enough. At high temperature, the structure is allowed to

jump out from the local minima and explore the energy landscape. At T = 0 only structures

that lower the energy are accepted, and the algorithm effectively performs a (stochastic)

local minimisation. In practice, the system has a tendency to become trapped in regions

surrounded high energy barriers, as escaping moves are highly likely to be rejected. There is

a lot of freedom in implementing the perturbation and scheduling the cooling. Variants of the

algorithm are developed to improve the performance.

Basin Hopping The simulated annealing algorithm described above does not require any

knowledge of the energy gradient (i.e forces). For interatomic potentials, the gradients are

often straightforward to compute, and can be used to efficiently find local minima. The basin

hopping method [163] adopts a Monte-Carle plus minimisation approach. The structure

is randomly perturbed and subsequently relaxed to a local minimum. The condition of
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accepting the new minimum is the same as in simulated annealing. The two important

parameters to adjust are the effective temperature and scheme of moving atoms. With the

use of minimisation, the initial and final structure of a single step can be rather distant

compared with the magnitude of the perturbation. The process can be seen as sampling a

transformed PES where the energy is constant within each catchment basin. The trajectory

of exploration can be used to create connectivity graphs of the minima, which are useful

for studying the underlying structure of the PES. The method has been applied to small

molecular systems, and its efficiency in finding global minima is further benefited by the

existence of funnel-structures in energy landscapes.

Minima Hopping The transformed PES in the basin hopping method may still lead to

trapping in regions surrounded by high energy minima, preventing the algorithm from

escaping the funnels. A closely related algorithm is minima hopping [164], which uses

molecular dynamics for escaping basins, followed by local minisation. The kinetic energy in

the MD simulation is increased if escape is failed, or the new minimum has already been

visited. Otherwise, it is decreased. This biases the search away from visiting existing minima

and promotes visits to neighbouring basins that have small energy barriers. Deep basins tend

to have lower barriers, according to the Bells-Evans-Polanyi principle [102].

Evolutionary Algorithms These algorithms are inspired by biological evolution [165]. A

population of candidates are maintained and evolved towards the optimum solution by apply-

ing selection, mutation, and cross-over operations to individuals. The population is usually

initialised randomly. One of the key steps for such an algorithm to be successful is to perform

local optimisations on each structure before reproduction [166]. The selection operation is

usually carried out by energy ranking. Mutation are applied as random displacements of

atoms and lattice deformations. Cross-overs (obtaining child structures from parents) are

usually achieved via cut-and-pastes of slabs, or permutations of like-species. Care is required

to maintain population diversity in order to consistently improve the best solutions and to

avoid premature convergence.

Particle Swarm Optimisation The particle swarm optimisation is also a population-based

global optimisation method and is inspired by movements of bird flocks [167]. Each indi-

vidual is affected by its own best position as well as the best global position so far. When

applied to structure prediction, the population is locally minimised at each iteration [168].

Diversity is maintained by introducing a substantial amount (typically 40%) of randomly
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generated structures at each iteration and eliminating similar structures.

The methods outlined above have their own strengths and weaknesses. One should

be aware of the "no free lunch theorem" for global optimisation algorithms [169], which

states that we are unlikely to have a magic algorithm that outperforms the rest in every case.

Over-specialization for one kind of problem may lead to poor efficiency for others.

From now on, this thesis focuses on the Ab initio Random Structure Searching (AIRSS)

method, initially proposed by Pickard and Needs for the prediction of high-pressure silane

phases [170]. To avoid confusion, it is also referred as "random structure searching", because

the method is not exclusively for use with first-principles calculations. Most of the approaches

described above more or less already involve "random" structures, but they emphasise iterative

improvements, and learn the PES over time. Random searching does not involve learning,

and instead focuses on generating physically sensible candidate structures in the first place.

This removes the iterative and state dependent nature of the process, allowing it to be fully

parallelised and distributed.

4.2 Random Structure Searching

Random structure searching typically involves with the following steps:

1. Prepare the generation settings, specifying them in a seed file.

2. Generate the random structures. This usually involves choosing lattice vectors and

placing atoms randomly in the unit cell. A structure is only accepted if the criteria

defined in the seed files are met.

3. Relax the random structure to reach a local minimum.

4. Store the structure and repeat steps 2-3. A pool of workers is typically used to run

searches in parallel, since they are independent from one another.

5. Analyse the ensemble of random structures, conduct further tests and refine. For DFT

calculations, this involves ranking structures by energy, and performing relaxation

using more accurate parameters on distinct low energy structures.

A schematic of this workflow is shown in Fig. 4.1. Generating a random structure

usually takes a few seconds. Most computational resources and wall-time are spent on

geometry optimisation, where the objective function Et is typically evaluated hundreds of
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Fig. 4.1 A schematic of the random structure searching workflow. Random structures are
generated and relaxed in parallel.

times. The objective function Et should sufficiently describe the physical reality, and the

prediction is only as good as the level of theory used. First-principles methods are suitable

for structure prediction due to their transferability, being almost parameter-free. Plane

wave DFT is preferred here because of its efficiency for small and medium-sized systems.

The Hellmann–Feynman forces are computed with little cost, and can be used directly for

geometry optimisation. Quality of the calculation is controlled by the cut-off energy, k-point

density, and the pseudo-potentials. Looser convergence settings can be used in the initial

search. Despite Et being less precise, its general shape remains unchanged, and contains the

same basin structures. A sub-set of the obtained structures, each corresponding to a distinct

local minimum, can be further relaxed with high precision settings to obtain the final results.

An extensive review of the Ab inito Random Structure Searching (AIRSS) can be found

in the literature [171]. The method has been applied to predictions of high-pressure bulk

materials [172–174], point-defects [175], low-dimension materials [176] and interfaces [87].

In the following sections, the rationale behind its success is discussed, together with some

practical aspects, and its adaptation for interface structure searching.

4.2.1 The Potential Energy Surface

Being a simple method, the success of random structure searching (AIRSS) may appear

counter-intuitive. The reason is in the underlying structure of the potential energy surface

(PES), which favours (or can be made to favour) even a random sampling scheme for finding
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Fig. 4.2 An example of a 1D potential energy surface, divided into basins of attractions.
Performing down-hill relaxations inside a given basin lead to the same local minimum. The
dotted vertical lines indicate the boundaries of each basin of attraction.

the global minimum. Whilst the exact form of Et is unknown, it is clearly not an arbitrary

function, and have a number of specific properties.

The PES can be divided into many basins of attraction. Down-hill pathways starting from

points with a given basin lead to the same local minimum. An one-dimensional example in

Fig 4.2. When the starting point is chosen randomly, the probability of landing at a minimum

is proportional to the hyper-volume of its basin of attraction. In Fig 4.2, this corresponds

to length of the segments on the x axis, and the dotted vertical lines show the boundaries of

each basin.

Energies of local minima may follow a Gaussian distribution in large structures, and

the total number of minima grows exponentially as shown in Eq.(4.3). This works against

a random sampler for finding the global minimum. However, the low energy basins are

likely to have larger hyper-volumes compared with high energy basins, which is known

for Lennard-Jones crystals [177]. The hyper-volume of a basin is likely to decrease with

minimum energy according to a power-law [178]. Basins of different sizes are likely to be

arranged with some order, with smaller basins filling the gap between larger ones.

A substantial proportion of a PES will corresponds to configurations containing unphysi-

cal small atomic separations. Here m,short-range repulsion(s) will dominate, and the PES

will be high in energy, with almost no minima. The other extreme is when a large part of the

unit cell contains no atoms, which leads to the formation of isolated fragments and clusters.
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Such cases can be discarded if one is only interested in dense and fully connected structures.

This means that one should not just randomly and independently place atoms into the unit

cell.

Most periodic materials contain certain types of symmetry. This is evident by surveying

the Inorganic Crystal Structure Database (ICSD), where most entries are in a space group

other than P1 (and space group P21/c appears to be most popular). Very low or very high

energy minima are often linked with structures with symmetry.

To demonstrate the above points, densities of structures obtained from random searches

of Lennard-Jones 38 clusters are plotted in Fig. 4.3. Particles are randomly placed inside a

sphere with a diameter of 3.5 σ . The top plot is generated without enforcing any minimum

separations (minsep) between particles. The fat tail with high energy is eliminated by making

sure all atoms are separated by least 0.75 σ . In other words, the atoms are treated as hard

spheres, rather than points during initialisation. The resulting distribution is shown in the

central plot. Further improvements are achieved by giving initial structures 1-4 symmetry

operations. The distribution becomes more broad, expanding at both high and low energies,

shown in the bottom plot of Fig. 4.3. This allows the global minimum to be reliably obtained

with a few hundreds trials.

In addition, the Bell–Evans–Polanyi principle means that low energy basins tend to

cluster together, giving a funnel-like energy landscape. The low energy structure found with

random searching may be further improved by applying random shakes followed by local

optimisation. This process is effectively a one-shot zero temperature basin hopping search,

and can be performed alongside the main search process.

4.2.2 Constraints, biases and stopping criteria

One commonly used constraint in random structure searching is species-wise minimum

separations, which helps avoid cases contains atoms that are too close. In addition, structures

that are computationally poorly described can be avoided. The cores of pseuodopotentials

(r < rc) may overlap when atoms get too close, which leads to erroneous results or crashes of

the computer programs. Interatomic potentials with strong repulsive short-range interactions

may cause numerical overflow when atoms are too close. Some potentials are physically

incorrect at very short range, such as the Buckingham potential described in section 3.3.1.

Values of pair-wise minimum separations can be set based on those of known phases. Of

course, this biases the search towards reproducing the known phases, but unknown stable

phases are also likely to have similar species-wise separations. An alternative is to start with

a fixed value, say 1.5 Å, and update the setting on-the-fly by applying that from the best
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Fig. 4.3 Density of structures plots showing the energy distributions of relaxed LJ 38
clusters. Three cases are shown (from top to bottom) for the generation of initial structure:
purely random, enforcing minimum separation, enforcing symmetry. minsep: species-wise
minimum separation constraint
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structures. In practice, it is found the that searches are not sensitive to the exact values used,

and very often they are not fully enforced.

Including symmetry operations in random structures increases the encounter rates of low

energy structures. Furthermore, it decreases the number of degrees of freedom in the system,

which reduces the number geometry optimisation steps. The energy and force evaluations

can be accelerated by exploiting symmetry, especially in DFT calculations. The initial

symmetry should be chosen randomly and contain only a few operations, typically less than

four. Structures often contain more symmetry operations after relaxation.

The search can be terminated if the PES has been sufficiently sampled. The repetitive

visits of the same set of low energy minima can be used as an indicator for this. Like all

global optimisation methods, there is no guarantee that has been found. On the other hand,

the signal for not stopping a random search is clear - when the lowest energy structure is only

encountered once or twice.

4.3 Searching for interface structures

Knowing the structures of interfaces is crucial for understanding their properties. The

methods for searching stable bulk structures can be extended to interfaces. It is pioneered

in the work of Schusteritsch et al. [87], which investigates high-angle symmetric grain

boundaries in graphene and SrTiO3. This method is further developed and tailored in this

thesis for interfaces that are formed by materials with dissimilar structures and compositions.

Experimental knowledge should be used as much as possible to limit the scale of the

problem. Strictly speaking, the goal of interface searching is not to find the global minimum,

which may in fact be an intermixed phase, but to find low energy minima in a sub-space

where the interface geometry holds. Keep in mind that epitaxial films and heterostructures

are not necessarily in their most thermodynamically stable state.

4.3.1 Model construction

A bulk crystal can be divided into layers, which stack together in a particular repeating

sequence. Low index interfaces can be seen as where the structure transitions from one

stacking sequence to another. This is shown in Fig. 4.4, where crystal X has a ABCABC

stacking and crystal Y has a sequence of A′B′A′B′. The interface is formed by joining A and

A′. Other termination combinations are also possible. The lateral alignment between the two

crystals is omitted in Fig. 4.4, but should also be considered in reality.
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Fig. 4.4 An interface can be seen as where a transition between stacking sequences takes
place.

One of the implications in the procedure above is that the bulk crystal largely remains

unchanged near the interface. For most materials, it is a reasonable assumption, as any

deviation from the bulk phase carries an energy penalty. Nucleation of alternative phases may

also increase the elastic energy due to lattice mismatch. However, layers near the interface

may not remain the same as in bulk. In Fig. 4.4, the A layer of crystal X is compatible

with the C layer above, but is not necessarily compatible with the A′ layer from crystal Y

below it. Reconstructions are likely to take place, which cannot be obtained via simple local

relaxations. It is also possible that the local stoichiometry adapts to account for the chemical

mismatch of the two crystals. The bottom line is that the layer model is good until we reach

the interface itself, and searches need to be performed to find the exact interface structure.

4.3.2 Limiting the search space

The degree of randomisation needs to be carefully controlled during the search for interface

structures. Only atoms near the interface should be randomised. Tests should be performed to

study the effects of randomisation zone size. It is found that including only the first layer on

each side of the interface is often sufficient. This scheme is illustrated in Fig. 4.5. Searches

with extended zone size may find the same low energy structures, but with much lower

encounter rates. It is reasonable to believe that structural changes are limited to the interface

region, given that there is no competing bulk phase. Different lateral alignments should also

be explored, although it has been found that in some cases the randomised interface is able to

driving the bulk crystals into an optimum alignment during geometry optimisations.



4.3 Searching for interface structures 55

Bulk A

Bulk B

Interface

Lateral

alignment

Fig. 4.5 Exploded-view of the inteface model including the randomisation zone.

Atoms within the zone are randomly displaced with species-wise minimum separation

constraints. Most of the materials studied here are ionic crystals. Clusters of similarly

charged ions have large electrostatic energy, but are unlikely to be re-distributed during

the local optimisation. Clustering happens more often in large search cells. It is helpful

to uniformly pre-distribute ions within the cell, and then apply random displacements of

reduced maximum amplitudes. The amplitude of random displacements should exceed the

average bond length in order to eliminate any pre-existing order.

Unless known experimentally, the search should include all possible terminations. The

local compositions of the interface can be explored by adding or removing species in the

randomisation zone. Relative stability between different compositions are compared with

equation (3.39).





Chapter 5

Interfaces in Vertically Aligned

Nanocomposites

5.1 Introduction

The knowledge of the exact atomic structure for a given material is essential for any theoreti-

cal and computational studies. Until recently, structures were almost exclusively obtained

experimentally. The development of first-principles methods and structure searching al-

gorithms has made it possible to predict stable phases of materials with a given chemical

composition without any prior information [22, 171]. New materials that are not yet synthe-

sised can be predicted, and those with ambiguity in their structures can be determined with

high confidence.

Interfaces in oxide thin films are of great importance. Understanding the effects of

interfaces is crucial for understanding the design principles of thin film devices. Unfortunately,

interface structures can be difficult to obtain experimentally, because they are buried within

the sample. Morden scanning transmission electron microscopy (STEM) has been widely

used for imaging oxide thin films with atomic resolution. However, the image contrast can

be highly dependent on the sample quality (primarily its thickness) and atomic numbers.

Two-dimensional images only show projections along a certain crystallographic direction,

which are insufficient for unambitiously determining the three-dimensional lattice. The

standard routine is to infer a few candidate structures from images and optimise them to

fit the data. This process involves a significant amount of human intuition, and only works

reliably when the underlying structure is more or less being known already.

Vertically aligned nanocomposites adopt pillar-matrix nanostructures with a high density

of vertical interfaces (see Chapter 2.3). VANs consisting of fluorite structured ionic con-
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Fig. 5.1 Reported AFM data of SDC/STO VAN films [32]: (a) surface topography. (c)
electrochemical strain mapping. (d) map of FORC-IV loop area. Reproduced from Ref [32]
(Licensed under CC BY 4.0).

ductors have been found to give enhanced ionic conductivity [32, 33], which makes them

promising solid electrolytes for micro solid oxide fuel cells. Yang et al. [32] deposited

VAN films made of Sm-doped-CeO2(SDC) pillars and SrTiO3 matrix on Nb-STO (001)

substrates. They found the out-of-plane ionic conductivity was increased by two orders of

magnitude. To reveal the source of the enhancement, they mapped electrochemical activity

using atomic force microscopy on the top surface of the film. It was found that the regions of

high ionic conductivity, indicated by FORC-IV loop area, are centred on the SDC pillars,

as shown in Fig. 5.1. They therefore rule out the possibility that the enhancement is due to

the presence of interfaces, and suggest that the increase of ionic conductivity is instead due

to better crystallinity in the SDC pillars. However, contact AFM is sensitive to the surface

topography due to the finite size and the aspect ratio of the tip. The interface effects can be

localised, e.g. 1-2 nm, but interface regions are unlikely to make good contact with the tip

due to the surface topography. A schematic of this problem is shown in Fig. 5.2. In addition,

ionic conduction is also likely to happen on the top surface of the SDC pillars, which further

reduces the lateral resolution.

Assuming the pillars have square cross-sections, the volume fraction of the interface

region fi is given by:

fi = 4(
b

a
− b2

a2 ) , (5.1)
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Fig. 5.2 Schematic of potential contact issues of AFM tip.

Fig. 5.3 A cross-section of a pillar with size a and interface region of thickness b.

where b is the thickness of the interface region, and a is the size of the pillar, as indicated

in Fig. 5.3. The prefactor 4 is a related to the shape of the cross-section, and if the pillars

are cylindrical shaped, it becomes π instead. The volume fraction of interface regions is

plotted against the pillar size a in Fig. 5.4, assuming b = 1 nm. For a typical pillar size of 50

nm, the volume fraction is about 7%. If the enhancement is solely due to the interfaces, the

local conductivity should be increased by at least three orders of magnitude. Such localised

enhancement is not entirely unreasonable, because ionic conduction though vacancy hopping

is thermally activated, and the activation energy is highly sensitive to atomic configuration.

Thus, the structures of vertical interfaces and their roles in ionic conduction need to be

thoroughly studied.

A schematic of the nanostructure of SDC/STO VANs is shown in Fig. 5.5d, which is

determined using the plan-view and cross-sectional high angle annular dark-field (HAADF)
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Fig. 5.4 The volume fraction of interfaces plotted against the size of the pillars. The thickness
of interface regions is assumed to be 1 nm.

images captured using scanning transmission electron microscopy (STEM). These images

were taken by Ping Lu. The samples were made by Seungho Cho, who previously studied

the resistive switching in SDC/STO VANs [74]. The crystallographic directions between the

pillar and matrix are aligned such that:

• STO[100] // SDC[110]

• STO[001] // SDC[001]

• STO[110] // SDC[110]

The SDC pillars have rounded square cross sections as shown in Fig. 5.5b. Two types of

interfaces can be identified:

Type I STO(100)//SDC(110), labelled blue in Fig. 5.5b.

Type II STO(110)//SDC(100), labelled green in Fig. 5.5b.

Initially, the study focuses on the Type I interfaces, because they appear to be the most

prevalent type of interfaces and have been surveyed under STEM. HAADF images show they

have the STO side terminated with a plane of Ti atoms, which are indicated by the vertical

lines in Fig. 5.5a&c. As a first approximation, the Sm dopants in the CeO2 are neglected,
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Fig. 5.5 HAADF images of SDC/STO VAN films and an illustration of the nanostructure.
STEM images are taken by of Ping Lu, Sandia National Laboratory, USA.
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Fig. 5.6 Bulk structures of STO (a) and CeO2(b) and the corresponding planes that forms the
interface (c, d).

since they will further complicate the structure searching. Both SDC and pure CeO2 have the

same cubic fluorite structure.

The bulk structures of STO and CeO2 are shown in Fig. 5.6a&b respectively, with the

planes forming the interfaces highlighted. The lattice constant of STO is 3.905 Å and for

CeO2 it is 5.414 Å. In the vertical direction, 7 unit cells of STO (27.335 Å) match with

5 unit cells of CeO2 (27.070 Å). The interface is domain-matched [153] (also see 3.4.1).

The 7-5 matching scheme can be seen in the STEM images shown in Fig. 5.5. There is a

Moiré pattern caused by overlapping lattices, since the interface may have kinks and is not

completely parallel to the viewing direction. While cation positions are shown clearly in

the image, there is no information available regarding the anion lattice. This is because the

HAADF images are sensitive to the atomic number of atoms (approximately proportional to

Z2), hence oxygen atoms are not visible.

5.2 Methods

Seven unit cells of STO and five unit cells of CeO2 are included along the [001] direction in

the interface model. Sufficient bulk layers have to be included in the direction perpendicular

to the interface, which will be discussed later. Two units cells of the bulk phases for

each side are included along the STO[010] direction. Initially, attempts were made to

perform first-principles searches using the slab construction, as shown in Fig. 5.7a, but soon
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realised that the computational cost would be too high to obtain enough relaxed random

structures to sufficiently sample the PES. Note that the generation of random structures is not

computational costly. Hence, the searches are performed using interatomic potentials instead,

which gives less accurate but yet good enough energies at a much lower computational cost.

Buckingham potentials have been widely used for modelling bulk oxides, in spite of issues

concerning their transferability [144]. They have been used to predict the structures of STO

grain boundaries [61] and ZrO2/STO ultra-thin interfaces [56]. In both cases mentioned here,

the relative energies between candidate structures computed with interatomic potentials were

shown to be qualitatively consistent with those computed using DFT. A similar approach is

adopted here. The initial searches are performed using interatomic potentials, and a collection

of the low energy structures were further relaxed with DFT. The form of the Buckingham

potentials is shown in Eq. (3.35). The parameters used in this work are tabulated in Table 5.1

together with sources references from the literature.

Pair A (eV) B (Å) C (eVÅ
−6

) Reference
O-O 9547.96 0.21916 32 [56, 179, 180]
Ce-O 1809.8 0.3547 20.4 [179, 180]
Sr-O 682.172 0.3945 0 [56, 61, 144]
Ti-O 2179.122 0.30384 8.986 [56, 61, 144]

Table 5.1 Table of the parameters for the Buckingham potentials.

Details of interface structure searching is described in section 4.3. The open source AIRSS

package [181] provides a suite of tools for structure prediction. The ❜✉✐❧❞❝❡❧❧ program

provided is used to generate slab cells containing the interface. Because the interatomic

potentials do not describe the base surface well*, the slab cell must be converted into the dual-

interface geometry. Lattice parameters of STO are used for constructing the initial cell. The

cell is fixed during geometry relaxation except in the direction perpendicular to the interface.

The CeO2 lattice is tensile strained by 2.2% along the STO [010] direction and compressed by

0.2% along the STO [001] direction. The interface strain is not expected to affect the energy

landscape of the interfaces remarkably. A python package has been developed for running

interface searches, which allows more flexible post-generation structural manipulations. It

allows scheduler-aware automatic checkpointing and continuation; this is discussed further in

Sec. 8.2.2. The stock ❛✐rss✳♣❧ runner script included in the AIRSS package is well-suited

for studying bulk materials.

Density functional theory calculations are performed using CASTEP [122]. The PBEsol

[111] exchange correction functional is used, since it gives lattice constants closer to that

*In fact, the surfaces are unstable, which is not a surprise, since the potentials are fitted to the bulk phases.
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Fig. 5.7 Schematic of the search cell using slab (a) and dual-interface (b) setups.

computed using interatomic potentials for both STO and CeO2, the interface structures

obtained from the searches can be used indirectly in DFT calculations without additional

scaling. Generalized gradient approximation based exchange-correlation functionals have

been used in many other computational studies of STO and CeO2 in the literature [182, 55,

183–185]. On-the-fly generated core-corrected ultrasoft pseudopotentials are used, which

are generated using the ◗❈✺ library in CASTEP version 18.1. Relevant generation strings

are tabulated in table A.1. These potentials are designed to be soft and not as transferable

as their harder counterparts because of the relative large cut-off sphere radius (rc). Their

usage here is justified since ionic crystals have relatively large atom-atom separations with

smooth varying electron densities, and only the relative energies amongst chemically similar

structures are needed in the current study. More discussion can be found in Appendix A.1.

The plane wave cut-off energy is set to be 350 eV, and a 1×4×1 Monkhorst-Pack grid is

used for sampling the reciprocal space. The interfaces are embedded in the cell under the

slab geometry. The cell vectors are fixed during relaxation.
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5.3 Results

Bulk structures of both STO and CeO2 are successfully found via random structure searching.

The low energy I4/mcm structure of STO is found using DFT. It is the low temperature

phase observed experimentally [186]. The interatomic potentials predict the cubic perovskite

Pm3̄m phase to be most stable, which is the room temperature phase of STO. For CeO2, the

cubic fluorite Fm3̄m phase is found to be most stable in both cases, which is consistent with

experimental results [187].

The impact of the randomisation zone size is investigated by performing trial searches

with one or two layers of atoms from the interface on each side randomised. It is found that

randomising only one layer on each side is already sufficient. The larger zone size does not

give any new structures that are low in energy. In fact, the same set of low energy structures

are found, but each has a much lower encounter rate.

The size of the simulation cell perpendicular to the interface also needs to be converged.

Multiple searches containing 4-10 layers of material are performed with about 15,000 trial

structures generated and relaxed in total. A set of unique low energy structures, each being

found repetitively, are identified using relative energies and structural similarity. The latter is

represented using the Smooth Overlap of Atomic Positions (SOAP) descriptors [188] centred

on Ce atoms that are close to the interface. Structures with different cell sizes are made

comparable by inserting additional bulk layers, such that there are ten layers in total, and

then relaxed again. Relative energies of nine lowest energy structures are plotted against

the number of layers in Fig. 5.8. While up to ten layers are needed for converged values, all

structures can be found with only 5 layers of material on each side. This suggests artificial

interface-interface interactions shift the energies of the minima, but do not affect the existence

of their basins of attractions. Interface searching can be performed with small cells, as long

as the final energies are computed including sufficient bulk layers either side of the interface.

Five of the low-energy structures obtained though searching are shown Fig. 5.9. Only

the interface regions are displayed, since there is no change of the bulk phases beyond the

field of view. In practice, equivalent structures with different z-translations are found for

each case, suggesting the randomised interfaces are capable of driving the bulk crystals into

different alignments. A common pattern emerges among these structures - note that the faded

regions in Fig. 5.9 are shared by all structures. The atomic arrangements in these regions

closely resemble that of the bulk phase, even near the interface. On the other hand, in the

central regions of Fig. 5.9, the anion lattices are distorted as a result of structural mismatch.

Structures A and B are almost degenerate in energy and both have space group Pc. Structure

C∗ has more symmetry operations with space group Pmm2. In fact, it can be obtained by
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Fig. 5.8 Convergence of relative energies with the number of layers included in the cells.
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Fig. 5.9 Five lowest energy structures found for the Type I CeO2/STO vertical interface.
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Fig. 5.10 (a) Structure A viewed along the y (STO [010]) direction. (b) Incomplete coordi-
nation cubes for Ce at the interface. (c) The glide plane in Structure A indicated with the
dashed line.

a simple geometry optimisation using bulk crystals. Structure D and E do not have any

symmetry, and the same applies for most other low energy structures.

Further details of Structure A are shown in Fig. 5.10. The mismatch between the two

phases can be understood by considering the coordination environments. STO has six-fold

coordinated Ti atoms and twelve-fold coordinated Sr atoms. The polyhedra formed by

the former are corner-sharing, and those of the latter are face-sharing. Ce atoms in the

fluorite structure are eight-fold coordinated by oxygen with edge-sharing cubes, as shown in

Fig. 5.10b. At the interface, seven unit cells of STO meet with five unit cells of the CeO2. The

stacking sequence of STO is "TiO2-SrO-TiO2", while that of the CeO2 side is "CeO2- CeO2’-

CeO2". Each layer is charge neutral in both materials. If the sequence is to be continued, the

terminal TiO2 layer would have 7 oxygen atoms in the next layer, extending the octahedral

networks. Instead, there are 10 oxygen atoms in the CeO2. For CeO2, the adjacent TiO2 layer

has 14 oxygen atoms instead of 10. As a result, their anion lattices undergo reconstructions

to accommodate the mismatch.

The cation lattices among these structures show little distortion from the bulk phase,

which is consistent with the STEM-HAADF image displayed in Fig. 5.5a. On the other hand,

the complex distortions of the anion lattice are missing in these HAADF images, since the
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contrast relies on elastic scattering, which is sensitive to the nucleus charge. Annular Bright

Field (ABF) images are capable of showing both light and heavy elements, and were also

used to image the interfaces by our collaborator Ping Lu. Although oxygen columns can be

seen in the bulk region, the contrast becomes too weak at the interface.

Density functional theory calculations are carried out to check the relative energies

computed using the interatomic potentials. The test set includes nine low energy structures

(A-H) as well as six structures that have higher energies (S1-S6). The dual-interface cells are

converted into slab models that consist of six layers on each side to keep the cost of DFT

calculations manageable. The relative interface energy densities, referenced to structure A,

from the two levels of theory are plotted in Fig. 5.11. No significant change of the interface

structure is found during DFT relaxation. In both cases, structure C∗, which can be obtained

by relaxing a hand-built model, does not have the lowest energy. Structure H has the lowest

energy when computed using DFT. A positive correlation exists over the range of energy

plotted, indicated by the blue trend line. However, it is not the case over a smaller energy

scale, as shown in the inset of Fig. 5.11, which is a zoom-in of the low energy end. The

interatomic potentials, despite having a simple parametrised form, do capture the general

trend of the energy landscape. This may be due to the ionic nature of the materials considered,

whose energies and forces are reasonably well captured by the Buckingham-style potentials.

The correlation over the energy scale suggests that recomputing only a subset of low energy

structures using DFT is a valid strategy for refinement. On the other hand, one cannot rule

out the possibility that some low energy structures only exist in the PES of DFT, hence they

are missing here. Unfortunately, the cost of running fully first-principles searches for this

interface geometry is prohibitively high.

The strain fields of the interface structures are obtained using the nearest neighbour Ti-Ti

and Ce-Ce distances. Fig. 5.12 shows that of structure E. The viewing direction is along

STO[010], i.e. the same as in Fig. 5.9. The triangles represent the Ti atoms, and the Ce atoms

are marked by the squares. Linear interpolations are used to create the mapping. The sign of

strain alternates along STO[001] direction and across the interface. The strain field can be

interpreted as a result of mismatching periodicity. Two misfit dislocations may be identified

by considering the continuity of the atomic planes across the interface. They are labelled in

Fig. 5.12 by the red coloured ⊥ symbol. The magnitude of strain decreases quickly when

moving away from the interface. Other low energy structures are found to have strain fields

similar to the one presented here.

Mobility and distributions of oxygen vacancies are affected by their relative stability at

different sites. Vacancy defect energies are computed for the low energy structures using

the Mott-Littleton method [189] implemented in GULP. A mapping of the relative vacancy
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Fig. 5.11 Relative interface excess energy densities computed using interatomic potential (x
axis) and DFT (y axis).

Fig. 5.12 Cation lattice strain field computed for structure E. The viewing direction is the
same as that of Fig. 5.9. Triangles represent Ti atoms, and squares represent Ce atoms.
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energies for structure E is shown in Fig. 5.13, where each circle represents an oxygen atom.

All four layers of the atoms are included, and those that are further away from the viewing

plane are depicted with smaller radii. The mean value of the as-computed defect energy

is used as the reference. The absolute oxygen vacancy formation energy is not available

using the potentials. Nevertheless, the relative values should be qualitatively representative

in chemically similar environments. Sites with low vacancy energies appear in a localised

region along the interface, where the oxygen lattice is highly distorted.

The existence of oxygen sites with very low vacancy formation energies, as shown in

Fig. 5.13, suggests that non-stoichiometric interface structure may be stabilised. Ideally,

searches should be performed with a range of interface compositions. However, atoms are

modelled as particles with fixed charges by the potentials (rigid ion model). Removing or

adding oxygen atoms will give the system net charges, which reduces the applicability of the

potentials. Other structure prediction works using interatomic potentials all choose to limit

adding/removing charge neutral units [61, 56, 84]. The point to take away here is that the

uneven landscapes of vacancy energies are likely to cause trapping at the interface.

The interface excess energy of structure E is found to be 0.91 J/m2, computed follow-

ing the method described in Section 3.4.3. In comparison, the excess energies of STO

symmetrical grain boundaries vary between 0.5 - 1.5 J/m2 for a range of terminations and

orientations [61, 87, 86]. The results here suggest that the energy costs of having these

vertical interfaces are similar to that of having grain boundaries. The variation between the

low energy structures is in the order of 3 meV / Å (Fig. 5.11), which corresponds to 0.05 J/m2.

At elevated temperature, many interface structures found here are energetically accessible. In

reality, a disordered anion lattice may present at the interface. However, these disordered

regions are likely to be separated from each other by locally ordered regions, since common

motifs are shared between the predicted structures.
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Fig. 5.13 Relative vacancy energy calculated for structure E using pair-potentials. The mean
value is used as the reference. The viewing direction is the same as that of Fig. 5.9

5.4 Discussion

Interfaces with mismatching periodicity are often considered as containing misfit dislocations

that relax the strain. For planar films, the growth process typically starts with one-to-one

matched lattice, followed by the nucleation of dislocations at surfaces, which then glide

down to the interface. The domain matching epitaxy is an extension to this model, where the

mismatch of the lattice is so large such that the initial one-to-one matching no longer exists.

Instead, the lattice is domain-matched from the start, and the misfit dislocations effectively

nucleate in-place [153]. Vertical interfaces, on the other hand, grow continuously during

the deposition. The vertical interface studied here can be seen as domain-matched between

7 unit cells of STO and 5 unit cells of CeO2. Two misfit dislocations are identified as in

Fig. 5.12. However, the distortions in the anion lattice do not take place at the cores of these

dislocations, but in the region between them, resulting much reduced vacancy energies. The

effects of dislocations on ionic diffusivity have been reported in various literatures with

contrasting results [179, 190–193]. It should be noted that the dislocations are based on

geometry arguments. Out results here show that the atomic structure around dislocations can

be more complicated than elastic deformations in compounds with more than one element.

The possible effects of the interface structures on oxygen diffusion are discussed in

the following. Ionic conductivity is expected to increase under tensile strain, as found in

many other works [53, 194, 54, 72]. However, these results apply to uniformly strained bulk

materials, and the strains induced by the vertical interfaces are highly localised. Diffusion of
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vacancies in the out-of-plane direction have to pass through regions of alternating signs of the

strain. Sun et al. [179] studied the distribution of dopants near edge dislocations in CeO2 and

found their strain fields segregate the dopants. Those with larger radii than Ce4+ concentrate

when the lattice is tensile strained, and those with smaller radii prefer compressive strain.

This can hinder the ionic conductivity, since the dopant concentration close to the interface

may deviate from the optimum level. Dopants also tend to bind more strongly to the vacancy

at interfaces [195].

Oxygen sites with lower vacancy defect energies than that of the bulk exist at the interface.

Mobile vacancies can be trapped at these sites, because the migration barriers to the next

site are very high. Dholabhai et al. [190] studied the dislocation network at the STO-

MgO interface. They find sites with very low vacancy energies existing close to the misfit

dislocations, as well as where they cross, giving increased barriers for oxygen diffusion.

Using kinetic Monte-Carlo simulations, they show the ionic conductivity is reduced because

of the trapping sites.

The energies of the candidate structures, computed using both DFT and interatomic

potentials, are closely spaced. The interface is unlikely to take a single structure under

finite temperature, although the structural degeneracy is limited to the anion lattice. A

disordered anion lattice can lead to enhanced ionic conduction, for example, in superionic

conductors [196]. However, the disordered regions are isolated from each other by regions

with well-defined structures, as shown in Fig. 5.9. Hence, this effect is not expected to

enhance the ionic conductivity along the out-of-plane direction.

5.5 NMR studies of vertical interfaces

A parallel project was carried out to study the vertical interfaces in CeO2/STO VANs using

solid state NMR with O17. One of the challenges is that both the film and the substrate contain

oxygen. Processes to obtain free-standing VAN films using exfoliation were developed

by Bowen Zhang. Selective O17 enrichment of the free-standing film samples and NMR

measurements were performed by Michael Hope. The hypothesis is that the ionic conductivity

is increased at the interfaces. Hence, they can be selectively enriched with O17 at relatively

low temperatures, under which the ionic diffusivities of bulk CeO2 and STO are much lower.

The NMR spectrum showing shifts of O17 is shown in Fig. 5.14. A peak is found between

those arising from STO and CeO2. The analysis of the peak areas with increasing enrichment

temperature indicates that the signal is from regions that are selectively enriched at low

temperatures. I performed DFT calculations to investigate the original of this peak and

whether it can be assigned to a specific interface environment. Note that the experimental
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results were obtained after the computation study described in the previous sections had been

completed.

Fig. 5.14 O17 NMR spectrum of the VAN films with fitting peaks. Several peaks appear in
between that of the SrTiO3 and CeO2. Courtesy of Michael Hope.

NMR spectra are computed using the GIPAW method [138, 141] for the interface struc-

tures found for STO(100)/CeO2(110) vertical interfaces. Because of the large unit cell

size, calculations are performed using soft pseudo-potentials (see table A.1) with a cut off

energy of 350 eV to reduce the computational cost for individual structures. To check the

convergence, calculations are also performed with harder potentials (see table A.3) with a

cut off energy of 600 eV, and comparable interface signals are found. To check the effects

of surfaces, calculations are carried out with cells containing four and eight atomic layers

of each side. Although the vacuum surfaces affect the computed NMR signals, the effect

does not penetrate deep into the slab. The computed shifts at the interfaces are almost

identical between the thin and thick slabs, as shown in Fig. 5.15. This shows the four-layer

slabs are sufficient for mimicking the bulk environment for interfaces. Thus, the four-layer

configuration is used in subsequent NMR calculations for the Type I interfaces obtained

previously through random searching.

The computed NMR shifts for STO(100)/CeO2(110) vertical interfaces are shown in

Fig. 5.16. The signals of oxygen atoms at the interface are either clustered near the bulk

values of STO or that of CeO2. Very few oxygen atoms, mostly from structures with slightly

higher energies, have shifts consistent with the observed peak (within a range of 600 - 750

ppm). This is because these interfaces are formed by joining a TiO2 layer with a CeO2 layer

(Fig. 5.9), both resembling that of the corresponding bulk phases. As a result, the oxygen
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Fig. 5.15 Computed shifts with four and eight layers of materials for the structure E (Fig. 5.9).
The interface signals are almost unaffected even if fewer layers of materials are included.
Solid horizontal lines indicate the computed shifts for bulk phases.

atoms are in environments that are either CeO2-like or STO-like. Hence, the NMR shifts

computed do not significantly deviate from the bulk values.

On the other hand, not all vertical interfaces are in the Type I orientation. There are type II

interfaces with interface planes being STO(110)/CeO2(100). They are located at the corners

of the pillars, as labelled by green segments in Fig. 5.5b. In contrast to Type I interfaces, both

STO and CeO2 have charged layers parallel to the interface plane. STO is made of layers

with a stacking sequence "SrTiO4+-O4−
2 -", and CeO2 has layers of "Ce4+-O4−

2 -". Because 7

unit cells of STO are matched with 5 unit cells of CeO2 along the STO[001] direction, the

O2 layers of the two sides include different numbers of oxygen atoms. When the stacking

sequence changes from one to the other, there is a choice between either having the STO’s

O2 layer or CeO2’s O2 layer at the interface. Nevertheless, the oxygen atoms at the interface

are now properly sandwiched between the two bulk environments in both cases.

NMR shifts are computed using model interfaces obtained by joining slabs of bulk

phases, followed by geometry optimisation. The simulation cell constructed this way has

two interfaces, one has a CeO2-like O2 plane, and the other has a STO-like O2 plane. In

addition, structure searching is performed with the same protocol used for studying Type I

interfaces. To satisfy the charge neutrality, 17 oxygen atoms are placed in the randomised

interface region, which is the average between the number of oxygen atoms in the STO-like

O2 layer (14) and that of the CeO2-like O2 layer (20).
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Fig. 5.16 Computed shifts using the interface models discussed in Sec. 5.3. The interface
signals tend to cluster near that of bulk STO and CeO2. Few oxygen atoms have signal in the
middle.

Fig. 5.17 The lowest energy interface structure of the alternative orientation obtained using
random structure searching. The viewing direction is the same as that of Fig. 5.9.
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Fig. 5.18 Computed shifts of the Type II interfaces (STO(110)/CeO2(100)) with different
oxygen contents at the interface.

The computed shifts are shown in Fig. 5.18 for the three cases. Most of the oxygen atoms

at the interface have shifts between 700-800 pmm, which are consistent with the measured

values in Fig. 5.14. The interface structure obtained through searching has additional shifts

around 600 ppm and 800 ppm, due to the intermixing of Ti and Ce atoms, shown in Fig. 5.17.

Nevertheless, the computed shifts appear to be not sensitive to the exact number of oxygen

atoms in the interface plane. There is no obvious choice of how many of them should be there.

It is possible that this interface can accommodate a range of local oxygen stoichiometries,

which may be the cause of the enhanced ionic conductivity.

5.6 Conclusion and Outlook

A collection of low energy structures for the STO(100)/CeO2(110) interfaces are obtained

using random structure searching. Previously unknown structures with lower energy than

that of the hand-built interface model (C∗ in Fig. 5.9) are found. The anion lattice is highly

distorted near the interface. In contrast, the cation lattice remains similar to that of the bulk

phases. The excess energies of these vertical interfaces, despite major structural mismatch,

is similar to that of the high angle grain boundaries in STO. A complex landscape of the

vacancy defect energies can be associated with the distorted lattice, which is consistent with

oxygen vacancy being trapped at the interface, rather than them being more mobile. The

non-uniform strain field in the cation lattice may cause dopant segregation in doped CeO2,



5.6 Conclusion and Outlook 77

which hinders oxygen diffusion. Hence, the STO(100)/CeO2(110) interfaces are unlikely to

directly enhance ionic conductivity.

On the other hand, solid-state O17 NMR measurements suggest there can still be enhanced

ionic conduction related to the vertical interfaces. The observed NMR shifts is not consistent

with that computed for the STO(100)/CeO2(110) interfaces, but instead account for those of

the STO(110)/CeO2(100) interfaces.

Computational structure prediction is very useful for studying heterogeneous interfaces

with non-trivial atomic structures. This approach can be applied to other interfaces in VANs,

which are largely unexplored. Experimental studies are also important - they are essential for

establishing the problem and limiting the search space to a level that is manageable. The best

approach is to combine the two.





Chapter 6

Planar perovskite-fluorite interfaces

6.1 Introduction

Properties of oxide thin films can be strongly affected by the presence interfaces, and

unexpected properties may emerge. An example of such an effect is was the seminal

discovery of a 2D electron gas (2DEG) formed at the (001) interface between SrTiO3

(STO) and LaAlO3 (LAO) [6]. Despite continuing efforts in integrating these interfaces

into devices [2], fundamental questions regarding the origin of the 2DEG remain open for

debate [19, 16, 197, 198]. The challenge of understanding these interfaces is that they are

buried inside the samples, making direct probing almost impossible.

Interfaces have long been considered a potential way of enhancing ionic conductivity,

which is essential for fuel cell applications, oxygen sensors, and resistive switching memory

devices. Enhanced ionic conduction was observed in CaF2/BaF2 supperlattice thin films [49],

and attributed to overlapping space charge zones. Various studies have focused on enhancing

fluorite structured oxide thin films using interfaces [199–201]. Garcia-Barriocanal et al. re-

ported a "colossal" enhancement of ionic conductivity at the STO/yittra-stablised zirconia

(YSZ) interface [11]. This work was rather controversial, and it has been suggested that

the measured enhancement was from electronic conductions [30, 29, 202]. Nevertheless, it

motivated theoretical studies of the possible mechanisms of the observed enhancement (see

section 2.2).

Thin film epitaxial interfaces are not necessarily formed by materials of the same crystal

structures. When they do, given well-matched lattice parameters, the atomic structures are

often trivial to infer from that of the bulk phases. An example is the STO/LAO interface,

where the ABO3 perovskite lattice stays unchanged across the interface, and only the A and

B sites are occupied by different elements. Small ionic distortions can still exist and have

profound consequences on properties [13, 203, 204]. Nevertheless, the atomistic model of
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the interface can be constructed easily, and the challenge is to understand the electronic

structure. On the other hand, the exact atomic structure of an interface is not trivial when it is

made of materials with different crystal structures. The YSZ/STO interface is an example

of this; YSZ has fluorite structure and STO has a perovskite structure. Morden scanning

transmission electron microscopes are capable of obtaining images resolving individual

(columns of) atoms. However, these images are 2D projections of the 3D lattice, and light

elements (e.g. oxygen) are often missing. Hence, the routine for determining the structure in

full is to construct a few lattice models and fit them to the images. Some examples can be

found in Ref [78, 79].

An alternative approach is to directly search for the interface structures using computers.

Cheah et al. [56] performed pair-potential baseed searches for ZrO2/STO ultrathin superlat-

tices (e.g with 1.5 layers of ZrO2) using a genetic algorithm. They found alternative phases

that are very different from the bulk phase are stable at the interface, highlighting the need of

performing rigorous structure searching. Dyer et al. [60] studied the YSZ/STO interface

using a more realistic cell geometry, including both the interface and bulk, but they did not

conduct a comprehensive search of stable interface structures. They found, by performing

first-principles calculations on a few model structures created by hand, that a rock-salt ZrO

termination is energetically favoured at the interface.

Because of the mismatching crystal structure, interfaces between fluorites and perovskites

are likely to undergo significant reconstruction. In this work, ab initio random structure

searching (AIRSS) is used to search for stable structures of the CeO2 and STO (001)

interfaces. CeO2 has a cubic fluorite structure and becomes a fast ionic conductor when

doped. The mismatch of lattice parameters between CeO2 and STO is about 2%, which is

much smaller than the 7% mismatch between YSZ and STO, allowing the effect of structural

mismatch to be studied alone. CeO2 films can be grown epitaxially on STO substrates [205].

This chapter describes the search and subsequent studies of CeO2/STO(001) interfaces.

The terminations at the interfaces are shown to strongly affect their structures and properties.

Interfaces with SrO terminated STO sustain a fluorite anion lattice with a substantial amount

of unoccupied sites, which gives rise to lateral oxygen diffusion near the interfaces. The

TiO2 terminated interface contains a buckled rock-salt CeO layer. For both cases, it is found

that oxygen vacancy formation energies are lowered near the interface, which can hinder

ionic transport in the perpendicular direction.
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6.2 Method

General background of AIRSS and interface modelling are provided in Chapter 3 and 4.

Unlike in Chapter 5, density functional theory (DFT) calculations are directly used for

searching here. This is essential since a range of terminations and compositions have to be

covered. No experimental data for the interface structure are used as a priori knowledge.

The PBEsol exchange correlation functional [111] is used in the DFT calculations. Initial

searches are performed using on-the-fly generated ultrasoft pseudopotentials with relatively

large cut-off radii. The parameters used for generating these potentials are tabulated in

Table A.1. The plane wave cut off energy is 300 eV, and a 2×2×1 Monkhorst-Pack grid is

used for sampling the reciprocal space. The search cells consist of 2×2×2 units of STO

and
√

2×
√

2×2 units of CeO2. High precision calculations are performed for comparing

relative stability across interfaces of different terminations and overall compositions. A

cut-off energy of 600 eV is used with a set of harder pseudopotentials with 4×4×1 k-point

sampling. The configuration strings of these potentials are shown in Table A.3. Simulation

cells containing slabs of STO and CeO2 are transformed into the dual-interface models for

these calculations (see Fig. 3.5). The generation strings for the pseudopotentials are displayed

in Table A.3.

Molecular dynamics (MD) simulations are performed using the LAMMPS code under

constant pressure (NPT ensemble) to obtain the equilibrium cell sizes, followed by constant

volume simulations (NVT ensemble). The Buckingham potentials with long range Coulomb

interactions are used (as in Chapter 5), and their parameters can be found in table 5.1. A

time step of 2 fs is used in all MD simulations. Transition states barriers for a range of paths

are computed using both DFT and interatomic potentials, to check the applicability of the

latter at interfaces. The LST/QST method [206] for transition state searching is used by the

DFT calculations, as implemented in CASTEP [122]. The climbing-image nudged elastic

band [207] method, as implemented in ASE [208], is used with the interatomic potential

calculations.

6.3 Bulk phases and terminations

The bulk phases of STO and CeO2 have cubic symmetry. At room temperature, STO has a

cubic perovskite (Pm3̄m) structure with lattice constant 3.905 Å, whilst CeO2 has a fluorite

structure with lattice constant 5.41 Å. Epitaxial films of CeO2 can grow on an STO(001)

substrate, orientated such that CeO2[110] is parallel to STO[100] and CeO2[001] is parallel

to STO[001], as shown in Fig. 6.1. The pseudocubic lattice constant for CeO2 is 3.82 Å,
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Fig. 6.1 Interface model constructed by stacking layers of STO and CeO2 along their [001]
directions. Top views of individual layers are also included.

resulting in a tensile strained of 2.2% when fully matched to the STO substrate. At low

temperatures, STO has an anti-ferrodistortive ground state (space group I4/mcm) [209],

which can be located through AIRSS. Because the energy difference is very small, the cubic

phase is used for constructing the interface model.

A simple interface model can be constructed by stacking (001) planes of STO and CeO2,

as shown in Fig. 6.1. While the lattice parameters are well-matched, their stacking sequences

are rather different. CeO2 consists of alternating Ce and O2 planes along the [001] direction,

with the the sequence: Ce4+
a −O4−

2 −Ce4+
b −O4−

2 . Adjacent Ce planes are displaced laterally

by (1
2 ,

1
2) pseudocubic unit cells. STO is made of alternating SrO and TiO2 planes along the

[001] direction. The (001) layers in CeO2 are charged, while those in STO are charge neutral.

The two structures also share some common patterns. The cation sites are displaced by (1
2 ,

1
2)

cubic unit cells between adjacent layers in STO, similarly to CeO2. The anion lattice of the

TiO2 layer has an arrangement that is similar to the O2 layer in CeO2.

Model interface structures can be constructed by enumerating all possible terminations,

including "TiO2-Ce", "TiO2-O2", "SrO-Ce", and "SrO-O2". In addition, the two sides may

have different lateral alignments, including displacements by (1
2 ,

1
2), (

1
2 ,0), (0,0) unit cells.

Hence, there are 12 different combinations in total. While some of them happen to be the

most stable structure for the given composition, structures with significant reconstructions

cannot be obtained this way. Furthermore, the model structures do not fully sample the

composition space, and the local stoichiometry at the interfaces can differ from the bulk.
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6.4 Interface structures

Interface searches are performed for TiO2 and SrO2 terminated STO. These two cases are

treated separately since the substrate termination can be controlled in experiment [202]. The

interface excess energy density is given by:

σ =
1

2A
(Gtotal −

n

∑
i

niµi) . (6.1)

If only the oxygen content is varied, the relative excess energy density can be written as:

∆σ =
1

2A
(∆Gtotal −nOµo) , (6.2)

where nO is the number difference of oxygen atoms with respect to a reference composition,

µO is the chemical potential, and ∆Gtotal is the difference in Gibbs energy. Since the entropic

contributions are expected to be similar among the solid phases, Gtotal is replaced by the

internal energy obtained from the DFT calculations. The reference composition is chosen to

be made of integer units of CeO2, TiO2 and SrO. The value of nO is varied between −4 to

+4. The lower limit is equivalent to letting the CeO2 terminate with a Ce layer, and the upper

limit corresponds to the CeO2 terminating with a O2 layer.

Search results for SrO terminated interfaces are shown in Fig. 6.2. The SrO-Ce terminated

interface in Fig. 6.2a does not contain significant reconstruction. The lateral alignment of the

two lattices minimises the electrostatic energy. Oxygen atoms in the SrO plane lie directly

beneath Ce atoms, and the Sr atoms move downwards as a result of Coulomb repulsion,

giving a slightly buckled SrO layer. The arrangement of each layer is almost identical to those

in the bulk phase. In fact, this structure can also be obtained by relaxing the hand-built model

SrO-Ce interface. However, the same is not true for the SrO-O2 terminated interfaces, where

oxygen dimers are formed, as shown in Fig. 6.2b. These dimers have bond lengths between

1.45 Å and 1.50 Å, which is consistent with the peroxide O2−
2 group. Similar structures arise

as defects that compete with oxygen interstitials in CdO [210], ZnO [211] and Al2O3 [212],

where they are referred as oxygen dumbbells. Three peroxide groups are located in the SrO

plane, with one in the CeO2 plane. The formation of "O2−
2 " reduces the net ionic charges,

and thereby decreases the degree of polar discontinuity at the interface.

Alternatively, the net ionic charge at the interface layers can be reduced by having fewer

oxygen atoms. The lowest energy structure with SrO-O termination is shown in Fig. 6.2c.

A partially occupied oxygen sublattice emerges at the interface, where empty sites are

represented as hollow red circles. Notably, the side view in Fig. 6.2c closely resembles

the bulk phase, indicating that the fluorite and perovskite orderings are still intact. The
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Fig. 6.2 Lowest energy structures found with a) SrO-Ce, b) SrO-O2 and c) SrO-O termina-
tions.

implications of these unoccupied sites will be discussed later. Apart from small deviations,

the cation lattices are almost indistinguishable among the three cases shown in Fig. 6.2.

Structures of TiO2 terminated interfaces are shown in Fig. 6.3. Similar to the SrO-Ce

case, the lowest energy structure found with the TiO2-Ce termination can be obtained by

relaxation of the model structure. There is a slight buckling in the TiO2 layer where Ti atoms

moves downwards, as shown in Fig. 6.3b. The oxygen lattice in this layer resembles that

in CeO2, resulting a good match. The TiO2-O2 interface also contains the same number of

peroxide groups as in the SrO-O2 case. The structure appears to be more reconstructed as

shown in Fig. 6.3b. This can be attributed to Ti4+ having ionic radius than Sr2+. There are

several polymorphs of bulk TiO2. In contrast, SrO has a single stable phase with a rock salt

structure.
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Fig. 6.3 Lowest energy structures found with a) TiO2-Ce, b) TiO2-O2, c) and TiO2-O
terminations.
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The stable TiO2-O interface structure is displayed in Fig. 6.3c. Unlike the SrO-O interface,

a buckled rock salt structured CeO layer emerges at the interface. The buckling can be

explained by the smaller ionic radius of Ce4+ which is insufficient for supporting the rock

salt structure. The lateral displacements of the oxygen atoms also induces rotations of TiO6

octahedra in STO.

The 2×2 supercell size in the lateral directions may constrain the interface from further

reconstructions. Shake-and-relax optimisations are performed using expanded cells con-

taining 2
√

2×2
√

2 pseudocubic units. The stable structures obtained for Sr-O2, Ti-O2 and

Sr-O interfaces are tested. Atoms close to the interfaces are randomised with a maximum

amplitude of 1 Å, followed by relaxation. New structures with lower energy should emerge if

reconstruction was prevented by periodic boundaries previously. In practice, only structures

with higher energies are found, and no new structure with lower energies is obtained.
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Fig. 6.4 Relative interface excess energy density plotted against µO −µ0
o for SrO terminated

interfaces.

The relative interface excess energy density ∆σ is plotted against µ ′
O = µO −µ0

O, for SrO

and TiO2 interfaces obtained via searches, in Figs. 6.4 and 6.5, respectively. In addition to

nO = −4,0,4, interface structures with other nO values are also included. The higher the

value of µ ′
O, the more oxygen rich the environment is. The nO = −4 interfaces are stable

in oxygen poor environments. Similarly, those with nO = +4 are stable in oxygen rich

environments. At the intermediate range, interfaces with nO = 0 are stable, represented by

the black horizontal line.

The reference chemical potential µ0
O is obtained by computing the DFT total energy of a

spin polarised oxygen molecule. However, semi-local exchange correlation functionals are

known to over bind molecular oxygen, and hence a correction is needed. This is obtained

by computing the DFT formation energy of a smaller number of alkali and alkaline metal
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Fig. 6.5 Relative interface excess energy density plotted against µO−µ0
O for TiO2 terminated

interfaces.

oxides, and fitting to the experimental values [213, 158]. A value of 1.18 eV is obtained here

for the PBEsol functional, as shown in Fig. 6.6.
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Fig. 6.6 The correction to account the overbinding of molecular oxygen is obtained by fitting
DFT and experimental formation energies for Na2O, MgO and CaO.

The value of µ ′
O is a function of both temperature and pressure, and phase diagrams are

calculated for the SrO and TiO2 interface using the data from the NIST-JANAF thermody-

namics table [158]. These are shown in Figs. 6.7 and 6.8, respectively. In both cases, the

"X-O" type terminations with reconstructed structures are most stable under the film growth

conditions, which typically have temperatures ranging from between 800 K to 1000 K, with

oxygen partial pressures between 10 Pa and 10−8 Pa [205, 32, 74].
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Fig. 6.7 A phase diagram calculated for SrO terminated interfaces. Films are typically grown
with temperatures between 800 K and 1000 K, and pressures between 10 Pa and 10−8 Pa,
which are well within the stable region for the SrO-O interface (Fig. 6.2c).
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Fig. 6.8 A phase diagram calculated for TiO2 terminated interfaces. The TiO2-O termination
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Compositional changes at interfaces have been suggested to be crucial for providing

stabilisation. Dyer et al. [60] studied the YSZ/STO interfaces using hand-built models, with

a range of terminations. They found that a rock salt structured ZrO termination (nO = 0)

is stable with respect to having O2 (nO = 4) and Zr (nO = −4) terminations. The results

presented here, obtained using structure searching with any a priori model, qualitatively

agree with Ref [60] in the most part. A small difference is that the Ti-O1.25 and SrO-O2

structures are most stable at µ ′
O = 0. This may be a result of the energy correction for

molecular oxygen - it is not clear whether Dyer et al. included this term in their calculations.

Cheah et al. [56] searched for ultrathin ZrO2/STO superlattices using a genetic algorithm.

Due to the use of interatomic potentials, only charge neutral compositions could be added

or removed, limiting exploration of the composition spaces. They also show that strain is a

significant contributor to stabilising novel phases at the interface. The cubic fluorite phase

of ZrO2 is not stable under the 7% bi-axial tensile strain [59, 55, 56]. The 2% strain here

is unlikely to stabilise new phases for CeO2. This is also checked by conducting AIRSS

searches CeO2 under up to 7%, and no new stable phases are found.

6.5 Vacancies at the interface

The diffusion of oxygen ions in CeO2 relies on having mobile vacancies. The interface

can affect the distribution of intrinsic defects. Vacancy formation energies are computed at

various sites in the SrO-O (Fig. 6.2c) and TiO2-O (Fig. 6.3c) interfaces. The lowest value of

each layer is plotted in Fig. 6.9. The interface is labelled by the dotted vertical line.

Vacancy formation energies are reduced from the bulk value 3.6 eV to 3.2 eV at the

SrO-O interface. This reduction is more prominent for the TiO2-O interface, where the

CeO layer has a formation energy of only 2.3 eV. The TiO2 layer appears to have sites with

the same energy, as shown in Fig. 6.9, but this is because the vacancy migrates to the CeO

layer during relaxation. The same also happens to the vacancy created in the TiO2 layer at

the SrO-O interface. It should be noted that these values of formation energy are not fully

converged with respect to the cell size, especially in the lateral directions, since only 2×2

pseudo-cubic cells are included. Artificial vacancy-vacancy interactions affect the computed

formation energy. Nevertheless, their trend should be correct, since systematic errors are

cancelled when comparing relative energies.

Interfaces and grain boundaries are known as sinks for defects. Several computational

works have studied the effect of interfaces, but have so far been limited to those between iden-

tical structure types [195], or based on hand-built models [190, 214]. Dholabhai et al. [214]

studied the CeO2/STO interface using interatomic potentials and found the vacancy energy to
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Fig. 6.9 A plot showing the vacancy formation energies of each layer in SrO-O and TiO2-O
interface models. In both cases, vacancies are more stable at the interface.

decrease near the interface on the CeO2 side. This is also observed here. However, Ref [214]

reports an increase in the vacancy energy for the TiO2 terminated interface. The inconsistency

may be attributed to their assumption that the CeO2 side terminates with a O layer similar

to that found for the (001) surface of UO2 [215], which is very different to the structures

obtained by searching here. Also, their values are computed using interatomic potentials

that are not as transferable for interface environments. The large reduction of the vacancy

formation energy at the TiO2-O inteface can be attributed to the CeO rock salt layer being

less stable compared with the bulk phase. These results show the STO-CeO2 interface attracts

oxygen vacancies, which leads to increased concentration close to the interface. Hence, the

ionic conduction in the perpendicular direction is likely to be hindered, since vacancies need

to escape from the energetically favoured sites close to the interface. This also leads to the

formation of space charge zones next the interface.

6.6 Ionic conduction at interfaces

The stable SrO-O interface has many unoccupied oxygen sites at the interface, depicted by

the empty red circles in Fig. 6.2c. These vacancies are, strictly speaking, not point defects,

but are a part of the atomic structure. Doping CeO2 with trivalent elements such as Sm or
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Fig. 6.10 Trajectories (red lines) of oxygen ions over 500 ps in an NVT simulation at 1600 K.
The view direction is along STO[010].

Gd is known to enhance the ionic conductivity by creating charge compensation vacancies,

thereby increasing the charge carrier concentration. In analogy, at the SrO-O interface, one

may consider these vacancies as being induced by Sr2+, although these are confined to the

interface. The same does not happen at the TiO2 interface where the Ti4+ ions have the same

valence charge as Ce4+. Instead, a buckled rock salt layer is formed to bridge the two sides.

The unoccupied oxygen sites can potentially enhance ionic conduction. Molecular

dynamics simulations are performed to investigate ion diffusion at the interface, using the

SrO-O structure (Fig. 6.2) as the initial geometry. The trajectories of oxygen ions over a

period 500 ps at 1600 K is shown in Fig. 6.10. The oxygen atoms at the interface are clearly

mobile, despite there being no explicitly introduced vacancies. The diffusion is confined to

within two layers from the interface either side. In contrast, simulations performed for the

TiO2-O interface show no anion diffusion. No cation diffusion is observed in either cases.

Simulations are performed at a range of temperatures, which allows the activation energy

to be computed based on the mean square displacements (MSDs) of the anions. The latter is

averaged from a range of time origins for a given MD simulation. The results are plotted in

Fig. 6.11. The activation energies are found to be Ea = 1.04 eV and Ea = 0.63 eV for the

high and low temperature regimes respectively. This can be related to different environments

at STO and CeO2 side, as the diffusion in the STO side is less active at low temperatures.

The temperatures of the MD simulations are much higher than the those in experiment, since

vacancy hopping events are rare, and require very long sampling times to obtain trajectories
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Fig. 6.11 The Arrhenius plot of the mean square displacement (MSD) of the oxygen anions for
fitting the activation energies. There are two regimes with Ea = 1.04 eV at high temperatures
and Ea = 0.63 eV at low temperatures.

with statistical significance. Hopping events are much more frequent at high temperatures,

allowing the results to be gathered with fewer time steps. This approach is widely used

in the literature [200, 59, 57, 179]. The activation energy 0.63 eV is consistent with the

reported values of doped CeO2, which ranges from 0.4 eV to 0.6 eV [216, 217]. The hop

of an oxygen ion from one site to the next involves squeezing though a gap between two

cations. The radius of Sr2+ ions is 132 pm whereas that of Ce4+ ions is 101 pm [218]. In

addition, oxygen anions in the SrO layer may contribute to the increase of barrier heights.

Hence, vacancies are less able to hop around at the interface. Furthermore, their movements

may be correlated due to their high concentration. The diffusivity D can be computed from

MSD via the equation MSD = 6Dt. The oxygen diffusivity is estimated to be in the order of

1×10−10cm s−1 at 1000 K, which is similar to that of the pure CeO2 [216].

To check the transferability of the interatomic potential, transition state energies are

computed for a range of paths using both the potentials and DFT. The forward barrier heights

obtained by both methods are shown in Fig. 6.12, and the corresponding paths are illustrated

in Fig. 6.13, showing only the anion lattice. The large square shows the
√

2×2
√

2 supercell

use in calculation. The interatomic potential are found to consistently over-predict the barrier

height by up to 1 eV. Thus, the oxygen diffusivity is likely to be underestimated in the MD

simulations. The barrier heights also span a range of around 1 eV, which can be related to the

vacancy-vacancy interactions, since the interface has a very high effective concentration. It

should be noted that the searches are performed under 0 K and are limited to small supercells.
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Fig. 6.12 Forward barriers for a range of paths calculated using DFT and an interatomic
potential. The latter appears to consistently overestimate by 0.5-1.0 eV.

In real materials, the partially occupied anion sublattice may become disordered at a finite

temperature, similar to that in δ -Bi2O3 [219]. Further investigation using ab initio molecular

dynamics (AIMD) are desirable, but can be very challenging because large simulation cells

are needed to encapsulate the interface environment.
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Fig. 6.13 Transition state paths at the SrO-O interface. The red rectangle indicates the search
cell, which contains 2× 2 pseudo-cubic cells. Oxygen anions are represented by the red
circles and empty sites are depicted using hollow circles.

6.7 Conclusion

STO and CeO2 have different bulk phases. Previously unknown structures of the STO/CeO2

(001) interfaces are found using AIRSS. The terminations and local stoichiometry at the

interfaces are found to have strong influences. A partially occupied anion lattice emerges

when STO is terminated by a SrO layer. If STO is terminated by TiO2, the stable interface

structure contains a CeO layer with the rock salt structure. Oxygen vacancy formation

energies are computed using the interface structures obtained. The results suggest vacancies

are attracted to the interface and become trapped, which hinders ionic conduction in the

perpendicular direction. On the other hand, MD simulations show that ionic conduction may

be enhanced at the SrO terminated interface due to a partially occupied anion lattice.

The lack of reliable atomistic models for complex heterogeneous interfaces can be

overcome by the use of structure searching. Several other systems can be investigated using

similar approaches. The interface between LaAlO3 and CeO2 is an interesting case, since

LaAlO3 has the perovskite structure but is polar along the [001] direction. The stable and

metastable structures obtained here can be used as prototype models for other perovskite-

fluorite systems. Structure searching may also help gain further insights for the LaAlO3/STO

interface. The assumption that the bulk perovskite structure is kept at the interface, which

is the basis of the polar interface theory [13, 15], needs to be confirmed, especially for the

anion lattice, which is often unseen under STEM.



Chapter 7

Octahedral coupling at

perovskite-perovskite interfaces

7.1 Introduction

Perovskite structured ABO3 oxides exhibit a wide range of fascinating properties. They

are ideal for making functional thin film devices because of their structural simplicity and

being chemically flexible. At ABO3 interfaces, charge, spin, and orbital orders are closely

coupled through the corner connected BO6 octahedral network [5], as illustrated in the

schematic in Fig. 7.1. A prime example of this is the emerging 2D electron gases (2DEGs)

at SrTiO3/LaAlO3 interfaces [62], despite the fact that the two constituent phases are both

insulators. The requirement of maintaining octahedral connectivity at interfaces gives rise

to proximity effects, such that rotations of the BO6 octahedra in one perovskite can imprint

onto the other perovskite [220–222]. These effects have attracted much research attention

for tuning film properties and inducing novel functionalities using perovskite-perovskite

interfaces [6, 223, 2, 4].

Ultra-thin films that are both ferromagnetic and insulating are needed for generating

spin-polarised currents for spintronic and dissipationless quantum electronic devices [224,

225, 37, 38] . However, existing candidate ferromagnetic insulators have relatively low Curie

temperature Tc, such as LaCoO3 (Tc ≈ 85 K) and BiMnO3 (Tc ≈ 105 K). Materials with high

Tc, such as NiFe2O4 and CoFe2O4, are less compatible with perovskite-structured electrode

materials, preventing the formation of high quality interfaces that are crucial for achieving

good performance.

Perovskite structured La0.9Ba0.1MnO3 (LBMO) has been shown to have ferromagnetic

and insulating properties in the bulk forms [40, 39]. However, when deposited on SrTiO3
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(STO) substrates, LBMO films were found to be electronically conducting and have a

ferromagnetic transition temperature Tc of 285 K [226]. However, it was later reported that

the insulating state could be recovered in ultrathin LBMO films with 5 unit cells (u.c.) in

thickness [41].

In this chapter, first-principles calculations are performed to investigate the lattice and

electronic structures of the LBMO and LBMO/STO interfaces. Experimental investigations

led by Dr Weiwei Li showed the octahedral tilting in LBMO was suppressed by the interfaces

in LBMO/STO bilayer heterostructures and superlattices, which was thought to be related to

the change in the electronic and magnetic properties among films with different thicknesses. A

few experimental observations can be accounted through simulations of interfaces. However,

the predicted octahedral tilt suppressions are much less than observed experimentally. The

subsequent study of octahedral network rigidity suggests an alternative tilt configuration can

be stabilised at the interface as a result of octahedral corners being pinned. This LBMO

phase with a−a−a− tilt configuration is much more susceptible to corner pinning effects of

the interfaces.

This chapter is organised as the follows. Section 7.2 gives a summary of the calcula-

tion methods and parameters. Section 7.3 presents the results from LDA+U calculations

performed for bulk LaMnO3 and LBMO with a focus on the effects of the on-site Coulomb

interaction energy U . In Section 7.4, results of interface calculations are presented and

discussed with experimental findings. Motivated by the inconsistency between calculated

and experimentally observed octahedral tilt suppressions, the octahedral network rigidity is

studied in Section 7.5. Section 7.6 presents additional results of network rigidities in other

perovskites. Finally, conclusion and outlooks are given in Section 7.7.
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Fig. 7.1 Schematic diagram showing the degrees of freedom of correlated electrons and
symmetries. Reproduced with permission from Ref [5]

.

7.2 Methods

DFT calculations are performed using CASTEP [122] with on-the-fly generated core-

corrected ultrasoft pseudopotentials, whose generation strings are tabulated in table A.3.

The PBE exchange-correlation functional [108] is used in all calculations. A cut-off energy

of 600 eV is used for interface calculation, and the studies in Sections 7.5 and 7.6 use a

cut-off energy of 700 eV. A set of softer pseudopotentials, tabulated in Table A.1, are used for

calculations containing large unit cells, allowing a lower cut-off energy of 350 eV to be used.

It is found that theses soft potentials are sufficient for the description of the interface models.

The sampling of reciprocal space is performed with a grid spacing of less than 2π ×0.05

Å−1.

Projected density of states (PDOS) are computed by open source OptaDOS [227] software.

During the research, there was a lack of tools for producing lm resolved projected DOS

from output of CASTEP, which are essential for analysing the crystal filed splitting of the

d electrons from the transition metal ions occupying the B sties. A modified version of

OptaDOS has been developed for obtaining lb resolved PDOS data.



98 Octahedral coupling at perovskite-perovskite interfaces

7.3 Bulk LaMnO3 and La0.9Ba0.1MnO3

LaMnO3 has a distorted perovskite structure with space group Pnma/Pbnm* [228]. The

Mn3+ ions have four electrons in the 3d orbitals. The octahedral cage consisting of O2− ions

around the Mn3+ splits its d orbitals into doubly degenerate eg states and triply degenerate

t2g states. The former have a higher energy because their electron clouds point towards the

O2−.

The conventional cell of LaMnO3 contains
√

2×
√

2×2 peseudo-cubic units. The MnO6

octahedral network in LaMnO3 has the a−a−c+ tilt pattern. Figs. 7.2a and 7.2c show tilted

octahedra viewed along the pseudo-cubic directions. The viewing direction in Fig. 7.2b is

used by scanning transmission electron microscopes (STEM) for quantifying the tilt angles,

because the oxygen columns are not obstructed by cations, and they are in-phase displaced

along the imaging direction.

DFT calculations are performed for bulk LaMnO3 and La0.9Ba0.1MnO3 (LBMO). It is

known that DFT often fails to correctly describe transition metal oxides containing localised

d electrons, which tend to be overly delocalised. The LDA+U correction aims to solve this

problem by coupling the Kohn-Sham energy functional with a Hubbard-like hamiltonian of

correlated electrons [119, 120]. The on-site Coulomb interaction energy U of the correlated

electrons is required as input for the calculation. The value of U is often chosen empirically,

although it can also be determined using a first-principles linear response method [121].

Geometry optimisations of LaMnO3 with variable cell size are performed with U ranging

from 0 eV to 6 eV. The lattice constants and Mn-O-Mn angles are plotted in Fig. 7.3, and both

the A-AFM and FM magnetic ordering are included. For the A-AFM ordering, the Mn atoms

in have spins that are anti-parallel between the adjacent MnO2 (002) planes. Bulk LaMnO3

has lattice constants a = 5.5353 Å, b = 5.7204 Å, and c = 7.7029 Å at a room temperature

with Mn-O-Mn angles about 156◦ [228]. At low temperature, LaMnO3 was found to have

A-AFM magnetic ordering, and its lattice constants are a = 5.5363 Å, b = 5.7298 Å and

c = 7.7622 Å [229]. The lattice constants of both FM and A-AFM orderings increase with

increasing U , as shown in Fig. 7.3. In addition, the A-AFM phase has an abrupt change in

b and c lattice constants when the LDA+U correction is turned on. This gives predicted

c/a ratios that are more consistent with the experimental values. The MnO6 octahedral

network becomes more tilted with increasing U , as shown by the decreasing Mn-O-Mn

angles in Fig. 7.3. Given that the value of U only affects Mn atoms, the observed trend on the

ionic structures may be interpreted as if the effective radius of Mn3+ being increased with

increasing U values.

*These two spaces groups are equivalent, because they only differ in the arrangement of cell vectors.
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a) b)

c)
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Fig. 7.2 The orthorhombic LaMnO3 structure with a−a−c+ rotation pattern. Indicated direc-
tions are based on the convention cell vectors. Oxygen atoms are shown in red, lanthanum in
purple and strontium in pale green.
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Fig. 7.4 Energy difference between AFM and FM spin states for LaMnO3 per formula unit.

Standard DFT calculations predict FM ordered LaMnO3 to be more stable rather than the

AFM state, which is in contradictory to the experimental observations. The energy difference

EAFM −EFM is plotted for different U values in Fig. 7.4. The Hubbard correction does not

solve this discrepancy, as the FM state remains stable for all values of U tested. The minimum
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of EAFM −EFM is reached when U = 2 eV, and the FM ordering is increasingly more stable

when U > 4 eV. This trend is consistent the work of Mellan et al. [230], although they used

the PBEsol functional instead. Also, it should be noted that there is a large spread among the

values of EAFM −EFM reported in the literature, and a summary can be found in Ref [231].

Fig. 7.5 shows the projected density of state (PDOS) of each element in LaMnO3 with

A-AFM and FM magnetic orderings. The fermi level is set to be 0 eV. It can be seen that

the valence band is dominated by Mn and oxygen states in both cases, and U appears to

redistribute the Mn states inside the valance band. The band gap is opened for the A-AFM

ordering only when U is applied, which can be related to the sudden change of the b and

c lattice parameters shown in Fig. 7.3. The opened band gap is about 1 eV, and it does not

further increase with the value of U . On the other hand, the FM phase is always half-metallic.

PDOS plots of Mn eg and t2g electrons are shown in Fig. 7.6. The high energy end of

the valence band consists of purely eg electrons, which is consistent with the crystal field

splitting. Note that eg and t2g states overlap inside the valence band. The gap between the

majority and minority spin states inside the conduction band increases with increasing U .

Similar PDOS of Mn d electrons were also reported in literature [232–234].

Based on the results above, a value of 3 eV is chosen for U , because it gives good

Mn-O-Mn bond angles, and the FM ordering is not overly stabilised. The target material of

this study, La0.9Ba0.1MnO3, is known to be ferromagnetic. Thus, giving a correct description

of the AFM/FM stability is not essential here. While U is formally a physical quantity [121],

in practice, its value dependents on the choice of exchange-correlation functional, pseudo

potentials, and algorithmic implementations. The bottom line is that the findings should not

be sensitive to the choice of U .

La0.9Ba0.1MnO3 (LBMO) has the same Pnma structure as LaMnO3[39], but with one in

ten La atoms substituted by Ba. Each Ba2+ cation donates one less electron than La3+, hence

the substitution effectively introduces hole doping. Ba2+ also has a larger radius compared

with La3+ (149 pm vs 103 pm) [218]. The Virtual Crystal Approximation (VCA) [235]

may be used to simulate impurities. It generates pseudopotentials representing mixtures

of elements. The major benefit of VCA is that smaller simulation cells can be used. Gu

et al. [236] studied octahedral tilting in La0.67Sr0.33MnO3 using the VCA and found it to

give comparable results to explicitly doping. Nevertheless, mixing two dissimilar elements of

non-equal valences is not well-justified, and the VCA was originally proposed for modelling

alloys. In this work, LaMnO3 is explicitly doped by replacing one out of eight La atoms in a√
2×

√
2×1 super cell. This gives an effective doping level of 0.125.

The U dependency of LBMO is very similar to that of LaMnO3 in the FM state (shown in

Fig. A.2). Doping with Ba shifts the fermi level to a slightly lower energy, but it is still within
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Fig. 7.5 Projected density of states of La, Mn and O in LaMnO3 for a range of U values.
The left-hand set of panels corresponds to the AFM state, and the right-hand set of panels
corresponds to the FM state. The relaxed geometry was used for each case. The two spin
channels are plotted as positive and negative values.

the Mn eg band, and no band-gap opening is found. The relevant PDOS plots are shown in

Fig. A.1. It has been shown that LBMO with higher Ba doping concentrations (x > 0.12)
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adopts a rhombohedral structure with space group R3̄c [39, 40]. The effective doping level

(0.125) in the calculations is slightly above the phase boundary, but the Pnma phase is still

found to have a lower energy.
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Fig. 7.7 Measured octahedral tilt angles in LBMO/STO bilayer films with (b,c) 40 u.c. and
(d,e) 5 u.c. thickness. Reproduced under CC-BY 4.0 License from Ref [42].

7.4 SrTiO3/La0.875Ba0.125MnO3 interfaces

The studies of SrTiO3(STO)/LBMO interfaces were carried out in collaboration with the

experimental investigations conducted by Dr Weiwei Li and other collaborators. The LBMO

films deposited on Nb-STO substrates are found to be insulating below a critical thickness

of eight unit cells (u.c.). Scanning transmission electron microscope (STEM) images show

octahedral tilts being suppressed near the film-substrate interface in the bilayer sample with

a LBMO thickness of 5 u.c., which can be seen in Fig. 7.7d&e. The tilt suppression is also

found in the 40 u.c. sample, but it is not as strong, shown in Fig. 7.7b&c.

DFT calculations are performed to investigate the structure and properties of LBMO/STO

(001) interfaces. The simulation cell contains 2×2×4 units of STO and 2×2×8 (pseudo-

cubic) units of LBMO, which are stacked in an asymmetric slab configuration with a vacuum

of 15 Å separating the periodic images. Based on the experimental conditions and charac-

terisation results, the LBMO film is assumed to be fully strained to the STO substrate, and

the latter terminates with a TiO2 plane. The lateral lattice constant is set to 3.98×2 = 7.96

Å for keeping LBMO under the tensile strain state that is consistence with the experiment,

as its equilibrium volume is increased by U . Significant reductions in octahedral tilt at the

interfaces are observed in the STEM images displayed in Fig. 7.7. However, much less

reduction in the tilt angles are found in the relaxed interfaced structures. In order to simulate

the experimental observed structures, constrained geometry optimisations are performed

with all atoms in the STO substrate being fixed to their positions in the bulk phase. The DFT

ground state structure of STO has a0a0a− tilt configuration, whilst the STEM images were

taken at room temperature, under which the undistorted cubic phase is stable. Constraining
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the atomic positions makes the STO infinitely rigid, which also means that the coupling

between the two octahedral networks is maximised.

The relaxed structure of LBMO/STO film-substrate interface is shown in Fig. 7.8a&b.

To compare with the tilt angles measured under STEM, views along the STO[110] direction

are simulated by projecting the atomic positions on a plane, as shown in Fig. 7.8c. Fig. 7.8e

illustrates the definition of angle θ . It should be noted that the exact Mn-O-Mn angles cannot

be measured under STEM, but the angle θ is expected to reflect the magnitude of the tilt

along the two in-plane axes. The angle θ is found to be 12◦ in the bulk region of the relaxed

interface (Fig. 7.8a), and it reduces to 8◦ at the film-substrate interface, as shown Fig. 7.8d.

Layer-resolved PDOS plots for Mn 3d electrons are displayed in Fig. 7.9a. The states of

the oxygen atoms in the adjacent layers are also included. The Mn atoms at the interface have

a slightly reduced eg bandwidth (Fig. 7.9a, bottom plot) compared with that in the middle of

the slab. In addition, the overlap between the Mn and O states is reduced at the interface, as

shown in the inset. The layer-resolved per-species PDOS plots in Fig. 7.9b suggest that the

conduction band comprised of Ti 3d states in STO is occupied at the interface. The electrons

injected into the Ti 3d band are spin polarised, and the net spin is parallel to that of the

adjacent Mn atoms, which can also be seen in the spin density shown in Fig. 7.9c.

The film-vacuum interface is found to strongly affect the octahedral network. Fig. 7.8d

shows that the inclination angle θ is reduced at the surface, and the reduction penetrates up

to four layers into the film. It is likely that a surface reconstruction takes place in reality, as

the polar surfaces are inherently unstable [237]. The reducing tilt angles can be explained by

a reduction of the effective radii of the Mn3+ due to electron deficiency in the MnO2 surface

layer.

Surfaces effects may be avoided in superlattices. Two models with four (L4S4) and eight

(L8S8) layers of LBMO and STO are used in the studies. The inclination angle measured

for each layer is plotted in Fig. 7.11. The atoms in the STO layer are fixed initially, and

subsequently allowed to relax. The cell vectors are fixed during the relaxations. As expected,

the tilt suppression is further reduced in the fully relaxed structures. In addition, the a−a−c+

tilt in LBMO propagates into STO, giving the latter inclination angles of about 6◦. Unlike

the bilayer films, superlattices contain two interfaces: one is formed between a SrO layer

and a MnO2 layer, and the other is formed between a TiO2 layer and a LaO layer. Fig. 7.11

shows the tilt suppression from the SrO-MnO2 interface is stronger than that of the TiO2-LaO

interface. This can be related to the radius of Sr2+ being larger than that of La3+, hence the

former gives stronger pinning for the corner anions that are within the layer. It should be

noted that the asymmetry still exists even if the STO block is fully fixed, which indicates that

pinning of corners is not the only cause of the tilt suppression.
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Fig. 7.8 a) The simulation cell viewed along the STO[110] direction. b) Viewed along the
STO[010] direction. c) A schematic of the projected atomic positions and tilting viewed
along STO[110] direction. Oxygen atoms are represented as circles, and Mn atoms are
marked by crosses. d) The O-Mn-O inclination angles in the interface model, as computed
from Fig. 7.8c.



7.4 SrTiO3/La0.875Ba0.125MnO3 interfaces 107

a) b)b)

c)

0.0

2.5

5.0

7.5

10.0

eg

t2g

O-a

0.0

2.5

5.0

7.5

10.0

0.0

2.5

5.0

7.5

10.0

0.0

2.5

5.0

7.5

10.0

0.0

2.5

5.0

7.5

10.0

0.0

2.5

5.0

7.5

10.0

0.0

2.5

5.0

7.5

10.0

8 6 4 2 0 2

Energy /eV

0.0

2.5

5.0

7.5

10.0

P
D

O
S
 /
 a

.u
.

0

5

10

15

O

Mn

Ba

La

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

0

5

10

15

8 6 4 2 0 2 4 6 8

Energy /eV

0

5

10

15

P
D

O
S
 /
 a

.u
.

O

Sr

Ti

Fig. 7.9 a) Layer-resolved PDOS showing Mn 3d eg-t2g electrons. The states projected
onto oxygen atoms in the adjacent layers are also included. Each subplot correspond to
a single MnO2 layer as shown in 7.8a&c. b) Layer-resolved per-species projected PDOS.
The conduction band of Ti is occupied at the interfacial layer. c) A plot of the spin density
isosurface (0.01). The Ti atoms at the interface are spin-polarised in parallel with the Mn
atoms over them.



108 Octahedral coupling at perovskite-perovskite interfaces

Fig. 7.10 X-ray photoemission spectroscopy and X-ray absorption spectroscopy measure-
ments indicate a change of occupation at the valance band maximum and reduction of the
Mn3d-O2p hybridisation. Reproduced from Ref [42] (Licensed under CC BY 4.0).

The layer-resolved PDOS of the superlattice models have features similar to that of the

bilayer model. However, the fully relaxed structures remain insulating, and the Ti 3d orbitals

are unoccupied. Similar behaviour was reported for the LaAlO3(LAO)/SrTiO3 interface,

where the lattice relaxation is to found to increase the number of layers needed to get a

conducting interface [185]. To show the effect of lattice relaxation, the averaged ionic

displacement along z is computed for each layer. Cation (anion) displacements in the +z(−z)

direction are defined as positive, and the results are displayed in Fig. 7.12. The displacements

inside the STO can be attributed to electric field caused by charged LaO (+1) and MnO2

(−1) layers surrounding it. In addition, the displacements in the LBMO is also affected

when the STO is fully relaxed, as shown in Fig. 7.12. This is less noticeable inside the L8S8

structure, which can be explained by the reduction of electric field strengths due to increased

STO thickness.

The experimental findings and their connections with the calculations are discussed in

the following. Samples of LBMO/STO bilayer films and superlattices are deposited by Dr.

Weiwei Li, and characterisations were done in collaboration with other researchers. As men-

tioned above, tilt suppression was observed in the bilayer films using STEM annular bright

field (ABF) imagining. Similar effects were also found in the superlattices containing eight

unit cells of STO and LBMO using the integrated differential phase-contrast (iDPC) [238]

images, which were captured by Dr. Ruixu Zhu. In Fig. 7.13, the tilt angle inside in the

LBMO (2◦) is significantly lower than that of the bulk. Notably, tilted octahedra are also

found inside the STO. On the other hand, DFT calculations suggest bulk LBMO has an

apparent tilt angle of 12◦. The TiO2-LaO and SrO-MnO2 interfaces give reduced angles of 8◦

and 3◦ respectively, and the reductions are halved when the STO side is allowed to relax. It

should be noted that the atomic positions displayed in the micrographs are in fact for columns

of atoms, and oxygen atoms may not fully align within each column. Because STEM images

are sensitive to the image conditions, there can be some systemic errors. The angles extracted
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from interface models are measured from averaged projected oxygen positions, whilst STEM

images have more complex contrast mechanisms. Nevertheless, there is still significant

inconsistency regarding the magnitude of the tilt suppression.

The electronic transport measurement performed by Dr Weiwei Li indicates the films of

LBMO are insulating when their thicknesses were below 8 u.c.. This is further supported by

valence band spectra measured using X-ray photo emission spectroscopy (XPS), shown in

Fig. 7.10a. The spectra also have characteristic peaks arising from the t2g and eg electrons, and

their overall shape resembles the computed density of states. X-ray absorption spectroscopy

(XAS) effectively probes unoccupied states in the conduction bands. The characteristic Mn

3d peak in the O-K edge spectra is reduced in 5 u.c. sample compared with the 40 u.c. sample,

as shown in Fig. 7.10b. This suggests the Mn3d-O2p hybridisation is reduced in the 5 u.c.

sample. Meanwhile, the calculations indicate slight reductions in the eg bandwidths, with the

overlap between O and Mn states being reduced at the interface. X-ray circular magnetic

dichroism measurements on Ti L-edges show emerging magnetism from Ti in parallel with

that of the Mn atoms, which is consistent with the charge transfer and Ti ferromagnetism

observed in the calculations. In addition, X-ray linear dichroism measurements at the Mn L2

edge suggest a preferential occupation of the out-of-plane dz2−r2 orbital. This is also found in

the PDOS analysis of both bilayer and superlattice models. More details of the experimental

results can be found in Ref [42].

The critical thickness for achieving insulating interface is increased in superlattice sam-

ples. The samples consisting of less than 12 u.c. of LBMO are found to be insulating,

in comparison, the critical thickness of bilayer films is 8 u.c.. This can be attributed to

LBMO/STO superlattices having two perovskite-perovskite interfaces per LBMO block.

In summary, DFT calculations of the LBMO-STO interfaces in the bilayer and superlattice

models can account for some experimental findings, including the subtle changes in the

O-K edge XAS spectra, the XPS valence band spectra, the emerging Ti magnetisation

under XMCD, and preferential out-of-plane occupations of the Mn eg measured with XLD.

However, there are two key results not reproduced by the DFT calculations. First, the

insulator to metallic transition with film thicknesses is not reflected in the first-principles

calculations. This can be an inherent problem of the LDA+U method, as it may not fully

capture the correlation effects of Mn 3d electrons. Second, the experimentally observed tilt

suppressions are much greater than those found in the relaxed interface structures. Whilst the

models assume the interfaces are atomically sharp, in reality, cation mixing is likely to occur.

Another issue is that the observed tilting under STEM only confirms that the configuration is

a−a− along the two pseudo-cubic axes parallel to the interface. The tilting along the axis
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Fig. 7.13 STEM HAADF images showing the LBMO8-STO8 superlattice (top). Tilting of
the octahedra can be seen in the i-DPC image (middle). Measured tilt angles indicates a
suppression of the tilting inside the LBMO region, down to 2◦, note that tilting is also found
in the STO block (bottom). Courtesy of Dr Weiwei Li and Rui Zhu.
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perpendicular to the interface cannot be determined. It has been assumed, so far, that the

tilting is in-phase along this direction, which is the same as that in the bulk phase.
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7.5 Perturbing octahedral networks

The octahedral network must be continuous across the interface, even if the two bulk con-

stituent materials have different tilt configurations and/or magnitudes. As a first approxima-

tion, tilt suppression can be considered as a response to the displacements of the corners. This

is illustrated in Fig. 7.14 for LaMnO3, where the directions of the corner anion displacements

are marked by the arrows. When interfaced with an infinitely rigid cubic perovskite, the

anions are forced to take positions directly above/underneath the B site cations. Materials

with such infinitely rigid structures are of course hypothetical, but the flexibility of the

octahedral network can be deduced from the changes in structure and energy when external

perturbations are applied to the corner. For very flexible networks, the energy costs of moving

the corners should be small, and the distortion can propagate into the bulk material. On the

other hand, moving the corners of a rigid octahedral network would incur high energy costs,

and any changes would be localised to where the displacements are applied.

Motivated by the inconsistency between the predicted and the observed tilt suppressions

at LBMO/STO interfaces, the network rigidity is investigated for the relevant materials by

performing constrained DFT geometry optimisations. The anions in the AO planes are moved

in analogy to the pinning effect of an interface. The perturbation ∆d⃗ is chosen to be parallel

with the existing displacement d⃗, which is given by d⃗ = (ox −Bx,oy −By), where Bx and By

are the x and y coordinates of the B site cation directly above/below the anion, as illustrated

in Fig. 7.15. The anions in one of the two (002) AO planes (coloured red) perpendicular

to the c+ axis are displaced. The x and y coordinates of the displaced anion and that of

the adjacent B site cations are fixed in the relaxation. First, the structure is fully relaxed,

including all cell vectors. Then a collection of perturbed frames are created using on the

fully relaxed structure, and they are subsequently optimised with the constraints applied. The

cell parameter is allowed to change along the [001] (c) direction during the relaxation, while

keeping other components fixed.

The changes in energy ∆Etot under a range of perturbation magnitudes are shown in

Fig. 7.16 for STO, LaMnO3 (LMO) and LBMO. All of them are initially in the Pnma

structure with a−a−c+ tilt configuration. The tilt angle θ0 is measured between the out-of-

plane B-O bond and the z direction, as indicated in Fig. 7.15. Positive perturbations, e.g.

parallel to the existing displacements, increase the angle θ0. LMO and LBMO have almost

identical changes in energy with a given perturbation magnitude ∆d. On the other hand, the

equilibrium tilt angle is reduced in LBMO compared with LMO, which can be explained

by Ba2+ having larger radius than La3+. The curves of STO, as shown in Fig. 7.16, suggest

its octahedral network is much more susceptible to distortions. Notably, a full relaxation of

the Pnma structured STO does not recover its cubic phase, which is consistent with the fact
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Fig. 7.14 LaMnO3 in the Pbnm structure viewed along a) [001] and b) [110] directions. The
three pseudo cubic directions are labelled by a, b and c. The displacement of the octahedral
corners (anions) are depicted by the arrows.

that the cubic phase is a saddle point in the configuration space. It is known that the ground

state of STO is the anti-ferrodistortive (AFD) I4/mcm phase (a0a0c−) [209]. The I4/mcm

phase has almost flat response curves. It turns out the Pnma-like corner displacements make

the anti-phase rotation (c−) axis switch from the c (z) direction to the b direction. These

results suggest STO is a rather poor choice for controlling octahedral rotations via interface

coupling.

Given that the BO6 octahedral network in STO is much softer than that in LBMO, the

observation of reduced tilt angles in LBMO superlattices and bilayer films is rather intriguing

(Figs. 7.7 and 7.13). So far it has been assumed that LBMO films have the Pnma structure,

which is the same as in bulk material [42, 39, 40]. On the other hand, bulk LBMO with a

higher doping concentration is in the R3̄c phase with a−a−a− tilt configuration similar to

that of La0.67Sr0.33MnO3[239]. The same corner displacement "experiment" are performed

with LMO and LBMO in the R3̄c phase (r-LMO/r-LBMO). The results are displaced in Figs

7.17 and 7.18 respectively. In both plots, the DFT total energy is shown in the upper plane for

comparison. The r-LMO is metastable and has a higher energy than LMO, and its instability

is reflected by a slight decrease of energy under a small positive corner displacement (∆d),

which breaks the three-fold symmetry. On the other hand, the octahedral network of r-LMO

is more susceptible to distortions, as shown in Fig. 7.17. Because of this, r-LMO can have a

lower energy when the corners are displaced. The cross-over takes place at θ0 ≈ 8◦.
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Fig. 7.15 A schematic of the octahedral rotation pattern (a−a−c+) showing in-plane (θ1) and
out-of-plane (θ2) Mn-O-Mn angles. The tilt angle θ0 is defined with respect to the z axis,
and its corresponding Mn-O-Mn angle is given by 180−2θ0.
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Fig. 7.16 Energies of perturbed structures plotted against the tilt angle (with respect to z) and
the magnitude of the introduced displacements. All structures are in the Pnma phase.
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Fig. 7.17 Response curves to anion displacement for LMO in Pnma and R3̄c phases. DFT
total energies are plotted in the upper panel, and the lower panel shows relative energy
changes.
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Similar results are found for LBMO and r-LBMO, whose response curves are plotted

in Fig. 7.18. Notably, the energy difference between the two phases before applying any

perturbations is much smaller compared with that between r-LMO and LMO (5 meV per f.u.

vs 20 meV). This is consistent with the dopant effects, which are known to stabilise the R3̄c

phase with increasing concentrations [39]. As a result, only a small reduction of 1.8◦ in θ0 is

needed to make r-LBMO stable, as shown in 7.18.

The curves of r-LBMO and r-LBMO are asymmetric, and the energy cost of reducing

tilt angles are smaller than that needed to increase them. To study the cause of this, the

Mn-O-Mn bond angles are plotted against the magnitude of corner displacements ∆d in

Fig. 7.19. The θ1 and θ2 are the in-plane and out-of-plane angles respectively, as shown in

Fig. 7.15. In both materials, θ2 decreases with increasing ∆d, which is consistent with the

increased octahedral tilt along the two in-plane pseudo-cubic axes (a and b). The value of

θ1 also decreases with increasing ∆d in the orthorhombic Pnma phase. However, θ1 in the

rhombohedral phase (a−a−a− tilt) has an increasing trend with decreasing θ2.

The tilted octahedra under the perturbations are shown in Fig. 7.20 and Fig. 7.21 respec-

tively. The octahedral tilt along the c axis, shown in the first row marked by the circles, barely

changes in the Pnma structure with increasing ∆d, whilst that of the R3̄c phase decreases,

compensating the increased rotations along a and b. This explains the shape of the response

curve in Fig. 7.19 and Fig. 7.17, where the energy cost of perturbing the octahedral network is

much smaller with a−a−a− tilt configuration . The asymmetric shape of the response curves

can be attributed to the rotations along c being completely suppressed when d increases, but

it is free to increase when d decreases.

So far only small unit cells are used when computing the response. The cell size in the c

direction may be increased to investigate the coupling length of corner displacements. The

response curves of LBMO computed with twice the cell size along c is shown in Fig. 7.22.

For a given ∆d, the change in energy per formula unit is halved, but this is because only half

of the AO planes are perturbed. The two lines overlap with each other when this is taken into

account. In contrast, the response curves of the extended r-LBMO model deviate from that of

the standard model, indicating the distortion of the octahedral network can propagate further

into the material.

In Fig. 7.23, the average Mn-O-Mn bond angles in the extended LBMO and r-LBMO

models are plotted against the ∆d applied to the networks. Those angles marked with ′ are

measured further away from the LaO plane being perturbed. The overall offsets are due

to the explicit Ba substitution. It can be seen that θ ′
1 and θ ′

2 of the orthorhombic phase are

almost unaffected by the perturbations. On the other hand, θ ′
1 and θ ′

2 of the rhombohedral
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Fig. 7.18 Response curves to anion displacement for LBMO in Pnma and R3̄c phases. DFT
total energies are used in the upper panel, and the lower panel shows relative energy changes.
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Fig. 7.20 Structures of Pnma LMO viewed along c (upper) and b (lower) directions with
increasing distortions.
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Fig. 7.21 Structures of R3̄c LMO viewed along c (upper) and b (lower) directions with
increasing distortions.
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Fig. 7.22 Response curves of (r)-LBMO with doubled cell sizes along c.

phase closely follow their counterparts in the plane closer to the perturbation. The interfacial

tilt suppression in the Pnma phase is highly localised.

The octahedral proximity effects have also been studied by a few prior works. He

et al. [240] investigated the effect of interfacial symmetry mismatch on octahedral tilts. In

their simulations, zero tilt angles were imposed in one perovskite units within an elongated

simulated cell. The two materials they investigated were La0.75Sr0.25MnO3 (LSMO) and

SrRuO3, which have a−a−a− and a−a−a+ tilt configurations respectively. It was found

that the former can sustain the tilt reduction from the vertical interface, while disruptions

in the latter are quickly reduced. These results are consistent with the findings here, but He

et al. attributed the difference to other factors such as magnetic anisotropy and Jahn-Teller

activity. Rondinelli et al. [220] showed the a0a0c− tilt in STO can propagate into SrFeO3 in

STO/SrFeO3 superlattices. The conventional way to explore the potential energy landscape

of tilted perovskite phases is to obtain the distortion modes using phonon calculations

or group theory analysis [241], and then compute the potential energy as function of the

amplitude [220, 242]. However, distorted structures generated this way may deviate from

the valleys on the potential energy surface. On the other hand, the constrained optimisation

approach allows the structure to follow the energy landscape. As a result, the energy

versus displacement curves given here are usually flatter compared with those reported in

literature [220, 243, 244].

In summary, first-principles calculations are used to reveal the response of octahedral

networks under corner displacements that mimic an ideal interface between two perovskite
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Fig. 7.23 Mn-O-Mn angles of (r)-LBMO with doubled cell sizes along c. The angles marked
with "′" are further away form the LaO plane where the anion displacements are applied.

structured materials. It is found that the tilted octahedra in Pnma structured LBMO are not

susceptible to pinning effects originating from interfaces, owing to the lack of mechanisms for

compensating changes in tilt angles. In contrast, the R3̄c phase with a−a−a− tilt configuration

is susceptible to tilt suppression, as changes in tilt along the two pseudo-cubic axes parallel

to the interface plane can be compensated by that along the third axis. These results suggest

the experimentally observed the tilt angle suppressions at LBMO/STO interfaces were likely

to be accompanied by a change of the octahedral tilt from a−a−a+ to a−a−a−.

7.6 Octahedral rigidity of other perovskites

The rigidity of octahedral networks in other perovskites can be studied using the same

method described in the previous section. Knowing how flexible the octahedral networks are

would help to establish design principles for interfaces exploiting the octahedral proximity

effects. Using CaTiO3 as a model system, it is find that the relative energy changes ∆E are

relatively insensitive to convergence related parameters such as the plane wave cut-off energy,

k-space sampling, and FFT grid. In addition, the response curves computed for LaMnO3

using a range of U and magnetic orderings differ only slightly. This can be attributed to the

interaction between atoms being predominately ionic.

The energy curves for a range of other perovskites are shown in Fig. 7.24. Among

these materials, LaMnO3 has a relatively hard octahedral network. The energy changes
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Fig. 7.24 Response curves for a range of other perovskites.

after applying +0.2 Å and −0.2 Å corner displacements (∆d) are compared in Fig. 7.25.

Materials with a−a−a− rotation patterns, such as LaAlO3 and La0.67Sr0.33MnO3 are found

to be susceptible to such displacements, in accordance with the findings in the previous

section. Notably, BaTiO3 has a relatively hard octahedral network and with zero tilt angle

if not perturbed, which can be related to it having a tolerance factor greater than one. This

makes BaTiO3 a good buffer layer for enhancing tilt suppression, although the effects of Ti

displacements, i.e. ferroelectric distortions, are neglected here.

Epitaxial films are often strained. One of the advantages of LBMO is the relatively small

interface strain when deposited onto STO substrates. It is known that the strain induced by

epitaxial interfaces affects the stability of perovskite phases in a range of materials including

LaAlO3 [245], BiFeO3 [246], LaNiO3 [247], and SrRuO3 [248]. On the other hand, little is

known about how strain affects the rigidity of octahedral networks.

The responses to corner perturbations can be computed with strained perovskite structures

in an analogous manner to that described earlier. To simulate the substrate clamping effect,

the in-plane cell vectors are enforced to form a square lattice, and they are constrained during
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the initial relaxation, and the resulting relaxed structures are subsequently used for creating

perturbed frames.

The responses of LaMnO3 (FM) to perturbations under biaxial strain are shown in

Fig. 7.26. The tensile strain reduces the tilt angles in the relaxed structures. However,

the rigidity remains almost unchanged by the strain, as show by the overlapping response

curves in the upper panel. Different behaviour is observed for LaAlO3, which has a−a−a−

tilt. In Fig. 7.27, the energy cost for increasing the tilt angle is increased by compressive

strain, and tensile train makes the networks less susceptible to tilt suppression. The negative

energy differences (∆Etot) can be explained by the R3̄c phase† becoming unstable when

compressively strained, and a competing I4/mcm phase with a0a0a− tilts emerges [245].

†The actual space group symmetry is C2/c after imposing square lattice.
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Fig. 7.26 The response of LaMnO3 to perturbations under biaxial strain.
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Fig. 7.27 The response of LaAlO3 to perturbations under biaxial strain.
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7.7 Conclusion and further work

The mode and magnitude of octahedral tilting can have significant effects on the functional

properties of perovskite structured oxide materials. Motivated by the appearance and dis-

appearance of ferromagnetic insulating properties in LBMO/STO bilayer/superlattice films,

the effects of interfaces on the lattice and the electronic structure are investigated using

first-principles calculations. Some experimental observations are successfully accounted

for, such as interface charge transfer and associated ferromagnetism of interfacial Ti atoms.

The rigidity of octahedral networks is quantified by exploring the energy landscapes of

perovskite structures under corner distortions that mimics octahedral coupling at interfaces.

An alternative rhombohedral LBMO phase with a−a−a− tilt configuration is shown to be

more stable when corners of octahedra are being pinned. The bulk orthorhombic phase

with a−a−a+ tilt is very resistant to corner displacements. The flexibility of the octahedral

network in a−a−a− tilt configuration can be attributed to the existence of a compensation

mechanism.

The method developed for studying octahedral network rigidity can be applied to many

other perovskites. More comprehensive studies of the general rules behind tilt suppression

are beneficial for designing interfaces that can better exploit the octahedral proximity effects.

Other factors such as radii of the ions and covalent B-O bonding, are also worth study-

ing. Many perovskites have transitions from low to high symmetry phases with increasing

temperature, which is also likely to affect the rigidity of the octahedral networks.



Chapter 8

Other works

8.1 Interface strain in high temperature superconductors

The work described below has been published in Refs [69, 249]. I performed

the analyses of the STEM images in order to understand the interface strain in

the nanostructured films, which helped to explain the enhanced superconducting

Tc. Here, only key findings related to my contributions are described.

Superconducting cuprates have attracted a tremendous amount of research interest

since the discovery of high temperature superconductivity in yttrium barium copper oxide

(YBCO) [250]. Unlike the conventional superconductors, where the origin of superconduc-

tivity is well described by the BCS theory [251], there are few theoretical frameworks for

predicting superconducting transition temperatures (Tc) for high temperature superconductors

(type-II superconductors). However, phenomenological theories can still be established, and

it has been proposed that the Tc is strongly affected by the number of connected CuO layers

in the crystal lattice, as well as the in-plane and out-of-plane Cu-O distances [252].

Vertically aligned nanocomposites, described in Sec. 2.3, allow independent control of

out-of-plane lattice constants through vertical interfaces. VANs consist of a LaCuO3 matrix

and La2Cu1O4 + δ (214) pillars were fabricated by Dr Eun-Mi Choi, who also characterised

these films in collaboration with other researches. Some VAN films were found to be

superconducting with a Tc = 50 K, which is higher that of conventional planar 214 films

(Tc = 35 K). More intriguingly, magnetic measurements showed superconductivity with a Tc

of 120 K, but the same was not found with the transport measurements.

The data obtained using atomic force microscopy and scanning transmission electron

microscopy suggest the composite films consist of orthogonally arranged elongated grains of

214 whose c axis is in the out-of-plane direction. The structure of La2CuO4 can be found in
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Fig. 8.1 Structures of the T (a.b) and T′ (c,d) phases of La2CuO4.
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Fig. 8.1a&b. These grains are embedded in a matrix made of LaCuO3. Alternatively oriented

214 grains that have the c axis along the in-plane directions (a-214) are found at some vertical

interfaces (Fig. 8.3a).

Fig. 8.2 a) The cross-sectional STEM-HAADF image of the c-214 grain. b) The c lattice
parameter increases near the vertical interface, highlighted by the red circles. Adapted from
Ref [249] (Licensed under CC BY 4.0).

The STEM-HAADF images are analysed to reveal the strain and distortions inside the

films. Positions of the atomic columns are systematically extracted and refined using 2D

Gaussian fitting, based on the routines provided by the open source software ❛t♦♠❛♣ [253].

Maps of lattice constants and La-La distances are produced using the extracted atomic

positions. In conventional planar epitaxial films, the strain state is controlled by the substrate,

but the same is not true in VANs. The line-averaged c and a lattice constants inside the c-214

grain are displayed in Fig. 8.2. The increase of the c lattice constant close to the vertical

interface, highlighted by the three red circles, shows that the tensile strain is caused by the

vertical interfaces. The apical Cu-O distance should also increase with increasing c*, which

can be related to the increased Tc.

Another important finding is that the a-214 grain (Fig. 8.3a) is in fact made of a non-

superconducting T’ phase, where each Cu-O plane are separated by fluorite structured

LaO blocks [254]. Although the oxygen atoms are not visible in the HAADF images,

the T′ phase have a different ratio between the two non-equivalent La-La plane distances

(dLa1/dLa2 = 1.40), as shown in Fig. 8.1a&c, allowing it to be identified. In Fig. 8.3a, a

coherent 45◦ interface can be seen between the c-214 and the a-214. The perovskite blocks

in 214 is anisotropic, but at this interface both a-214 and c-214 share the common perovskite-

*This assumption is consistent with experimental data, and its validity using is also checked using DFT
calculations.
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like blocks, which gives rise to increased La-La distances and apical Cu-O distances in c-214.

The greatly increased Tc of 120 K may be attributed to the highly distorted structure at the

a-214/c-214 interface. Because a-214 grains only nucleate after a few layers of c-214 have

been deposited, these interfaces do not contact the substrate. Hence, transport measurements

were not able to confirm the 120 K superconductivity.

Fig. 8.3 a) The cross-sectional STEM-HAADF image showing c-214 (left) a-214 (middle)
and LaCuO3 (right) grains. Reproduced from Ref [69] with permission from The Royal
Society of Chemistry. b) A zoom-in of the interface region showing the a-214 (green) and
c-214 (cyan) unit cells.

8.2 Code development

Several software packages are developed during the PhD research. A brief description is

given for each of them in this section.

8.2.1 ❛✐✐❞❛✲❝❛st❡♣ - a plugin to interface CASTEP with AiiDA for

workflow automation

Scientific research should be reproducible. This can be fulfilled easily, in principles, when

conducting computational studies, since executions of computer programs are inherently

deterministic. In principle, the result of a single calculation can always be reproduced with

the exact same input. Unfortunately, it is rarely the case that performing a single calculation
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is sufficient for scientific discoveries. For example, when studying the band structure of

a material, the crystal structure needs to be optimised first, followed by a self-consistent

calculation to obtain the charge density, and then a non-self-consistent calculation should be

performed to get the Kohn-Sham eigenvalues along specific paths in the reciprocal space.

To study the response of the band structure under external forces, the ionic structure may

undergo constrained geometry optimisation starting from deformed geometries that are based

on the relaxed structure. Whilst the reproducibility of each calculation can be guaranteed by

simply saving their input and output as files, it is not easy to keep track of the relationships

among chains and/or branches of calculations.

The Automated Interactive Infrastructure and Database for Computational Science (Ai-

iDA) [255, 256] is a platform for running automated, high-throughput calculations with the

focus of preserving the provenance relationships among them. This is achieved by storing all

information on a directed acyclic graph. The input and output of each process and the process

itself are stored as nodes in the graph, and they are connected with links satisfying a set of

rules that ensure the integrity. The word process refers to anything that generates or returns

new data, such as lengthy computations ran on remote computers, local manipulations of the

data, and high-level workflows. Consequently, the exact history of any result can be traced all

the way back. It also provides a daemon for automated job submission, monitoring, retrieval,

and parsing output files. The database is stored on the local computer, and no specialised

configurations are needed on the remote cluster.

The AiiDA framework is designed to be extendable with plugins. The ❛✐✐❞❛✲❝♦r❡

package is general and not locked-in with any specific codes. The ❛✐✐❞❛✲❝❛st❡♣ package

has been developed to interface AiiDA with CASTEP. Writers and parsers are implemented

to work with input and output files of CASTEP. More importantly, it defines how CASTEP

calculations are incorporated into the acyclic graph. In Fig. 8.4, the immediate input and

output nodes of a CASTEP calculation are displayed. The input nodes include data such as the

input parameters, a pointer to the exact binary executable stored on the remote computer, and

in this case a ❘❡♠♦t❡❉❛t❛, which is the output of a previous calculation. The links between

nodes are annotated by their types and labels. The ■◆P❯❚❴❈❆▲❈ link relates this calculation to

the workflow ❈❛st❡♣❇❛s❡❲♦r❦❈❤❛✐♥, which launches this calculation and checks for errors

when it finishes. It allows a few common errors, such as electron convergence failure and

wall-time limits being reached, to be mediated through resubmission with revised settings.

Each node has a universal identifier, part of which is displayed the brackets in Fig. 8.4. This

allows it to be uniquely referenced in subsequent data analysis.

Fig. 8.5 shows the ancestors and descents of the calculation (yellow coloured), up to a

depth of three generations. The provenance graph can appear complex even with a simple



134 Other works

CastepCalculation (0cb10fdf)
State: finished
Exit Code: 0

RemoteData (dd826072)
@peta4

CREATE
remote_folder
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output_structure

TrajectoryData (4f5bb05f)
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output_trajectory

Dict (8b8431d4)
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output_parameters
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Fig. 8.4 The provenance graph of a single CASTEP calculation including only the immediate
input and output nodes.
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chain of geometry optimisation, because all information are included. The AiiDA framework

provides tools to transverse the graph and extract data along the way. For example, the

trajectory of a multi-step geometry optimisation involving a chain of restarted/continued cal-

culations can be obtained by locating the ancestral calculations following the path connecting

their output/input structures.

The ❛✐✐❞❛✲❝❛st❡♣ plugin also ships with basic workflows for performing geometry

optimisations, which automatically submit continuation jobs if the current calculation fails to

fully relax the ionic structure, or it is terminated due to wall-time limit. They can be used

as building blocks for more complex workflows. The study of octahedral network rigidity

presented in Chapter 7 is automated using these infrastructures. A few helper functions are

also implemented in ❛✐✐❞❛✲❝❛st❡♣. The input parameters of CASTEP are always checked

to prevent erroneous calculations being submitted to the remote computer. Local dry runs can

be performed for estimating memory requirements and finding the optimum parallelisation

strategy.

AiiDA (❛✐✐❞❛✲❝♦r❡) is an open source software released under the MIT License. I also

contributed code to ❛✐✐❞❛✲❝♦r❡ and participated workshops organised by its developers.

The ❛✐✐❞❛✲❝❛st❡♣ plugin is open source and released under the MIT License. Home

page: https://github.com/zhubonan/aiida-castep.

8.2.2 Other computer codes developed

Descriptions are given below for a few other computer codes developed during my research.

❝❛st❡♣✐♥♣✉t is a python tool for working with input files of CASTEP. Atomic Simulation

Environment (ASE) can also prepare CASTEP input files, but it is tightly integrated

with its own ❆t♦♠s object-orientated interface. ❝❛st❡♣✐♥♣✉t is designed to be light-

weight and has fewer dependencies. The code is open source and released under the

MIT license. It is one of the dependencies of ❛✐✐❞❛✲❝❛st❡♣. Home page: https:

//github.com/zhubonan/castepinput.

❛✐rss♣② is a python tool for programmatically generating the input files used by the open

source Ab initio Random Structure Searching (AIRSS) package [181]. It extends ASE

and allows per-site randomisation tags to be set using an object-orientated interface,

which is particularly useful for setting up interfaces searches (Chapters 5 and 6). The

code is open source and released under the GPL V2.0 license. Home page: https:

//github.com/zhubonan/airsspy.

https://github.com/zhubonan/aiida-castep
https://github.com/zhubonan/castepinput
https://github.com/zhubonan/castepinput
https://github.com/zhubonan/airsspy
https://github.com/zhubonan/airsspy
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Fig. 8.5 The provenance graph of the CASTEP calculation (coloured yellow) as in Fig. 8.4,
but includes ancestors up to a depth of three levels.
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❛✐rss❢❢ is an alternative driver package for performing random structure searching, written

in python. It uses ad-hoc per-search database for dynamically allocating jobs to a pool

of workers, and allows automatic scheduler-aware continuation/checkpointing. These

functionalities are essential for interface searches, as the geometry optimisations often

exceed the wall time limit set by the scheduler of the remote cluster. An object-oriented

design allows individual searches to be customised easily, which comes in handy when

developing and testing search protocols.

A list of other software packages used in this project can be found in Appendix A.2.





Chapter 9

Conclusions and outlook

Interfaces in oxide thin films play important roles in tuning properties and inducing novel

and emergent functionalities. Computational approaches are ideal for studying interfaces, as

the effects of constituent bulk phases can be excluded easily, which can be difficult to achieve

in experiment. However, very often the exact atomic structures of the interfaces, which are

the essential input for computational studies, are unknown in the first place. As a result, most

existing computational studies are limited to the interfaces between materials with the same

crystal structure, or those already well characterised experimentally.

In this thesis, this problem is tackled by using random structure searching to predict

the interface structures. This enables us to investigate interfaces that are formed between

materials with different structures. The oxygen ionic conductivity in oxides is highly sensitive

to the underlying crystal structures, and interfaces are like to affect the ionic conductivity.

In Chapter 5, structures of the interfaces in ionic conducting STO/CeO2 vertically aligned

nanocomposites (VANs) are determined. The majority STO(100)/CeO2(110) interfaces are

found to have highly distorted anion lattices, and the resulting complex energy landscapes

for oxygen vacancies migration suggest these interfaces are unlikely to directly enhance

the ionic conductivity. On the other hand, a parallel O17 solid-state NMR study by our

collaborators have found chemical shifts corresponding to interface environments, and the

change of signal strength with enrichment temperature suggests interfaces do give rise to

faster ionic conduction. Results of the first-principles NMR calculations reveal that the

observed signals are not from the majority STO(100)//CeO2(110) interfaces initially studied;

instead, they are consistent with that of the minority STO(110)/CeO2(100) interfaces.

The fluorite-perovskite interfaces have attracted much research attention over the last

decade, since the controversial report of colossally enhanced ionic conductivity in YSZ/STO

heterostructures [11]. In Chapter 6, the planar epitaxial (001) interfaces between CeO2

and STO are studied. Stable interface structures are obtained by performing first-principles
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searches including a range of terminations and local stoichiometries. The SrO terminated

interface contains a partially occupied anion lattice, which allows oxygen anions to diffuse

laterally, as found in the molecular dynamics simulations. This study suggests a new route

for enhancing ionic conductivity by exploiting interface reconstruction.

In Chapter 7, the perovskite-perovskite interfaces formed between La0.9Ba0.1MnO3

(LBMO) and STO are studied in collaboration with experimental investigations. LBMO is

a bulk ferromagnetic insulator, which makes it ideal for spintronics applications. However,

when deposited as thin films, its properties are strongly controlled by the octahedral proximity

effects at the interfaces. Because STO and LBMO both have perovskite structures, interface

models were constructed by hand and subsequently optimised. While some experimental

findings, such as the emerging ferromagnetism from Ti atoms, can be accounted for, much

weaker octahedral tilt suppressions are predicted by the calculations. The subsequent studies

about the rigidity of the relevant octahedral networks suggests a competing LBMO phase

with an octahedral network that is more flexible can be stabilised as a result of the interface

proximity effects.

The studies present in this thesis highlight the importance of reliable computational

predictions about atomic structures of interfaces, and random structure searching has been

shown to be a valuable tool for resolving complex reconstructions at interfaces. In Chapter 7,

the perovskite-perovskite interfaces that are initially thought to be structurally trivial are in

fact rather complex. This shows that the stabilities of the constituent bulk phases should not

be overlooked in interface studies. Experimental knowledge of the system is also important,

as they can greatly benefit computational studies by limiting the search space, and ultimately

the predictions have to be tested with the reality. Care should be taken not to over-interpret

the experimental data though. In Chapter 5, the minor interfaces are not included in the

searching initially, and in Chapter 7 the hand-built interface models do not take account the

existence of different bulk phases. These choices were motivated by the prior experimental

information, with which the alternatives are also consistent.

Computational studies of interface can be challenging due to their diversity and complex-

ity, but there are also plenty of opportunities and interesting topics worth investigating. Some

directions emerged during the PhD study are listed below.

First, in Chapter 5, only a preliminary study has been carried out for the minority

STO(110)/CeO2(100) interfaces, and there are still questions regarding the exact stoichiome-

try of these interfaces. A comprehensive investigation of their structures under a range of

local oxygen concentrations would certainly help explain the cause of the enhanced oxygen

diffusivity.
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Secondly, the applicability of interatomic potentials at interfaces needs be thoroughly

investigated. Because they are fitted to specific properties of the bulk phases, there is no

guarantee that they behave well at interfaces. In Chapter 6, it is shown that the transition

state barriers are systematically overestimated by the interatomic potentials. More transfer-

able potentials that work at both bulk and interface environments are needed for studying

systems that are too large for DFT calculations. An alternative is to explore hybrid quantum

mechanics/molecular mechanics (QM/MM) approaches, where only the interface regions of

the interest are treated with first-principles methods.

Lastly, the octahedral networks in only a few perovskites are studied in Chapter 7. The

protocol developed, which involves explicitly perturbing octahedral corners, provides a

practical way for exploring the energy landscapes associated with complex distortions in

perovskites. Future studies should make the displacements of the corners span the xy plane,

instead of being limited to be on a single line. The investigations about the strain and doping

effects can be applied to other perovskites such as La0.67Sr0.33O3 and SrRuO3. Future studies

of these topics will certainly help establish the design principles of perovskite interfaces to

fully exploit the octahedral proximity effects.
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Appendix I

A.1 The use of soft pseudopotentials

The accuracy of plane wave pseudopotential DFT calculations depends on the quality of

the pseudopotentials used. In general, potentials with the smaller core radii (rc) have better

transferability, but they require higher plane wave cut off energies. Having a large plane

wave basis set can significantly increase the computational cost, especially for large systems,

where the parallelisation is achieved by distributing G vectors to different CPUs. Studies

included in this thesis mostly concern ionic solids, where the electron density typically

varies smoothly, and the atoms have large separations. This justifies the use of relatively soft

pseudopotentials for these materials. The accuracy of energy differences among structures

that are chemically similar is also helped by the cancellations of the systematic errors.

In Chapter 5, the DFT calculations of the slabs are performed using the soft QC5

potentials tabulated in Table A.1. The ionic bonding in the relevant materials gives rise to

large separations between atoms, so the cores of the potentials do not overlap. In addition,

calculations using the harder potentials (Table A.3) are performed for a few cases. The

resulting energy differences are similar to those computed using the softer potentials, giving

no change in the ranking of the structures.

In Chapter 6, the random structure searching is also performed using the soft pseudopo-

tentials, since only the energy differences among structures with identical compositions are

needed.

The NMR study in Section 5.5 gives additional justifications for using the soft pseudopo-

tentials. The chemical shift is a sensitive local probe, and the values obtained using the soft

potentials are almost identical to those computed with the harder ones.
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Fig. A.1 Projected density of states for Mn eg and Mn t2g electrons (left column) and each
specie (right column). The those of the minority spin channel are shown as negative values.



A.1 The use of soft pseudopotentials 165

7.9

8.0

8.1

a(
b)

 / 
Å

FM-a
FM-b

U / eV
7.9

8.0

8.1

c 
/ Å

FM-c

0 1 2 3 4 5 6 7 8
U / eV

155

160

M
n-

O-
M

n 
/ d

eg
re

e

1

2
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Table A.1 Generation strings of the soft OTFG pseudopotentials. They are included in the
◗❈✺ library in CASTEP 18.1.

Element OTFG string
O ✷⑤✶✳✺⑤✽⑤✾⑤✶✵⑤✷✵✿✷✶✭q❝❂✺✮

Ce ✷⑤✷✳✷⑤✼⑤✼⑤✾⑤✺✵❯✿✻✵✿✺✶✿✹✸✿✺✷▲✭q❝❂✺✮

Sr ✸⑤✷✳✵⑤✼⑤✼⑤✾⑤✹✵❯✿✺✵✿✹✶✿✹✷✭q❝❂✺✮

Ti ✸⑤✶✳✾⑤✽⑤✾⑤✶✵⑤✸✵❯✿✹✵✿✸✶✿✸✷✭q❝❂✺✮

Table A.2 Generation strings of the soft OTFG pseudopotentials used for structure searching.
They are included in the ◗❈✺ library in CASTEP 17.2.

Element OTFG string
O ✷⑤✶✳✺⑤✼⑤✼⑤✾⑤✷✵✿✷✶✭q❝❂✺✮

Ce ✷⑤✷✳✷⑤✼⑤✼⑤✾⑤✺✵❯✿✻✵✿✺✶✿✹✸✿✺✷▲✭q❝❂✺✮

Sr ✸⑤✷✳✵⑤✼⑤✼⑤✾⑤✹✵❯✿✺✵✿✹✶✿✹✷✭q❝❂✺✮

Ti ✸⑤✶✳✾⑤✽⑤✾⑤✶✵⑤✸✵❯✿✹✵✿✸✶✿✸✷✭q❝❂✺✮

Table A.3 Generation strings of the hard OTFG pseudopotentials used. They are included in
the ❈✾ library in CASTEP.

Element OTFG string
O ✷⑤✶✳✶⑤✶✺⑤✶✽⑤✷✵⑤✷✵✿✷✶✭q❝❂✼✮

Ce ✷⑤✷✳✶⑤✾⑤✶✵⑤✶✶⑤✺✵❯✿✻✵✿✺✶✿✹✸✿✺✷▲✭q❝❂✻✮

Sr ✸⑤✷✳✵⑤✺⑤✻⑤✼⑤✹✵❯✿✺✵✿✹✶✿✹✷

Ti ✸⑤✶✳✽⑤✾⑤✶✵⑤✶✶⑤✸✵❯✿✹✵✿✸✶✿✸✷✭q❝❂✺✳✺✮

Mn ✸⑤✷✳✷⑤✷✳✵⑤✵✳✼⑤✾⑤✶✵⑤✶✶⑤✹✵✿✹✶✿✸✷✭q❝❂✺✳✺✮

La ✷⑤✷✳✸⑤✺⑤✻⑤✼⑤✺✵❯✿✻✵✿✺✶✿✺✷✭q❝❂✹✳✺✮
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A.2 Code usage

Descriptions are given below for the computer codes used during the research.

❆✐✐❉❆ is an open source framework (see Section 8.2.1) for preserving the provenance of

computational studies, and it can also act as a workflow engine. Most DFT calculations

presented in this thesis are automated and managed with AiiDA.

❆■❘❙❙ is a software package, available under the GNU General Public License V2.0

(GPLv2), for performing (ab initio) random structure searching*, and the analysis

of its results. The ❜✉✐❧❞❝❡❧❧ program for building random structures, together with

the analysis tool ❝r②❛♥, are used in the studies described in Chapters 5 and 6.

❛t♦♠❛♣ is a python library for analysing atomic resolution scanning transmission electron

microscopy images, and it is available under GPLv3. The routines for extracting

positions of individual atomic columns using 2D Gaussian fitting are used in the

analysis of STEM-HAADF images of LaCuO3/La2CuO4 VAN films (Section 8.1).

❆❙❊ is a python package for setting up, manipulating, running, visualizing and analysing

atomistic simulations, and it is freely available under the GNU Lesser General Public

License. It is used throughout the projects for setting and manipulating input structures

of various calculations.

❈❆❙❚❊P is a density functional theory code using plane wave basis set and pseudopotentials.

It is used throughout the studies described in this thesis.

●❯▲P is a program for performing simulations on materials based on interatomic potentials.

It is used for structure searching and defect energy calculations in Chapter 5.

▲❆▼▼P❙ is a program for performing massive parallel molecular dynamics simulations based

on interatomic potentials. In Chapter 6, it is used to study the anion diffusion at

interfaces whose structures are predicted using AIRSS. LAMMPS is a free software

released under GPLv2.

❖♣t❛❉❖❙ is a software suite for computing high quality density of states (DOS) using the

output of plane wave DFT calculations. It is used to generate the DOS plots using

the output of CASTEP. A modified version is written to allow output of lm resolved

projected density of states (PDOS). OptaDos is available under GPLv2.

*Both the structure prediction method and the code package have the name Ab initio Random Structure

Searching.
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◗✉❛♥t✉♠ ❊s♣r❡ss♦ is a density function theory code using plane wave basis set and pseu-

dopotentials. It is a a free software released under GPLv2. It is used in the preliminary

works (not presented in this thesis) of the study described in Chapter 7.
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