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[Abstract]  20 

The World Ocean is rapidly changing, with global and regional modification of 21 

temperature and salinity, resulting in widespread and irreversible impacts. While 22 

the most pronounced observed temperature and salinity changes are located in 23 

the upper ocean, changes in water-masses at depth have been identified and will 24 

likely strengthen in the future. Here, using 11 climate models, we define when 25 

anthropogenic temperature and salinity changes are expected to emerge from 26 

natural variability in the ocean interior along density surfaces. The models 27 

predict that in 2020, 20–55% of the Atlantic, Pacific and Indian basins have an 28 

emergent anthropogenic signal; reaching 40–65% in 2050, and 55–80% in 2080. 29 

The well-ventilated Southern Ocean water-masses emerge very rapidly, as early 30 

as the 1980s-1990s, while the Northern Hemisphere emerges in the 2010s-2030s. 31 

Our results highlight the importance of maintaining and augmenting an ocean 32 

observing system capable of detecting and monitoring persistent anthropogenic 33 

changes.  34 
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[Main] 35 

Observed ocean temperature and salinity changes have been partially attributed to 36 

human activities, with global ocean heat content change identified in the early 2000s1,2, 37 

and temperature and salinity changes in the upper (0-700 m) and intermediate (700-38 

2000 m) ocean in more recent times3–11. A few studies focused on more specific 39 

regions, with detected human-induced changes to ocean salinity in the Tropical 40 

Pacific9, the Atlantic10, and the Southern Ocean11. However, there are still vast regions 41 

of the World Ocean, particularly at depth, where anthropogenic change remains 42 

undetected. The lack of positive attribution can be due to poor observational coverage, 43 

weak changes, or because natural variability is large and is hiding forced changes. 44 

Because of the slow transport of heat and salt in the ocean interior, some regions in the 45 

deep ocean may be isolated from human-induced changes for a long time as the climate 46 

signal propagates from the surface to the ocean interior. Other regions, which are more 47 

directly connected to the surface by atmosphere-ocean exchanges, ocean circulation 48 

and mixing, may respond more quickly. Based on anthropogenically-forced climate 49 

model simulations it is possible to estimate where and when the human-induced signal 50 

emerges against the natural background climate variability in the ocean interior. 51 

 52 

While investigating the timescale of anthropogenic signal emergence in the climate 53 

system, past studies have focused on surface temperature12–17, precipitation18,19, sea 54 

level rise20 as well as marine ecosystem drivers and ocean carbon cycle indicators21–55 

26. It was shown that temperature and salinity are potentially good indicators for 56 

detecting anthropogenic change in the next few decades27. Here, we investigate for the 57 

first time the emergence and associated probabilistic range of human-induced salinity 58 

changes at depth, in basin-scale zonal means, using a multi-model framework. We 59 
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focus on the ocean interior below the “bowl”, i.e. below the deepest winter mixed layer 60 

and we use climate models participating in the 5th phase of the coupled model 61 

intercomparison project (CMIP5). Ocean circulation below the bowl primarily flows 62 

along density surfaces. Density surfaces can move vertically (heave) for several 63 

reasons including transient dynamical changes unrelated to atmosphere-forced and 64 

ocean-ingested heat or freshwater changes, that manifest as temperature and salinity 65 

changes when assessed on a given pressure level. In an endeavour to detect the earliest 66 

time of emergence, we therefore remove from our analysis all signal associated to 67 

transient dynamical change by investigating temperature and salinity changes on 68 

neutral density levels (see Methods). On a density surface, changes of salinity and 69 

temperature are by definition correlated, so to avoid redundancy we will hereafter only 70 

discuss salinity changes. 71 

 72 

Observed zonally-averaged salinity changes along density surfaces show remarkably 73 

similar structures across different basins in the Southern Hemisphere (Figure 1a, 74 

Supplementary Figure 1a)28,29. These features include a subtropical freshening in the 75 

upper 1000 metres in the density range of  Subantarctic Mode and Intermediate Waters 76 

(26.5-27 kg.m-3), surrounded by a relatively strong salinity increase in the tropical 77 

shallow cells and a slightly more moderate salinity increase in the range of Upper 78 

Circumpolar Deep Waters (~50ºS-60ºS, ~27.5 kg.m-3). The Northern Hemisphere 79 

Pacific presents a similar geographical salinification/freshening/salinification pattern 80 

of change. The North Atlantic features a subpolar freshening extending into the 81 

subtropics along the 27.7-28 kg.m-3 isopycnals as well as a freshening along the 27 82 

kg.m-3 isopycnal from the subtropics to the equator and southward, capped by a strong 83 

salinity increase in the upper ocean and smaller increase at depth. Strong salinification 84 
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is observed in the North Indian, spanning almost all density ranges and suggesting the 85 

influence of marginal sea outflows of high salinity dominates. 86 

These large-scale patterns of multi-decadal change have been proposed to be caused 87 

by regional surface changes in freshwater fluxes29–32 (wet regions get wetter and dry 88 

regions get dryer), as well as from surface warming shifting isopycnal outcrops 89 

poleward and along which the signal penetrates the ocean interior30–32. 90 

 91 

Although the amplitude of the change is weaker in the multi-model mean (MMM of 92 

11 models; Figure 1b and Supplementary Figure 1b) than in the observation-based 93 

estimate – which is expected for a multi-model ensemble mean as it washes out change 94 

patterns of water-masses with slightly different geographies thus not exactly aligned – 95 

the main patterns of change are reproduced. Indeed, the observed 96 

salinification/freshening/salinification from equator to pole in the Southern 97 

Hemisphere of all three basins and in the Northern Hemisphere Pacific is replicated in 98 

the models, although we note the Mode Water freshening in the Southern Hemisphere 99 

tends to appear on slightly lighter density classes in the models than in the observations 100 

(around 26 kg.m-3 in the models versus 26.5-27 kg.m-3 in the observations), consistent 101 

with past studies11,31,33. The magnitude of change within the individual model 102 

ensembles is equivalent to observed estimates (Supplementary Figure 3) and the 103 

change is robust across models in regions where the observed signal is the strongest, 104 

indicative of a coherent forced change. The Northern Indian ocean shows a change 105 

pattern of opposite sign in the MMM than in observations, as models have large 106 

regional errors there. As the Durack & Wijffels 2010 (hereafter DW10) analysis ends 107 

in 2008 (Figure 1a), we also compute the 1950-2017 change using the EN434 108 

observation-based ocean reanalysis (Supplementary Figure 2a). The EN4 spatial 109 
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patterns of change are extremely similar to those of DW10, giving confidence in the 110 

robustness of these identified observed patterns. In the MMM, the patterns of change 111 

identified during the 1950-2008 period (Figure 1b and Supplementary Figure 1b) 112 

become more robust when extending the period to 2017 and the amplitude of the 113 

change increases (Supplementary Figure 2b). 114 

To more quantitatively compare the observed and simulated trends in water-masses 115 

regionally, a diagnostic of the trends in 9 regions of interest is shown (Figure 1c). In 116 

both observations and models, these regions correspond to the salinity increase in the 117 

subpolar Southern Ocean, the freshening in the Southern Hemisphere subtropics, the 118 

increase (freshening) in the northern subtropical Atlantic (Pacific) and the increase in 119 

the subpolar North Pacific. The coordinates are chosen to best capture these patterns 120 

and tailored to the water-mass ranges of each model as those are not necessarily 121 

reproduced at the same locations. Approximate boxes are shown in Figure 1a, and the 122 

exact boxes can be found in Supplementary Figure 1a for the observations and 123 

Supplementary Figure 4 for each model. We also run the same diagnostic for EN4. 124 

Regional trends in the observational estimates and models (Figure 1c) are within the 125 

same order of magnitude, although the DW10 values tend to lie systematically on the 126 

higher end of the model distribution or even outside in some sections of the poorly-127 

sampled Southern Hemisphere, suggesting that the models might simulate a 128 

conservative estimate of the change. In the well-sampled Northern Hemisphere, both 129 

observational estimates fall within the model distribution. In all regions, EN4 yields a 130 

smaller trend than DW10, consistent with the respective methods of these estimates 131 

(in data-sparse regions, EN4 is restored towards the climatology, thus providing a very 132 

conservative estimate of change). Overall, this gives us confidence in the ability of 133 

models to reproduce these regional patterns of change. 134 
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 135 

Based on the same model suite, we now determine the “anthropogenic” component of 136 

the change by subtracting from the salinity computed in the historical simulations, the 137 

salinity computed in idealized coincident simulations where human-induced forcings 138 

are removed (historicalNat). At the end of the 20th century it is striking that the 139 

simulated historical change (Figure 1b) is very close to the estimated “anthropogenic” 140 

contribution (Figure 2a), with a Pearson’s spatial correlation coefficient of 0.88, 141 

suggesting that human-induced forcings are responsible for most of the observed 142 

salinity change during the 2nd half of the 20th century5,9–11. The pattern of the historical 143 

anthropogenic signal is further amplified from 2006 and into the 21st century under a 144 

high emission scenario (RCP8.5; Figure 2b), confirming the robustness of the 145 

structures of the anthropogenic forced change over the observed time period. As this 146 

signal appears qualitatively robust and human-induced, we now investigate when it 147 

can be statistically unambiguously distinguished from natural background variability 148 

over the 1861-2100 period (note that unlike previous studies, we use “natural” rather 149 

than “unforced” variability, see Methods). 150 

 151 

We define the time of emergence (ToE) of salinity change as the year when the 152 

anthropogenic signal (ranging from 1861 to 2100) exceeds and never falls back below 153 

twice the typical natural variability “noise” threshold (the interannual standard 154 

deviation of the historicalNat experiment), such that emergence is detected within the 155 

95% confidence interval (see Methods for details). We are choosing a rather high 156 

estimate of the noise envelope (see Methods), thus possibly yielding conservative ToE 157 

results. Nevertheless, early detection is found: in all regions that show a robust pattern 158 

of change, the multi-model median ToE falls between the late 20th century and the first 159 
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decades of the 21st century (Figure 3a) and there is a noteworthy agreement between 160 

models on the sign of the signal (see also inter-model spread in Supplementary Figure 161 

5). Regions that do not emerge show no agreement between models (grey areas in 162 

Figure 3a). In 2020, most of the identified forced patterns have already emerged in the 163 

ocean interior, with 20-45% of the zonally averaged basin emerged in the Atlantic; 20-164 

55% in the Pacific and 25-50% in the Indian (Figure 3b, 1st-3rd quartiles). These 165 

numbers rapidly increase, reaching 35-55% in the Atlantic in 2050 to 55-65% in 2080; 166 

45-65% to 60-75% in the Pacific; 45-65% to 60-80% in the Indian. 167 

 168 

The earliest ToE are found in the Southern Hemisphere subtropical (40-20ºS) and 169 

subpolar (60-40ºS) areas, with a median ToE as early as the 1980s, and overall earlier 170 

than 2020. The subtropical Southern Ocean is a dominant region for heat uptake 171 

associated with the formation and subduction of water-masses ventilating the 172 

subtropical gyres with Mode and Intermediate waters33,35. The early emergence of the 173 

human-induced signal in this region is consistent with the observed changes that have 174 

been detected and attributed to anthropogenic forcings11. Model agreement in the 175 

southern subtropical Atlantic from 40–20°S is weak in the upper 1000 m, reflecting 176 

that unlike the Indian and Pacific, this basin is not associated with a well ventilated 177 

layer of Subantarctic Mode water35. Instead, the upper 1000 m in the Southern Ocean 178 

Atlantic basin is populated with newly ventilated Intermediate waters35, whose 179 

circulation and subduction are poorly represented by the CMIP5 model suite33. The 180 

model spread is relatively narrow for the Southern Hemisphere subtropics (2-3 decades 181 

for the interquartile range in the Pacific and Indian sectors; Supplementary Figure 5), 182 

and slightly larger for the subpolar Southern Ocean. We note that the emergence in the 183 

subpolar Southern Ocean is to be assessed cautiously, with most models rapidly 184 
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limiting spurious open ocean deep convection due to near-surface freshening36,37, 185 

therefore arguably warming at depth (1000-2000 m) much faster than in the real world 186 

(in the subpolar Southern Ocean, deep convection acts to extract heat from the interior 187 

ocean and release it to the atmosphere38). The other regions featuring an emergence of 188 

the signal in the first decades of the 21st century are the northern Pacific between 10-189 

30°N and 40°N-60°N, with a median ToE from the 2010s to 2040 and an inter-model 190 

range of a few decades. The signal in the North Atlantic also emerges in the early 191 

decades of the 21st century, mostly before 2020, with an interquartile range of two to 192 

four decades. The inter-model range gives a measure of the uncertainty that the climate 193 

models are providing, and so a spectrum of possibilities for the real world to lie within. 194 

There is decadal to multi-decadal variability between realizations and between models, 195 

as well as model errors, which means it is difficult to get that range below O(10 years). 196 

 197 

Because each model can represent a given water-mass at slightly different latitude or 198 

density, we again delineate model-specific water-mass ranges that are uniquely 199 

defined for each model, so a clearer, quantitative water-mass centric model 200 

intercomparison can be performed (same regions as Figure 1c; see approximate 201 

regions in Figure 2b and exact boxes for each model in Supplementary Figure 4 in 202 

original density space). Additionally, and again to increase the signal to noise ratio, 203 

because each model can have a different climate sensitivity for a given forcing 204 

scenario, here we associate, for each model member, the ToE of the anthropogenic 205 

signal in all 9 regions to the corresponding global mean surface warming at that time 206 

under the RCP8.5 scenario (global mean surface air temperature (GSAT) increase 207 

relative to the pre-industrial era, Figure 4). Supplementary Figure 6 shows the same 208 

analysis, as a function of time (ToE axis instead of GSAT anomaly). 209 
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Most models predict that salinity change signals emerge between +0.5ºC and +2ºC of 210 

global mean surface warming, corresponding to a ToE between the late 20th century 211 

and the first decades of the 21st century (Figure 4). According to this distribution, there 212 

is a 100% probability for the anthropogenic signal in the Northern subpolar Pacific and 213 

in the Southern Hemisphere Pacific and Indian subtropics to emerge before a +2ºC 214 

warming, and over 75% probability to emerge before +1.5ºC – and even before +1ºC 215 

for the Pacific southern subtropics (note observed global mean surface warming to 216 

2018 is about 1ºC39). The subpolar Southern Ocean sectors have a relatively early 217 

median emergence (~0.8ºC-1.3ºC), but a wide model spread, especially in the Pacific, 218 

probably reflecting model deficiencies in representing this part of the ocean36,37. The 219 

Northern Hemisphere subtropical water-masses emerge slightly later than their 220 

Southern Hemisphere counterparts (except in the Atlantic basin), with about 75% 221 

probability to emerge before +2.25°C. We expect the dependence of these results to 222 

slower warming scenarios (different RCPs) to be limited, as most models present a 223 

signal emerging before there is a significant difference between scenarios (see 224 

comparison of the RCP4.5 and RCP8.5 warming in Supplementary Figure 7). 225 

 226 

We repeat the same analysis on an idealized emission scenario where CO2 227 

concentration in the atmosphere increases by 1% every year (1pctCO2), i.e. a much 228 

faster forcing than observed in the 20th century or projected for the 21st century (see 229 

Supplementary Figures 6 and 8, and CO2 signal patterns in Supplementary Figure 9). 230 

The overall agreement in the emergence of a climate signal in different water-masses 231 

across the different models and the two types of very different timing of forcing 232 

scenarios (RCP8.5, 1pctCO2) offers confidence in simulated emergence patterns and 233 

confirms the dominant role of CO2 emissions. 234 



 11 

 235 

In analysing emergence timescales in the climate system, previous studies20,21 showed 236 

that spatial patterns of ToE are strongly determined by the unforced variability, 237 

meaning that an earlier ToE arises in regions of weaker noise and vice-versa. We 238 

investigate whether this is the case by examining the relative contributions of signal 239 

and noise to the ToE regional pattern for each model, as well as the regional inter-240 

model spread (see Supplementary Discussion and Supplementary Figures 12 and 13). 241 

We find that the time-independent noise level is not sufficient to explain the ToE 242 

spread, which seems predominantly explained by the signal across regions and models, 243 

i.e. either its strength, or its decadal to multi-decadal variability. This suggests that the 244 

low noise level of the ocean interior makes it a unique place for early detection of 245 

human-induced changes, even with the conservative estimate used here. Indeed, 246 

although the anthropogenic climate signal might appear at the surface first, strong 247 

background variability there can delay its emergence and counter-intuitively earlier 248 

emergence can be found in the ocean interior, with geographical differences compared 249 

to the surface. Surface air temperature and sea surface temperature in the RCP8.5 250 

scenario were found to emerge mainly within the early to mid 21st century, showing 251 

strong regional differences with earlier emergence in the tropics due to the low noise 252 

level there than at higher latitudes14,15,20. ToE is especially late in the Southern Ocean 253 

for surface temperature, whereas we find the earliest emergence in this part of the 254 

world under the surface. Half of the ocean area is expected to have emergent 255 

thermosteric sea level rise in the 2040s, and when including additional effects such as 256 

ice mass loss, as early as 202020. It is interesting to see that the timing of emergence 257 

of changing patterns occurs differently for different variables, probably a testimony of 258 

their distinctive interactions and feedbacks in the Earth system. This is clearly 259 
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illustrated by the very different patterns and timing of emergence of the change in the 260 

different components of the ocean carbon cycle26. The diversity of climate variables 261 

investigated collectively provides a comprehensive understanding of the time of 262 

emergence of the human-induced change in the Earth System, into which this study is 263 

contributing additional insight. 264 

 265 

This work suggests that a large portion of the observed change patterns in the ocean 266 

interior is human-induced and will continue to respond to CO2 emissions. If these 267 

patterns have been suggested to be primarily driven by an increased surface warming 268 

and water-cycle amplification29,31 (two processes that directly affect heat and salt in 269 

the ocean thus density and circulation), understanding how these patterns will continue 270 

to amplify in the future in a more stratified upper ocean40 and with possibly modified 271 

ocean circulation and mixing requires further investigation. In particular deciphering 272 

which of the changing surface fluxes is likely to play a larger role, where and on what 273 

timescales, can be for example explored with model-specific FAFMIP-like41,42 274 

mechanistic studies. 275 

The Hemispheric asymmetry in emergence, with earlier ToEs in the Southern 276 

Hemisphere subtropics is reminiscent of a number of recent studies stressing the 277 

importance of the Southern Ocean for ocean heat and carbon storage, associated with 278 

the overturning circulation43–45. It is noteworthy that this part of the world is 279 

historically the most poorly sampled, and therefore the worst positioned for detecting 280 

a forced climate signal in observations46,47. The global pattern of human-induced 281 

fingerprint of ocean interior change can be used to guide the future development of a 282 

targeted global ocean observing system focused at monitoring and detecting future 283 

ocean change. The maintenance of this observing system along with continued 284 
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investment in climate and ocean model development and evaluation, will provide the 285 

necessary measurements and model tools to best inform adaptation and mitigation 286 

strategies and policies going forward. 287 

 288 

 289 

[Methods] 290 

Density binning of CMIP5 simulations 291 

In this study, we use a suite of CMIP5 climate models binned into a neutral density 292 

framework, using the McDougall and Jackett (2005)48 routine, to examine 293 

anthropogenic signal in the ocean on approximated neutral surfaces (ga) compared with 294 

natural climate variability. Zonal means are computed for each oceanic basin along 295 

neutral density surfaces, which allows for a more water mass-centric assessment than 296 

is possible using a standard pressure level analysis. We note that some vertical 297 

movement (heave) of density surfaces can be due to climate change49,50, but we don’t 298 

investigate those here. In addition to providing a cleaner signal and reducing the noise, 299 

the density framework provides several other benefits, including a view of the ocean 300 

interior delineated by its water-masses, useful for intermodel comparison33,51, as water-301 

masses can be defined by their density range. Additionally, along density surfaces, 302 

salinity and temperature changes compensate and thus have the same structure and 303 

sign, and consequently the same emergence timescale. 304 

To allow for a simpler and more intuitive visual representation, zonally-averaged 305 

values are then remapped back to a pseudo-depth coordinate using a ga to pressure 306 

relationship derived from observation-based product EN434 by a surface-to-bottom 307 

mapping of the ocean per density layer. Note that all remapping of this paper, 308 

irrespective of whether we are in the context of past, contemporary, or future, is done 309 
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with the exact same ga to pressure relationship which is based on contemporary 310 

observations. The remapping is purely a visual tool here, which does not introduce any 311 

signal: all signal, noise and ToE computations are done in ga space. All the data is 312 

trimmed at the bowl (i.e. below the winter mixed layer depth), indicated by a dark grey 313 

shading in the figures. 314 

 315 

ToE definition 316 

The ToE is computed both locally (for each grid point; Figure 3) and regionally in a 317 

number of determined regions, using a manual fingerprint (i.e. regional model-specific 318 

boxes fixed in time) to track the signal (Figure 4). We use an ensemble of 11 models 319 

with a total of 35 realizations for the anthropogenic ToE, and 13 single-member 320 

models for the CO2 ToE (see Supplementary Table 1). The ToE is computed for each 321 

individual member, then inter-member medians are derived, yielding a multi-model 322 

distribution with the same weight for each model, and thus an estimate of the 323 

uncertainty. 324 

The anthropogenic signal is 240 years long, ranging from 1861 to 2100. It is defined 325 

over the historical period (1861-2005) at each yearly time step as the salinity difference 326 

between the historical experiment (fully-forced) and the time averaged historicalNat 327 

value (natural forcings only: solar fluctuations and volcanic eruptions); and defined 328 

over the projection period (2006-2100) at each yearly time step by the salinity change 329 

between the RCP8.5 scenario (“business as usual”) and the time averaged historicalNat 330 

value (same baseline for both periods to insure continuity). For each 331 

historical+RCP8.5 ensemble member, the historicalNat time series used as the baseline 332 

of the signal is the ensemble mean. 333 
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We note that the correct term for the signal defined above should be “externally 334 

forced” as the influence of external natural forcings can be present during the historical 335 

period; however, considering the greater influence of human-induced forcings over 336 

time and especially in the ocean interior, we therefore refer to this signal as 337 

“anthropogenic”. The possible influence of external natural forcings in the signal 338 

during the historical period will occur in terms of additional decadal to multidecadal 339 

variability. 340 

The noise represents the bounds of background climate variability, and is built from 341 

the interannual standard deviation of the historicalNat experiment (1861-2005, over 342 

145 years). Within several historical+RCP8.5 members of a model, the noise is the 343 

same and is defined using the maximum standard deviation of all available 344 

historicalNat realizations within that model. The threshold of signal exceedance over 345 

noise is chosen at two based on the large consensus in existing literature, and because 346 

it represents a 95% confidence of signal emergence, but sensitivity to this threshold is 347 

discussed in the Supplementary Materials (see Supplementary Figure 10). Overall, this 348 

definition makes it a rather high (thus conservative) estimate of the noise envelope 349 

(interannual noise, historicalNat choice instead of a pre-industrial control, two 350 

standard deviations as the threshold and picking the maximum among historicalNat 351 

members). The signal is considered to have emerged if it definitively exceeds the noise 352 

threshold at least 20 years before the end of the projection to account for potential 353 

“false” emergence - i.e. if the signal were to go back within the bounds of climate 354 

variability afterwards20,52. Note that some internal variability (and natural variability 355 

over the historical period due to volcanic and sun forcings) remains in our signal 356 

definition, which is not exactly the purely forced response to anthropogenic forcings 357 
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such as can be identified with the multi-model mean of a large ensemble, but is rather 358 

a change and thus more similar to what real observational time series would look like. 359 

The historicalNat experiment is a coherent choice for estimating natural climate 360 

variability as it accounts for internal variability as well as external natural forcings, 361 

both included in the forced experiments. However, we do test how our results are 362 

affected by using the pre-industrial control (no external forcings) instead of the 363 

historicalNat experiment in defining the noise, as is often done, and do not find the 364 

time of emergence distributions to be much altered (see Supplementary Figure 11). 365 

The change driven by the CO2 forcing alone can be estimated in a similar way, by 366 

taking the salinity difference between the yearly idealized 1pctCO2 experiment (140 367 

years) and the mean value of the pre-industrial control. The noise for CO2 ToE is then 368 

defined as the standard deviation of the pre-industrial control over the last 240 years 369 

(as to have the same noise definition as done in Supplementary Figure 11 for the 370 

turquoise boxes). 371 

 372 

ToE distribution of basin zonal means 373 

The gridpoint-per-gridpoint ToE distribution is calculated based on Lyu et al.’s 374 

(2014)20 methodology. A signal is considered to have emerged if its ToE is at least 20 375 

years earlier than the end of the time series (2080 for the RCP8.5, 120 for the 376 

1pctCO2). At each gridpoint, the signal of each model realization can emerge with 377 

either a positive (salinity increase) or negative (freshening) change, or not emerge at 378 

all and stay within the bounds of climate variability. The distribution can be calculated 379 

if at least half of the runs emerge with the same sign of the signal, or at least half of 380 

the runs show no emergence, and if the outliers that have a different direction of change 381 

are less than 5 (5 for the anthropogenic signal, 1 for the pure CO2). We then compute 382 
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the distribution by excluding the outliers, first by computing the inter-member 383 

medians, then the multi-model distribution using these medians so as to give each 384 

model the same weight. If the conditions are not met, the location is labelled as “no 385 

agreement”. See Lyu et al. (2014) supplementary material for details and examples. 386 

 387 

Manual fingerprint 388 

The regional ToEs are calculated by averaging both signal and noise in selected regions 389 

(see Figure 2b). Namely, we defined: the Southern Ocean subpolar range, 390 

encompassing signal associated with Upper Circumpolar Deep Water (around 40–391 

60°S; 27-28 kg.m-3); the Southern Ocean subtropical range, encompassing signal 392 

associated with Mode and Intermediate Waters (around 20–40°S; 25-26.5 kg.m-3); the 393 

Northern Hemisphere subtropical range, encompassing signal associated with Atlantic 394 

and Pacific Mode Waters (around 20–40°N; 25-26 kg.m-3 in the Pacific; 26-27 kg.m-395 

3 in the Atlantic), and the Subpolar North Pacific, encompassing signal associated with 396 

the North Pacific Intermediate Waters (around 40-60°N; 26-27 kg.m-3). The boxed 397 

coordinates are model-specific, and were fixed (in ga space) based on the zonally-398 

averaged spatial pattern of the signal at the end of the time series (see Supplementary 399 

Figure 4). The regional emergence of the signal (Figure 4) is based on a manual 400 

fingerprint for each region displayed, thus slightly sensitive to the precise boxes used. 401 

The patterns of change that already exist in the historical forced simulations continue 402 

to exist in the same locations and enhance in the 21st century simulations, giving us 403 

confidence in using boxes fixed in time. 404 

 405 

 406 

 407 
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Warming scale  408 

Global surface warming at emergence was computed by taking each run’s GSAT 409 

(historical+RCP8.5) smoothed with a 10-year running mean, at the time of emergence 410 

in each region. GSAT anomaly is calculated relative to the 1850-1900 period. The 411 

same was done for the 1pctCO2 GSAT (Supplementary Figure 8). 412 

 413 

Percentage of basin emergence 414 

We define the percentage of emerged area in basin zonal means and under the surface 415 

bowl at each time step by computing the cumulative sum over each basin of the number 416 

of grid cells that have emerged before that time step, weighted by the thickness of their 417 

respective density layer; and dividing it by the cumulative sum of each grid cell’s 418 

isopycnal thickness of that same basin zonal mean. The result is given in terms of area 419 

as the latitudinal grid is regular with a 1° resolution (all models were interpolated on 420 

that same horizontal regular grid). This is done for every model simulation, then the 421 

inter-member medians are computed. Shown in Figure 3b are the median, 1st and 3rd 422 

quartiles of the multi-model distribution. 423 

 424 

 425 

 426 

 427 

 428 

 429 

 430 

 431 

 432 
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[Figures] 587 

 588 

Figure 1 Observed and simulated salinity changes between 1950 and 2008, shown in PSS-78/50 years, analysed on density surfaces. For ease of 589 
reading all figures of this paper are projected back from density to pressure as vertical coordinate (see Methods). (a) From Durack & Wijffels (2010) 590 
observation-based analysis. Contours show isopycnals and stipples where the trend is not significant at the 90% confidence level. (b) From the multi-model 591 
mean historical experiments. Contours show isopycnals and stipples indicate where less than 60% of models agree on the sign of the trend. The changes in 592 
original density coordinate are shown in Supplementary Figure 1. (c) Trend averaged in 9 regions (approximate boxes shown in panel a) for 2 observational 593 
estimates (Durack & Wijffels 2010 - DW10 - and EN4) and for the model distribution (boxes indicate 1st and 3rd quartiles and the median; whiskers indicate 594 
the minimum and maximum outliers). The shading in (c) corresponds to the colour scale of (a) and (b). The exact regions in density space as used for each 595 
observational dataset and model are plotted in Supplementary Figures 1a, 2a and 4 (same coordinates for both observational datasets). The greyed-out regions 596 
at the surface correspond to data trimming above the bowl – see text.  597 
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 598 

Figure 2 Anthropogenic salinity change along density surfaces. (a) At the end of the 20th century (multi-model mean difference between the last 20 years 599 
– to account for potential decadal variability – of the historical experiment and the historicalNat experiment). (b) At the end of the 21st century (multi-model 600 
mean difference between the last 20 years of the RCP8.5 scenario and the average of the whole historicalNat experiment). Boxes in (b) represent the 601 
approximate regions in which salinity trends are computed in Figure 1c and in which time of emergence is calculated in Figure 4. The same signal as in (b) 602 
is shown in Supplementary Figure 4 for each model in density space with the exact box locations.   603 
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 604 

Figure 3 Time of emergence and percentage of emergence in basin zonal-means. (a) Multi-model median time of emergence of the anthropogenic salinity 605 
change, calculated for an ensemble of 11 models. Light grey regions mean no emergence of the signal, while stippled regions show where the models don’t 606 
agree on the sign of the signal (see Methods). Bold contour is year 2020. (b) Percentage of basin emergence in zonal means under the bowl (see Methods). 607 
The black line is the median, the grey shading is the interquartile range.608 
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 609 

Figure 4 Distribution of Global Surface Air Temperature at emergence. 610 
Calculated from the anthropogenic salinity signal and noise for each of the 11 611 
models in 9 regions of interest: the Southern Ocean subpolar range, the Southern 612 
Hemisphere subtropical range, the Northern Hemisphere subtropical range and the 613 
subpolar North Pacific (the exact coordinates for each model are shown in 614 
Supplementary Figure 4). Red boxes indicate 1st quartile, median and 3rd quartile. 615 
A date reference was added below the warming axis, spanning the range of the 616 
historical and RCP8.5 simulations. 617 


