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This study evaluates the performance and benefits of kilometre
and sub-kilometrescale convection permitting simulations over
tropical Australia. Focusing on an extendedMonsoon break pe-
riod we can directly compareUnified Model (UM) andWeather
Research and Forecasting model (WRF) simulations to CPOL
radar observations and soundings. We show that the two models
have different behaviour, and both are different to observations.
Whereas WRF producesdaily squall lines whether or not they
occurred in observations, theUM primarily generatessmall but
intensestorms.The UM andWRF producequalitatively different
surface density currents at different times in the diurnal cycle.
Once the density currents are present, the models also show dif-
ferent behaviourin relation to convective initiation. While higher
resolution helps in the distribution of total precipitation over
the domain, most characteristics do not changewith higher reso-
lutions, and model difference are always larger than resolution
differences. While CAPE/CIN does not seemto beimportantto
explain model differences, our findings point to the evolution of
density currents in the boundary layer as mostimportant source
of model errors and differences.

Keywords — Convection permitting simulations, Unified Model, Weather Research and Forecasting Model, Tropical
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Abbreviations: NWP: Numerical WeatherPrediction, UM: UnifiedModel, WRF: WeatherResearchandForecastingmodel,LFC: Level of free
convection,CAPE: Convective Available Potential Energy, CIN: Convective Inhibition
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1 | INTRODUCTION

Convection permitting models are now in widespread use for numerical weather prediction. Furthermore, they are often used
as a"truth” to assess the performance of climate or regional models in terms of convective behaviour (e.g. Song and Zhang,
2018;0'Gorman and Dwyer, 2018). The general idea is that the higher the resolution, the better the representationof otherwise
parameterised sub-gridprocesses. However, these high resolution models also have their biases, and many processesstill have
to be parameterised unless the simulation uses resolution of the order of tens of meters. The general aim of this study is to
understandsome of the biases in two common convection-permitting modelling systems and their sensitivity to model resolution.

Due to the computational cost of convection permitting simulations, previous studies mainly concentrate on specific events
in the historical record for model evaluation (e.g Skamarock et al., 1994;Weisman et al., 1997;Lean et al., 2008; Dauhut etal.,
2015; Hassim et al., 2016). These events are usually squall lines or other extreme events of historical importance, and this
approach has the advantage of showing how well a given model (or model configuration) performs in high-impact situations.
Another strategy is to apply tracking methodsand then use statistical approachesto study model behaviour, such as 3D reflectivity
object tracking(e.g. Caine et al., 2013). Stein et al. (2015) developed a similar statistical diagnostics tool for the evaluation
of Numerical Weather Prediction (NWP) models using rainfall and 3D radar reflectivity data, butalso focused on oneday of
shallow convection and one day of deep convection over the UK. (Keat etal., 2019) thenused the sametechnique to analyse
much longer time periods over southemAfrica and found thattheir model produceda realistic diurnal cycle in rainfall at 1.5km
horizontal resolution, but that therewere still considerable biases in storm size and intensity.

Extreme precipitation or wind events are often forced by larger scale atmospheric dynamics, and itis difficult to determine
whether the responseto large scale forcing or local processeswithin the high-resolution domain are the cause of observed biases
(e.g. Vincent and Lane, 2016; Peatman et al., 2015;Wapler et al., 2010). In addition, high-resolutionmodelling on the kilometre
scale has become standard for NWP and therefore everyday operational forecasting, not just high-impact events. Therefore,
we will concentrate on a period where large scale dynamical forcing is minimal to study the performance of kilometre and
sub-kilometrescale convection permitting simulations. This is similar to an earlier study by Caine et al. (2013), although rather
than focusing on storm statistics, we will concentrate on the causes of differences in observed rainfall and that produced by
convection permitting models. Here, the role of relatively cold surface air in triggering convection has recently come into focus.
In particular the creation of surface cold pools resulting from downdrafts and evaporation around existing convective activity has
been linked to the triggering of new convection and its organisation into larger systems (e.g. Tompkins, 2001; Schlemmer and
Hohenegger, 2014). A similar phenomenonis the land-seabreezewhere relatively cold air moves from the ocean over warmer
land during the day (sea breeze), and from the cooler land over the sea at night (land breeze) (Pielke, 1974). We summarisethese
mechanisms under the term ‘density currents’ in this paper.

As we want to evaluate the behaviour of high-resolution models on shorttime scales (one focus will be thediurnal cycle)
and small spatial scales, it is important to have a high quality observational product to compare model outputto. For this reason,
we defined our domain according to the Darwin C-bandpolarimetric (CPOL) radar datadomain. Besides the advantageof
having negligible orographic forcing in this domain, CPOL datais conveniently available in 10minute stepsand 2.5km grid
spacing (Louf et al., 2019). As to large scale dynamical forcing, we know that the weatherover Darwin is mainly impacted by
the Australian monsoonandits regimes (Pope et al., 2009;May and Ballinger, 2007). For our purposes,we will concentrateon
the ‘Monsoon Break/Moist Easterly (5)' regime, where large scale forcing is weakestand precipitation is largely determined
by the diurnal cycle (Pope et al., 2009). As a consequence,local processesdetermine the evolution of tropical convection on a
day-to-daybasis in these simulations.

After introducing the model setups and data which forms the basis of our study, we will examine the main biases of
the convection-permitting simulations compared to observations (Section 3), and then perform an in-depth analysis of the
thermodynamic structure, diurnal cycle, and the impact of finer horizontal grid spacing in Section 4.
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2 | MODEL SETUP  AND DATA

As mentioned earlier, we are interested in a time period when local processesare more important to the convective life cycle
than large scale atmospheric forcing. Over Darwin, whether or not this is the case is largely determined by the phaseof the
Australian Monsoon. The phasewith the weakestlarge scale forcing is the Monsoon Break (phase 5 of Pope et al. (2009)), and
one of the longest periods of consecutive days of Monsoon Break during the CPOL data period (1998-2017)is February 2006.
We will concentrate on the six days between February 14-192006.

Observational data comes from the Darwin CPOL radar dataset (Louf et al., 2019) on a 2.5km grid and a radius of
150km, which includes 3D radar reflectivity and derived rainfall rates every ten minutes. In addition, we will make use
of the sounding data at Darwin airport (00 and 12UTC daily) as made available by the University of Wyoming website
http://weather.uwyo.edu/upperair/sounding.html.

This work is a part of a community effort within the Unified Model Convection Working Group to addressmodel biases and
systematic errors for the developmentof the next generation numerical weather prediction models. Therefore, we concentrate on
simulations run with the tropical configuration of the Regional Atmosphereversion 1 (RA1T, Bush et al., 2019) of the nesting
suite of the UK Met Office’s Unified Model (UM, Lean et al., 2008) v10.6, with several nests spanningthe kilometre and
sub-kilometrescales (4km-145m). As the convective developmentcycle involves many variables for which no measurementsare
available, the samesimulations are also performedwith the Weather Research and Forecasting WRF) modelv3.9 (Skamarock
et al., 2008) for comparisonto a different model. Both models are setupsuch thatthe coarsestnestis driven by ERA-Interim
reanalysis data (Dee et al., 2011), and nests without convective parameterisation use horizontal grid spacings of 4, 1.33km and
444m, as shownin Fig. 1a. Both modelsare runwith 80 vertical levels, with the modeltop for WRF at 26km, and at 38.5km for
theUM.

The UM has anadditional domainwith horizontal grid spacing of 145m, and theWRF setupincludes a 12km horzontal
grid spacing domainwith convective parameterisation. The physics setupof the UM is set by the‘RAIT’  configurationdescribed
in Bush etal. (2019). The physics setup for both modelsis listed in Table 1. The WRF physical parameterisationsare the same
as in Vincent and Lane (2016) as these choices were found to behave best over the Maritime Continent. We did not changeany
of the microphysics or other schemesin this study as the UM’s philosophy is to provide an ‘as-is’ configuration and the emphasis
of this work is to evaluate the most up-to-dateconfiguration rather than a study of which scheme behaves best under which
conditions.

To allow for an appropriately long spinup of the nestswhile ensuring the models don’t drift too far from observations, we
ran every day independently. For each day, we initialised the modelsat 06UTC, and ran for 42hours until OOUTC of the day
after. The first 18hours were discarded as spinup, leaving exactly 24hours between midnight UTC and midnight UTC the next
day. This accountsfor slight discontinuities in the rainfall timeseries of Fig. 2 at 00UTC, butthanksto the choice of time period,
rainfall was always close to zero during thattime. In addition to these daily restarted simulations, we also ran free running
simulations for the entire period with each model (dotted lines in Fig. 2). The biases andtiming errors discussed later were also
presentin the free-running simulations, implying that the initialisation methodwas not the dominant contributor.

In addition, we found that the largest biases in both models are located over the mainland, and we therefore restrict all
data to the domain shown in black in Fig. 1b. In particular, we not only concentrate on land points only, but we also remove
the Tiwi Islands, as the local phenomenonof sea breeze convergence over the islands and the resulting nearly daily occurring
(during Monsoon Break) ‘Hector the Convector’ storm has been studiedin detail previously (e.g Dauhut et al., 2015,2016)and it
distracts from the model performance over the mainland.
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3 | MOTIVATION AND INITIAL EXAMINATION

3.1|] Timing and intensity of rainfall

As a measureof general model performance, Fig. 2 shows domain (as defined by Fig. 1b) mean precipitation as a time series
(left) anda diurnal composite(right) for CPOL (black), theUM (blue) andWRF (green) at two resolutions.The supplementary
material also includes three-dimensionaltime evolving animations of the 444m simulations and the CPOL dataset. The readeris
encouragedto consult these movies throughoutthe discussion in this paper. The CPOL time series confirms that precipitation
during this period is determined by the diurnal cycle, as no continuousrain event connects to the nextday. Another feature is that
on February 18a squall line crossesthe domain, seenas large peakin CPOL rainfall a few hours after the diurnal peak that day.
This is the reasonfor the secondpeakin the CPOL diurnal compositeof Fig. 2b. In contrast, WRF (green) generatesa squall line
every day, with only little precipitation duringthe peak hours of the diurnal cycle in CPOL. The timing of the squall lines is such
thata study of the onereal squall line event described above would conclude that WRF  capturesobservedrainfall very well. As a
result of the predominanceof squall lines in the WRF  simulations, the diurnal cycle of rainfall peaksaround12:00UTC, about
four hours after the diurnal cycle peakin observations. The UM shows a rather different behaviour: It generatesheavy rainfall
abouttwo to three hours earlier than the CPOL peak, and then a second peak (which is just as large) during the night around
19:00UTC. We will see later that this behaviouris tightly linked to the generationof density currents. These nightly peaks have
different amplitudes in the time series (highest on Feb 18), butthis is mainly due to the applied land mask including more or less
of the rainfall, rather than day-to-dayvariability (see supplementaryanimations and later discussion).

From Fig. 2 it is clear that the differences between models and observations are much larger than the differences between
kilometre and sub-kilometresimulations of the same model. This is perhaps not surprising since the higher resolution nests are
somewhat constrained by the coarser resolution simulations at the boundaries. Nevertheless, we will see later that even well
away from the boundariesand after sufficient spinup, turbulencestill acts similarly, which can be seene.g. in the boundary layer
structure. Another interesting point is that besidesthe manysimilarities, the early rainfall peakin the UM is even earlier in the
444 m simulation than the 1.33km resolution runs, a result which agreeswith the findings of Keat et al. (2019).

3.2 | Initiation characteristics

Fig. 3 (top) shows snapshotsof precipitation averagedontothe CPOL grid for February 15,06:00UTC (15:30LST) for (left)

CPOL, (middle) UM 444m and(right) WRF 444m. Three points are evident from these snapshots(these are representative
of any other day of the simulation period): 1) Both models capture the convection over the Tiwi Islands (‘Hector’) ratherwell

(but note again thatthe Tiwi Islands were removed from all domainaveragesin this paper); 2) CPOL showsinitiation over the
mainland bothnear the coast andfurther inland; 3) whereas the UM misses coastal initiation, it has more localised rainfall inland
andWRF has more coastal initiation and less inland rainfall at this time of the day.

3.3| Evolution characteristics

Fig. 3 (bottom) shows similar snapshotsas described above, but now six hours later, at 12:00UTC (21:30LST). CPOL
observations show a region of decaying organised convection (this time of the day is past thediurnal cycle peak). While the UM
also has a somewhatextendedregion of non-zerorainfall, there is a small centre of intense rainfall within that structure. WRF on
the other hand has produceda squall line crossing the mainland.

Fig. 4 shows shapshotsfrom the supplementalmovies of both the UM (top) andWRF (bottom) at 06:00UTC on February
19. The coloured surface shows the potential temperatureaveraged over the lowest 1km, thus showing density currents (sea/land-
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breeze and cold pools) in blue shades. More details are given in the figure caption and movie descriptions. The important point
here is that both snapshots are taken at the same time, but the sea breeze is much stronger and advances faster over the mainland
in the UM thanin WRF. This again shows that the two models show qualitatively different behaviour, and neither of thetwo is
particularly close to CPOL observations.

4 | ANALYSIS OF MODEL BEHAVIOUR

We will now link the faster evolution of the density currents to thembeing strongerand deeper(Rotunno et al., 1988; Lafore
and Moncrieff, 1989;Weisman and Rotunno, 2004), and more generally connect density currents and convective activity in the
models.

4.1| Thermodynamic structure

Unfortunately, the thermodynamic structure of the atmosphere cannot be inferred from radar measurements, and during this
period soundingsare only available for Darwin airport at midnightand midday UTC, which is 9:30 and21:30local time. This is
due to the global synchronisation of soundings, and is somewhat unfortunate for a study like ours. Nevertheless, someinsights
can be gainedfrom Fig. 5, which shows the potential temperatureand specific humidity profiles for Darwin airport (black), and
the closest land grid points for the UM (blue, left) andWRF (green,right). Each profile correspondstoone day.

Both models have a warmer surface than the observations at 00UTC, with a well mixed boundarylayer up to about600m,
whereas the soundings suggestmuch more stable conditions. At this time, WRF shows a lot more day-to-dayvariability in
the boundary layer than the UM, and the latter already produces a distinct superadiabatic surface layer. Above the boundary
layer, the models match the soundingswell, and the UM generally also matchesthe LFC with observations. Twelve hours later
(12UTC, right), the boundarylayer profiles are similar to the soundings,butonly the UM has developed the surface inversion,
whereas WRF still has a well-mixed boundarylayer. Between the heights of 1-2km, the UM is consistently warmer than both
WRF andthe soundings.As a consequence,the LFC is also abouttwice as highas observed.In contrast, WRF still matchesthe
observed profiles well.

The specific humidity profiles (second and fourth rows) suggestthat both models have reasonable values near the surface,
butthe UM is more humid just above the boundarylayer at 00UTC, andit is drier at 12UTC. Being warmer and drier matches
the domainmean downward motion (Fig. 8) around that time (which we will discussin more detail later). Having more moisture
available in the morning(OOUTC) might help in triggering convection earlier in the UM. There is no qualitative difference
between 1.33km and 444m resolution for each model.

The supplementary movies and snapshotsof Figs. 6 and 4 clearly show that the two models produce very different potential
temperature structures within the boundary layer, in particular the evolution of land/seabreezesand cold pools. Fig. 6 shows
cross sections of potential temperaturesalong the transect depicted by the dashedline in Fig. 1b for 444m resolution runs at time
2006-02-1908:00UTC(17:30 local time). The sea breezeis easily identified by the rapid change of colour from lighter greensto
darker blues, and markedwith a vertical dashedline gives the position of the sea breezein the UM, and the dottedline for
WRF. The seabreezein the UM is strongerand deeper(darker blue colours close to the surface) than for WRF  over the mainland
(roughly right half of the plot), which agreeswith theory laid out by Rotunno et al. (1988) and Weisman and Rotunno (2004),
who link the strength and depthof density currents to their horizontal propagation speed (loosely related to the ‘dam-break’
problem). On the other hand, the cold pool behind the sea breeze front (darkest blue colours near the surface near the 50km
mark) is strongerin WRF thanthe UM.

Fig. 4 shows snapshotsfor the entire domain at time 2006-02-1906:00UTC (again at 444m resolution). The updrafts (red
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volume) in the UM are well aligned with horizontal potential temperaturegradients(colour shading). It is striking how much
warmer the mainland is in the UM comparedto WRF, and how the updrafts are much faster , more localised and distributed
throughoutthe mainland. Also, behind the sea breezefront (within the blueish regions), one can see how the UM has produced
multiple small precipitating stormswith and after the passageof the sea breeze,whereas WRF only producesweak increases in
reflectivity but no noteworthy storms nor precipitation. We will turn our attention to this phenomenonnow.

Fig. 7 (top) presentsa statistical analysis of these phenomenaby plotting two-dimensional histograms of grid cells binned
according to strength of potential temperatare gradient and updrafts. The potential temperature gradient bins are constructed
from hourly maxima of the average [+v|=  (@xv)? + (@, V)2, computedat the grid scale, within the first kilometre above the
surface. Vertical velocity is binned by taking the hourly maximumofw > 0.01m/s and averaged between 500m and 2km. The
potential temperature gradient represents density currents as it maximises along the fronts of land-seabreezes and cold pools,
whereas updraftvelocity is used as a diagnostic for convective initiation. With the choice of temporaland spatial filtering this
technique allows for both a certain time lag between the passageof density currents and the updrafts being forced above those
currents.

For the UM (top left), thereare two regimes: One is where the primary maximumis located, which is at low +vand low
vertical velocity w, and correspondsto stochastic turbulence. The secondregime is an almost linear relation between +vand w
creating a long tail in the distributions of bothw and +v. The first, stochastic turbulent regime is also present in the histogram
for WRF (top right), butthere is an important qualitative difference to the UM: There is a secondary peakinw at potential
temperaturegradients of about 0.25-0.5K/km(between the black vertical lines). In this range, w is mostly independentof +v/,
suggesting that somedifferent process is at work comparedto what is happeningin the UM. For potential temperaturegradients
greaterthan about0.5K/km, WRF  shows again a similar behaviour tothe UM in that thereis an almost linear relation between
w and +v.

Looking at the spatio-temporaldistribution of the three identified +vregimes above, we show in the bottomhalf of Fig. 7
snapshotsof +v/filtered by (left) +v' < 0.25K/km, (centre) 0.25K/km< +v <0.5K/km, and (right) +v>0.5K/km, for the UM
(left half) andWRF (right half). Three snapshotsareshown: (top) 02UTC, (middle) 12UTC, and(bottom)22UTC. As with
Fig. 3, theseare examplesof a given day (February 14), but they are representative of all days.

It is clear thatfor the UM, the pre-convectivestate (02UTC) is characterised by weak +v over the oceanand very steep +v'
over the land, as the filter in +vappears almost equivalent to a land-seamask. Given the linear relationship betweenw and +v'
discovered before, we conclude that these temperaturegradients over the land initiate convection too early and spreadall over
the land masses (note that even thoughFig. 7 only shows co-occurrence, the supplementary animations firmly suggestcausality).
The convection is vigorous and efficient in annihilating the temperaturegradients, as already by 12UTC almost exclusively
weak +vis present, effectively making the entire land mass one giant cold pool. During this time, the meanvertical motion over
land is downward (at least in the lower troposphere,see Fig. 8). This cold pool expandsover the oceanat night 22UTC) as
a strong land breeze and creates intense convective activity when the cold pools from the different land massescollide. This
explains the second late peak in diumal rainfall in Fig. 2. Throughout the diurnal evolution, the mid-rangepotential temperature
gradients do not play any major role for the UM.

In stark contrast, WRF only has steep +v'close to the coastearly in the day , which is closely related to the seabreeze
(rightmost column, 02UTC). Over the rest of the land, intermediate +v dominates at this pre-convective point in time. Thus,
convection does hotinitiate as vigorously as in the UM early in the day andis mainly associated with the incoming sea breeze
(again we refer to the supplementalanimations and the snapshotsin Fig. 4). Around midday UTC (evening local time), there are
important potential temperature gradients associated with the squall line, butthere are also intermediate values of +v'throughout
the domain, which, according to the histograms discussed above, can generate a wide variety of updraft strengths. This might
favour the creation of larger scale convective systems, but further analysis is required for such conclusions. The late land breeze
front 22UTC) is similar to thatof the UM but somewhatweaker and therefore results in less precipitation over the oceanduring
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the night.

4.2 | Diurnal cycle

Fig. 7 discussed above suggeststhat there is a qualitative difference in how the two models are responding to density currents.
Fig. 8 exploresanotherpossible relation, namely vertical velocity andbothCIN and CAPE (which are routinely usedas proxies
for convective activity). For a broaderanalysis, Fig. S2 in the supplementarymaterial shows the sameplot butwith reflectivity
insteadof vertical velocity and ‘MCAPE/MCIN’ . The differenceis that MCAPE/MCIN are computedfromthe location of
maximumy’e within the lowest 3 km at each grid point, while CAPE/CIN  are computedfrom the surface everywhere, butthe
conclusions remain unaltered. As with all other domainaverages, only grid points over the mainland contribute to these plots.

As expected, the UM shows much larger values of w from the surface to about 15km between about 03-07UTC (about
12-16local) and a secondary peak late at night/early moming (18:30-21UTC/04-06:30local). In contrast, WRF has weaker (but
still early) w which then persists until the passageof the squall line 10:00-15:00UTC. There is also a clear difference in depthof
the early shallow w peak (starting around02UTC), which reaches about2.5km in the UM butis much flatterin WRF and of
longer duration. On one hand, the longer time scales and shallower depths of convective development again suggest a broader
spectrumof processes determiningw in WRF thanin the UM, buton the other hand, it also fits with the picture that low-level
density currentsin the UM determineits convective behaviour: First, they producestrongerlow-level updrafts which facilitate
initiation of deep convection, then cold pools form and expand,resulting in the secondary updraft peak at around 20:00UTC.

At the time of the day when WRF preferentially produces intense squall lines, the UM  produces domain-averaged
downdrafts, which are probably linked to the vigorous convection around 06UTC and already start around 09UTC at lower
levels and reach the entire atmosphereabove the boundary layer by 15 UTC. This explains why it is drier and warmerthan both
WRF andthe Darwin airport soundingsas discussedin Fig. 5. It is interesting that this time period falls exactly into the time of
the day whenthe CPOL diurnal rainfall peaks.

Both CAPE andCIN are quite similar betweenWRF andthe UM upto aboutO9UTC (18:30local time), which includesthe
time around05-07UTC when the UM producesvigorous convective activity butnotWRF. This makesit difficult to attributethe
different behaviourto differencesin CAPE and/orCIN -if anything, CAPE is slightly smallerandCIN slightly larger for theUM
thanfor WRF, which would makethe UM less likely to producedeepconvection thanWRF. Later in the day, the passageof the
squall line inWRF  reducesCAPE and at the sametime increasesCIN , which explains why thereis no convective activity
during the night when the land breezesfrom the mainland and the Tiwi Islands collide (which is causing the second peak in
the UM). Note that thereare slightly different choices in variables for this analysis, butwe found thatsimilar conclusions hold
when compositingthe diurnal cycle of reflectivity ratherthanvertical velocity, and using ‘MCAPE/MCIN‘  ratherthan surface
CAPE/CIN. This is shownin the supplementarymaterial.

In an attemptto better understandthe differences between the two models at around 06UTC, Fig. 9 shows the sameprofiles
as Fig. 5, butat 06UTC (without the observedsoundingsdue to their unavailability). The vertical profiles for (left) specific
humidity and (right) potential temperatureof both models are shown on the sameplot for easier direct comparison.

For both resolutions, the humidity (left column) is very similar betweenthe two models,including at the surface. Above the
boundary layer, one could makea case that the UM is somewhatwarmer (right column), butnot onall days. At sub-kilometre
scale resolution (bottom row), the UM has a deeperboundary layer than WRF, about 700m comparedto about 300-400m. This
combinedwith the discussion of the +v'vs. w relationship in Fig. 7 and the discussion of the soundingsin Fig. 5 mighthint to
differences in boundary layer behaviour, suggesting that future work should concentrate on either further increasing resolution
(both horizontal and vertical) to properly resolve boundarylayer physics, and/orinvestigate the behaviour of WRF  with different
boundary layer schemes.
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43| Horizontal resolution sensitivity

After studying the diurnal cycle, we devote the last section to the examinationof the full six-daysimulations as a whole, with an
emphasis on the effects of increased horizontal resolution.

So far, we have seenthat the differences betweenthe UM andWRF are muchlarger thanthe differences between simulations
with different horizontal resolution of the same model. Focusing onthe UM  only, we showin Fig. 10 the 6-day rainfall
accumulation (i.e. total precipitation) over the six-dayperiod investigatedin this work. We now also include a 145m resolution
simulation which we only performedwith the UM andwithin a smaller domain. The smaller domain was chosento be aroundan
area of complex coastlines as shownin Fig. 1 to check whether it would produce more coastal convection as seenin CPOL.

All resolutions have much higher peak total precipitation than CPOL, and extendedregions where little to norain falls over
the entire simulation period. The radar observations (top left) show a much different picture, where somerain falls everywhere
within the domain over the six days. Together with the findings of Section 3.3 and Fig. 11 described below, this suggests a
dominanceof single small scale stormsin the UM, whereas in observations larger systems pass over the domain. This is similar
to the conclusions of Stein et al. (e.g. 2015); Keat etal. (e.g. 2019)who applied stormsize statistics to UM and radar data.

Fig. 11analyses total precipitation in a different way, by creating histograms of numberof grid points within the domain
which contain a given total precipitation for the 24hours after spinup. For this analysis, all model datawas conservatively
re-griddedontothe CPOL grid. There is a qualitative difference between the 1.33km simulation (green) andall other simulations
(and CPOL): Whereas the kilometre-scalesimulation shows a peak at zero precipitation (i.e. mostof the grid cells remain dry),
all other curves do not have any completely dry cells, and show a high proportionof light rain. As resolution increases, the peak
of the PDF gradually moves towards the peaklocation of CPOL. However, both the 444m and 145m simulations have amuch
larger tail with high amountsof rainfall thanthe CPOL dataset. Closer inspection reveals that the tails originate from the second
rainfall peakin the diurnal cycle (Fig. 2), which are mostly dueto colliding density currentsas describedabove. Thus, increasing
resolution does give some improvementon the low rainfall side of the distribution, but the precipitation bias linked to density
currents is exacerbated. Hence, we should be cautious about the benefits of horizontal resolutions of the order of 100m. We
conclude from our work that there are systematic model errors which do not vanish with higher resolution, and although there
seemsto be a step change between 1.33km and 444m here, resolutions of the order of 100m show little improvement over those
of the order of 500m. Therefore, it is probably better to investigate those model errors with sub-kilometre but not O(100 m)
simulations as they show the same errors but are less demandingin both CPU time and storage requirements.

A similar conclusion can be drawn from the kinetic energy spectra (following Skamarock (2004), Fig. 12) and the similarly
computedspectra of +v(Fig. 13). Again the differences between the models are larger than betweenresolutions. In particular,
WRF shows a higher effective resolution (defined as the length scale below which the energy spectrumdeviates from the power
law of the inertial range) at equal grid spacing, andthe UM has distinctly enhancedenergy contentat the smallest scales, 2?x,
i.e. theright endpointsof the lines in Fig. 12(?x denoteshorizontal grid spacing). The latter is a known feature of high-resolution
models (Errico, 1985;Skamarock, 2004), butit is much more pronouncedfor the UM (solid lines for the UM vs. dashedfor
WRF in Fig. 12). While Fig. 12 representsan average over the entire simulation, Fig. 13 showsthe diurnal cycle of near-surface
+v'spectrum for all model configurations. Note that here the spectra have been normalised to the time meanto show the diurnal
cycle moreclearly, i.e. we show logio (T/hT i), whereT is the spectrumof +v'within the lowest kilometre over the entire
model domainas a function of time and h-idenotes time mean.

These spectra show how similar all six days are within each simulation and how increased resolution does not changethe
picture qualitatively. For the UM, each day the period of generally higher +v spectrum(left column, red shading) is initiated
with an increased peak at the smallest scales, seen by the downward curving (i.e. earlier appearance) of the right side of the red
shading. In contrast, WRF does showthe initial peak in the smallest scales (right column), butthis does not directly connect
with the evolution of the larger scales in the spectrum. This early peak is the convective activity related to the seabreeze (best
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seenin the supplementalmovies), where the UM produces many independentsmall scale storms butWRF only producesa slight
increase in reflectivity butnot muchrainfall. The primary peak in the UM appearsduring early afternoon local time , whereas it
is much later in the day for WRF, where it is connectedto the squall lines producedby that model. In this sense, the spectraof
+v'again show the tight relationship between low level density currents andrainfall over the mainland.

5] SUMMARY AND CONCLUSIONS

We have run kilometre and sub-kilometrescale convection permitting simulations over several days and during a period of
predominantly locally forced convective activity. The aim of this was to exposethe triggering and growth of convection in such
maodels, rather than studying how they behave when strongly forced by high impact/extremeevents such as squall lines, as
the latter can drown model-specific behaviour and biases within the response to large-scale forcing or other extreme events.
Understanding suchintrinsic behaviour should then better allow for bias corrections, which in tum makesmodels more reliable
and better performing even in strongly forced situations. The domain centred around Darwin Australia has beensetupin such a
way that direct comparison to high quality radar observations and twice daily soundingswas possible. The boundary conditions
came from ERA-Interim reanalysis. Two different models, namely the Unified Model (UM) and the Weather Research and
Forecasting WWRF) model, were run in nested configurationswhich were as similar as possible.

Even thoughconfiguredwith the sameboundary conditions and during a time of locally forced convection, the two models
behavevery differently, producing different rainfall comparedto each other and also the radarobservations (Fig. 2). While some
measuresindicate a performance improvementwith higher resolution, such as total precipitation over the domain (Fig. 11),
the differences between resolutions with the same model are much smaller than the differences between models at same
resolution, indicating that the main sources of the discrepancies to observations come from systematic errors in each model,
rather than insufficient resolution of particular processes. One important exception to this might be the boundary layer, as even
our sub-kilometreresolution simulations (at 444m and 145m) do not fully resolve the three-dimensionalboundary layer physics.
Indeed, we found indications that boundarylayer physics is one of the mostimportant sources of the different behaviour between
the two models and observations (Figs. 5 and 9).

One obvious difference betweenthe UM andWRF can befound in the simulated kinetic energy spectra(Fig. 12): The UM
has a disproportionateamountof energy atthe smallest (2?x) scales, andit also hasa lower effective resolution thanWRF. This
might be related to the the abundanceof small andindividual objects of intense convective activity often observedin convection
permitting simulations with the UM (Hanley et al., 2015) (and sometimesreferred to as ‘blobbiness’).

A second difference is that the UM hasa direct relationship between the depthand strength of density currents and vertical
velocity, whereas WRF producesa range of updraft strengthsabove similar potential temperaturegradients (Fig. 7). The UM
produces strong density currents early during the day and over the land, resulting in early onsetof convection. Interestingly,
CAPE andCIN do notexplain the different behaviour(Fig. 8).

This study cannotdeterminewhich of the two modelsis better performingfor situations of locally forced tropical convection
over the land, neither was it designedto do so. Rather, both models have intrinsic behaviour which they repeat day after day of
simulation, and neither is particularly close to observations. Rather, it points to further necessary work to understandthe effects
of resolution, dynamical core and boundarylayer parameterisations. For instance, there is an opportunity to test the different
boundarylayer schemesin WRF, andalso the midlatitude (‘M”) version of the Regional Atmospheresetupsof the UM (Bush
etal,, 2019), and the impact of near-surfacevertical resolution should be investigated. Either way, it seemsclear that simply
increasing model resolution does not resolve the biasesin diurnal rainfall.
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TABLE1 WRF andUM physicssetup.

Physics WRF UM

Version 39 10.6 /RALT

Planetary boundarylayer MYJ TKE Lock et al. (2000) andBoutle et al. (2014)
Surface layer MO (Janji¢ Eta) JULES (Best etal.,2011)
Microphysics WSM 6-classgraupel  basedon Wilson and Ballard (1999)
Longwave radiation RRTM based on Edwards and Slingo (1996)
Shortwave radiation Goddard basedon Edwards and Slingo (1996)
Cumulus (12km only) Kain-Fritsch N/A

Time step [s] (4 km, 1.33km, 444m, 145m) ~ 10,3,1%,N/A 120,40, 12, 4

Vertical levels (top) 80 (25 km) 80(38.5 km)

Boundary and initial conditions ERA-Interim, updatedevery 6 hours.

Run length, spinup 6 independent42hour simulations initiated at 06UTC.

First 18hours discarded for spinup, last 24hours used for analysis.
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in Fig. 6.

FIGU RE1 Domain setupand land mask.
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FIGURE 2 a) Domain mean(using landmaskof Fig. 1b) rainfall rate timeseriesand b) domainmeandiurnal meanrainfall
rates [mm/hrlfor WRF (green) andthe UM (blue), comparedto CPOL data(black). The thin horizontallines in a) markthe 90t
percentile value of the CPOL timeseries (about 1.5mm/hour). The dotted lines show rainfall rates for the free running
experiments.
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FIGdURE 3 InstantaneousrainratesfromCPOL (left), Unified Model (centre)andWRF (right) in theafternoon(top)
andat

night (bottom) at ?x=444 m andfor one given day. These snapshotsare similar for all days.

rain rate
230.

FIGU RE4 3D snapshotsof surface potential temperature(colour shading), reflectivity (white volume; >10dBZ), CAPE
(black contoursat 3,4,5x103)/kg), updrafts(red volume) and precipitation (purple “peaks”) for the UM (top) and WRF
(bottom). The snapshots correspondto 06:00UTC on 2006-02-19.Animationsof the full six days of simulations can be found at
https:/ /youtu.be/xZmnmxOlsPEforthe UM, https://youtu.be/GgLip-bbLioforWRF and https://youtu.be/Dt3LEaRNfRE for
CPOL.
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FIGU RES5  (First and secondrow) Vertical potential temperatureprofilesat Darwin airport (or the closestland grid point)
for the UM (left, blue), WRF (right, green) andsoundingdata(black). (third and fourth row) Vertical specific humidity profiles
at the samelocation. Dashed horizontal lines representthe level of free convection (LFC). Plotted is oneline per day,at 00UTC
(left) and 12UTC (right) to matchthe balloon soundings.Sounding datafrom the University of Wyoming
(http://weather.uwyo.edu/upperair/sounding.html).
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FIGURE 6 2D snapshotsof 444m resolution potential temperaturealonga diagonal cross section going from thetop left to
the bottomright comer of the domain, as shownby the dashedline in Fig. 1b). UM is shown ontopand WRF on the bottom,and
both snapshotscorrespond to 08:00UTC on 2006-02-19.Thesea breeze has advanced faster in the UM (dashed vertical line)
thanWRF (dotted vertical line). It is also strongerand deeper,which is agreementwith the theory of Weisman and Rotunno
(2004). The intense cold pool behind the sea breezefront (darkest colours near the surface around 50km mark) is related to
Hector over theTiwi Islands.
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FIGU RE 7 (top) Two-dimensionalhistogramsof updrafts(vertical velocity w > 0.01m/s) versus horizontal potential
temperaturegradient |+v'|. Both axes are logarithmic. See text for details. (bottom) Domain snapshotsfor 2006-02-14andUTC
02:00 (prior to onsetof convection), 12:00 (after the passageof the sea breeze) and 22:00 (land breeze) of +vfor (left)
log10(+v) < @3.6(0.25K/km), (middle) @3.6 < log10(+v) < @3.3(0.5K/km) and (right) log10(+v) > @3.3.All days show
very similar evolution. For the UM at 22UTC the middle andright panels look similar as thereis essentially only one narrow
region of significant |+v'|along the edge of the land breeze.
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FIGU RE9 Soundingsas in Fig. 5, butat 6:00UTC, where no balloon soundingsareavailable. Specific humidity is shown
on the left, and potential temperature on the right. The top row is for 1.33km and the bottom row for 444 m resolution.
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FIGU RE 10 Total precipitation ~ over the six-dayperiod investigatedin this work within the smallest (and highest
resolution) domain for (top left) CPOL radar observationsandthe UM at (top right) 1.33km, (bottom left) 444m, and (bottom
right) 145m resolutions. Note that these plots are shown on their native grids within the smallest domain which correspondsto
the 145m domain (minus 20 grid points on each side to remove boundary effects).
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FIGURE 11 PDFs of UM (colours) andCPOL (black) total precipitation fromFig. 10, butnow conservativelyinterpolated
ontothe CPOL 2.5km grid. Only the 1.33km simulation (green) shows a peak at zero precipitation, butall simulations have a
much larger high-precipitationtail thanthe CPOL dataset(black).
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FIGU RE12 Kinetic energyspectrafor theUM (solid) andWRF (dashed)4km (blue), 1.33km (green), 444m(red) and
145m (magenta) simulations. The short solid black line shows the k@5/3 slope. The effective resolution (where the wave spectra

beginto fall off) is higher for WRF, andthe UM has a more pronouncedenergysurplusat 2?x. Spectra are computedfollowing
Skamarock (2004), and are averagedin space (full domain between 3 and 9km height) and time.
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« SUPPLEMENTARY MATERIAL
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FIGU RES1 Click onimagesto seemovies onYouTube. The movies are full 6-dayanimationsof the (top) UM and
(middle) WRF 444msimulations showing surface potential temperature,reflectivity, vertical velocity, precipitation and CAPE.
(bottom) The same butfor the CPOL dataset,which meansthere s only reflectivity and precipitation. From these movies it is
very clear how the two models behave very differently, and how both are different again from observations.
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FIGU RES?2
MCAPE/MCIN insteadofCAPE/CIN.

Same as Fig. 8, butshowingthe diurnal compositeof reflectivity [dBz] ratherthanvertical velocity, and
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